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Abstract. We investigate how and why the productivity of a worker varies as a function of the 
productivity of her co-workers in a group production process.  In theory, if workers influence each other, 
they can do so in either a negative or positive direction. The return to introducing a high-productivity 
worker to a group may be lower than her individual contribution because of possible free riding of 
incumbent workers. The return may be greater than her individual contribution because of peer effects 
induced by social norms, social pressure, or learning. Using scanner level data, we measure high 
frequency, worker-level measure of productivity of checkers for a large grocery chain. We find strong 
evidence of positive productivity spillovers from the introduction of highly productive personnel into a 
shift. A 10% increase in average co-worker permanent productivity is associated with 1.7% increase in a 
worker’s effort. Most of this peer effect arises from low productivity workers benefiting from the 
presence of high productivity workers. Spillovers depend on the spatial orientation of the checkers in a 
way that suggests an important role of social pressure and mutual monitoring in inducing effort. The 
introduction of highly productive workers into a shift boosts the productivity of incumbent workers that 
are directly in the line-of-sight of the new workers, but not incumbent workers that are not in their line-of-
sight.  Workers are unresponsive to the presence of co-workers who they infrequently overlap with. The 
optimal mix of workers in a given shift is the one that maximizes skill diversity. Based on our estimates, 
we calculate that by optimally arranging the mix of workers in each shift, this firm could obtain the same 
amount of sales with approximately 124,000 fewer hours worked each year. Since optimizing shifts may 
result in higher wages, this finding is not inconsistent with profit maximization. 
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1. Introduction 

In many production processes, output is a function not of the effort of a single worker, but of 

the combined effort of many workers.  This kind of group production process is pervasive in modern 

economies. For example, most white collar jobs, construction, some manufacturing and retail, and 

co-authored academic research share this characteristic.  When it is difficult for an employer to 

identify and reward the exact contribution made by each employee, free-riding has the potential to be 

a salient feature of these group work environments.  Consider, for example, the case where a person 

is assigned a partner to complete a project. The employer observes total output perfectly, but 

individual effort only imperfectly.  The effort that the worker puts into the project may depend on the 

productivity of her partner.  If she is assigned a very productive partner, then it may make sense for 

her to ease her pace, relative to the case where she is assigned a less productive partner.  However, if 

she makes very little effort compared to her partner, she may induce resentment or lose face with her 

peer.  Because of this possibility, it could be optimal for this person to do her “fair share”, and work 

harder, not slower, in order to reduce the productivity gap with her more productive partner. Kendal 

and Lazear (1992) make this point theoretically, noting that peer effects can countervail free-riding in 

partnerships. In theory, peer effects have the potential to internalize some of the externalities that are 

common in workplaces.  Ultimately, the question is an empirical one: do social considerations 

mitigate the deleterious effects of free-riding in real workplaces that are prone to externalities?  

In this paper, we empirically investigate how workers influence each other.  We explore how 

and why the productivity of a worker varies as a function of the productivity of her co-workers in a 

group production process that is particularly prone to free-riding.  Our analysis centers on two 

questions.  First, how does the introduction of a high productivity worker affect the productivity of 

her co-workers?  As indicated, this relationship could go in any direction, depending on whether free-

riding or peer effects dominate.  Having found evidence of positive productivity spillovers, we then 

investigate the mechanisms that lead to such spillovers. We seek to distinguish between specific 

forms of peer effects that could be at work, including “social pressure”, “mutual monitoring”, and 

“contagious enthusiasm.” Economists have long speculated about the existence of productivity 

spillovers, but few studies have been able to explain the mechanisms that may generate them. This 

study is among the first to get inside the black box of productivity spillovers and shed some light on 

the underlying mechanisms.1  

                                                 
1 The literature includes many theoretical models that assume the existence of spillovers, and some recent empirical 
studies. Marshall (1890) is the first to hypothesize that on the job interactions may generate positive externalities 
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The question of peer effects in the workplace is important because peer effects may help 

explaining what motivates workers in jobs with fixed-pay. In many occupations—including the one 

studied in this paper—career prospects are limited and compensation is not very sensitive to 

individual output. Economic incentives alone may not be enough to explain what motivates worker to 

exert effort in these jobs. Moreover, this question has significant implications for wage setting in 

group production when individual output is not contractible. The return to introducing a high-

productivity worker into a group may be greater than her individual contribution if peer effects are 

strong.  Alternatively, it may be lower than her individual contribution if free riding prevails.   

    We study the productivity of cashiers in a national supermarket chain.  Analyzing the case of 

cashiers is advantageous to study the interdependency of workers’ productivity because there is 

potential for negative externalities inherent in the production process.  Customers in supermarkets are 

not committed to a single aisle.  Therefore, for a given number of customers, if one checker is 

working slowly, other checkers will have an additional workload.  An attractive feature of this setup 

is that we can use scanner data to develop a high-quality measure of productivity.  Over a two year 

period, we observe the number of items scanned by each worker in each transaction, and the exact 

length of the transaction.  We define individual productivity as the number of items scanned per 

second while a worker in engaged in transactions.  Unlike much of the previous literature, which has 

relied on aggregate measures of productivity that vary with low frequency, our measure of 

productivity is precise, worker-specific and varies instantaneously.2  

We relate ten-minute changes in each cashier’s productivity to ten-minute changes in the 

average permanent productivity of the other workers who are active at that time in the same store. 

Over the course of a given day, the composition of the group of co-workers varies, because workers 

shifts do not perfectly overlap. This means that, for any given worker, the mix of her co-workers 

changes throughout the day depending on who enters and who exits. We find that a 10% increase in 

                                                                                                                                                             
across workers. Since then, growth economists have proposed theoretical models where spillovers are the 
determinant of growth (Lucas, 1988), and empirical studies have tested the existence of spillovers (for example, 
Moretti, 2004a and 2004b). A related literature focuses on peer and neighborhood effects in education and labor 
market outcomes. Examples include, by are not limited to, Sacerdote (2001), Oreopolous (2003), Katz, Kling and 
Liebman (2001), Jacob (2004), Hanushek et al. (2003), Vigdor and Nechyba (2004), Graham (2005), Graham, 
Imbens and Ridder (2006), Ichino and Maggi (2000). Related to our study, there is some interesting evidence of 
“social preferences” in team production with relative pay (Bandiera, Barankay and Rasul, 2005). These social 
preferences can reflect altruism, social pressure or collusion. Hamilton, Nickerson and Owan (2004) investigate the 
effect of workforce diversity on productivity. They find that teams with more heterogeneous workers abilities are 
more productive.  
2 Because of our need to measure productivity reliably, a study of this kind must necessarily focus on a single 
occupation.  However, this occupation is important: cashiering is the second most common occupation in the United 
States, after Administrative/Secretarial.  
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co-worker average permanent productivity is associated with 1.7% increase in the reference worker 

effort. The finding of a positive spillover suggests that positive peer effects dominate free riding.3  

The magnitude of this estimate is remarkably similar to recent experimental evidence of productivity 

spillovers (Falk and Ichino, 2006).4   

The timing of within-day changes in the average quality of co-workers can be considered as 

exogenous. The reason is that the firm gives substantial scheduling flexibility to the workers, and 

there is no attempt by management to assign the best workers to the busiest shifts. Moreover, 

scheduling is determined two weeks prior to a shift, so that the within-day timing of entry and exit of 

workers due to shifts changes should largely be predetermined relative to transitory shocks to 

productivity. We present several empirical tests to verify that the timing of changes in the average 

quality of co-workers within a day is indeed unsystematic. All the tests confirm that, while shifts are 

not randomly assigned to workers, the timing of entry and exit of good workers appears uncorrelated 

with demand shocks or other determinants of individual productivity. For example, the entry of more 

able workers is not concentrated in the ten minutes prior to large increases in customer volume, as 

would be the case if managers could anticipate demand changes and bring in fast workers just prior 

to these increases. Similarly, the timing of exit of more able workers is not concentrated in the ten 

minutes prior to large declines in customer volume.5    

What explains the finding of a positive spillover?  Two explanations relevant in our context 

are “social pressure” and “contagious enthusiasm.” By social pressure we mean that a worker 

experiences disutility when working less hard than other workers on the shift, but only if co-workers 

notice.  Social pressure could arise from both formal and informal sanctions by co-workers, or 

through shame.  By contagious enthusiasm we mean that a worker experiences disutility if she 

realizes that she is working slowly relative to other workers on a shift, even if no one knows that she 

is working slowly.  To distinguish between these mechanisms, we use information on the exact 

location of each worker’s register and its spatial orientation. We estimate models where the effect of 

co-workers is allowed to vary depending on whether co-workers can monitor each other while 

                                                 
3 In our models, the “reflection problem” does not arise, because we regress current individual productivity on 
average permanent productivity of co-workers.  
4 Several lab experiments have linked peer pressure to increases in team performance. In the experiment that is 
closest to our study, Falk and Ichino (2006) find that a 10 percent increase in peers’ output results in a 1.4% increase 
in individual effort. Falk, Fischbacher and Gächter (2003) study contributions to a public good and find evidence of 
strong social interactions. Fehr and Gachter (2000) find that when subjects have the option to sanction other players 
in the same team based on their contribution to the team output, free-riders are sanctioned and aggregate output is 
high relative to cases where sanctions are not possible.  See also Falk et al., 2001. 
5 Moreover, while the mix of co-workers in the current period affects individual productivity in the current period, 
the mix of co-workers ten minutes into the future has no effect on individual productivity in the current period. 
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working.  If social pressure is the dominant channel for the existence of positive spillovers, the 

spillover effect should be large when the relevant worker is observed by her co-workers, and small 

when she cannot be observed by her co-workers.  By contrast, if the primary mechanism contagious 

enthusiasm, the introduction of a new and productive worker should lead to increases in the 

productivity of workers who can see this new worker.  

We find that when more productive workers arrive into shifts, they induce a productivity increase 

only in workers that are in their line-of-vision. The effect appears to decline with distance between 

registers: this effect is stronger for workers are in the line-of-vision and closer to the new workers 

than those that are further away.  The effect of introducing more productive personnel on workers 

that are not in the line-of-vision from their register is not significantly different from zero.  

Moreover, we find that introducing any worker into a shift, regardless of their typical productivity, 

increases the productivity incumbent workers who are in their line-of-vision, while actually 

decreasing the productivity of incumbent workers who are not in this new worker’s line-of-vision.   

This evidence is consistent with the notion that the estimated positive spillovers are generated by 

social pressure arising from workers monitoring each other. As a further test, we look at how the 

spillover between two workers varies as a function of the frequency of interactions between the two 

workers. If a worker does not overlap often with somebody on a given shift, she may not be as 

receptive to social pressure because there is limited scope for formal or informal sanctions. It is 

clearly more difficult to exert social pressure and impose sanctions on individuals that we meet rarely 

than individuals that we see every day. Consistent with this notion, we find that introducing a high-

productivity worker into a shift is associated with greater increases in incumbent productivity when 

the entering worker and the incumbent’s schedule have high overlap than when they only coincide 

infrequently.   

Having estimated an average spillover effect, we then turn to the question of how such effect 

varies across workers. We find that the magnitude of the spillover effect varies dramatically 

depending on the skill level of the relevant worker. The spillover is large for workers with below 

average productivity, and is small for workers with above average productivity. More general models 

where an individual-specific spillover is estimated confirm that the effect is a monotonic, negative 

function of a worker skill level, benefiting mostly workers with low skills. Interesting, this 

relationship is rarely negative, suggesting that the productivity of high skill workers is not hurt by the 

presence of low skilled co-workers.     

This finding is important because it implies that the optimal mix of workers in a given shift is 

the one that maximizes skill diversity. Overall productivity is higher when high skill and low skill 
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employees work together in the same shift, compared to the case where they work in separate shifts. 

In the last part of the paper, we compare the mix of workers that is currently adopted by the firm with 

the random mix of workers and with the mix of workers that maximizes productivity (subject to the 

skill distribution of the existing set of workers). We find that the mix of workers adopted by the firm 

is close to the random mix. This finding confirms that shift assignment is not systematic. Notably, 

our estimates also indicate that by optimally arranging the mix of workers in each shift, this firm 

could significantly improve productivity and could therefore generate the same amount of sales with 

approximately 124,000 fewer hours of work each year. This amounts to more than $2.5 million per 

year.  

Does the presence of spillovers imply that this firm could raise its profit by $2.5 million per 

year simply by reallocating current employees across shifts?  Not necessarily. Workers currently 

have freedom of choosing their shift, a job attribute that is presumably valued by workers. The 

compensating differential associated with this freedom results in lower wages. Limiting this freedom 

could result in higher equilibrium wages and the productivity gains from optimal mixing could be 

offset by higher wages.  

The paper is organized as follows. Section 2 presents a simple model. In Section 3 we 

describe the data and a preliminary test of spillovers. In Sections 4, 5 and 6 we describe our main 

empirical findings. In Section 7 we compare optimal mix with actual mix. Section 8 concludes.  
 
2.  Conceptual Framework  

In many jobs, employers can observe total output, but can not observe exactly the 

contribution provided by each individual worker to the production of total output. As indicated in the 

Introduction, this is feature of the workplace is common in most clerical occupations, in many 

manufacturing jobs, in construction, agriculture and in retail, especially when the number of 

employees working on a task is large.  Consider, for example, the staff of a sale office putting 

together a presentation for a potential client. The employer can arguably observe the quality of the 

final presentation, and whether the potential client ends up buying the product.  But it may be more 

difficult for the employer to observe exactly who did what in the project, and consequently how 

much effort each of the employees provided.  It is more likely that the employer observes a noisy 

signal of their effort.   Similarly, consider carpenters building a house.  While the quality of the final 

output is easily observed, the effort provided at each moment in time by each carpenter may not be.  

As a final example, consider co-authored academic research. While any reader can observe the 

quality of a paper, the exact contribution of each co-author is not always clear. 



 6

In this sense, supermarket cashiers are not an exception.  Customers typically choose the 

shortest line available, so that the length of the line is generally equal for all cashiers working at any 

given time.  While it is always easy for management to observe the length of the line, it may be more 

difficult to identify which level of effort each cashier is providing at any moment in time.6   

Our goal in this Section is to investigate how workers in a team will react to an exogenous 

change in the productivity of their co-workers when peer effects are present and when they are not. 

Absent peer effects, the basic idea is that a worker will exert less effort following the introduction of 

a high productivity co-worker to a shift when the worker’s marginal benefit of effort declines as the 

effort of co-workers increases.  Peer pressure can potentially mitigate this externality.  We present a 

specific example of how the marginal utility of effort can depend on co-worker effort.  The 

framework described here is kept on purpose very simple, and we note that there are certainly other 

models, which are in a similar spirit, that will also lead to this dependence.  Kendall and Lazear 

(1992) develop a more general framework which provides similar insights.   

Assume that productivity of worker i at a moment in time is an increasing function of her 

effort: yi = f(ei),  where yi and ei are unobserved by management, f’>0 and f”<0. At each moment in 

time, management observes a noisy signal of each worker’s output, zi = yi + ui—where ui is 

idiosyncratic noise—and average output of all N workers in a shift, ∑
=

=
N

j
iy

N
y

1

1
. In the context of 

our application, we can think of y  as the (inverse of) the length of the customers lines. Following the 

revelation of worker i’s noisy signal of output, her wage is set to the her expected productivity given 

the signal 
 
(1)   Wi = E(yi | zi)  = b [zi -  z ]  + y , 

 

where b=
)var()var(

)var(
uy

y
+

 and both variances are assumed to be known. Equation (1) simply says 

that management imperfectly observes the effort provided by each individual, but perfectly observes 

                                                 
6 Not only managers are supposed to supervise many workers in the store that are not cashiers, but managers are also 
expected to perform many other tasks beside supervising. Moreover, our assumption only requires that individual 
productivity is observed with some noise, however small. Although the firm has in thery access to the same data that 
we use in this study, they have never used the data, mainly for computational difficulties.  



 7

the length of the customer lines, and it combines these two pieces of information to infer who is 

working hard and who is not.7    

 

Case (a). Consider first the case where there are no social interactions. Workers choose effort to 

maximize the utility of income, U, minus the cost of effort, C: 
 

max U(Wi (ei))  - Ci (ei),  
 
where U’>0; U”<0; C’ >0; and C” >0.  As usual, the first order conditions equalize the marginal 

benefit of effort to its marginal cost: 
 

)(eC  ]] [1/N] b]-[1  [b )(e[f'  ))(W(eU' i
'
ii

*
i

∗∗ =+   
 

It is clear that in this context workers have a strong incentive to free ride. Each worker bears 

the full cost of her effort but gains only a fraction of the benefits in terms of reduced probability of 

punishment.  It is also easy to see that workers surplus is lower relative to the efficient level because 

of free riding.8   

In this paper we are interested in what happens to the effort of a worker when the quality of 

her co-workers changes exogenously.  More concretely, we are interested in learning how worker i’s 

effort changes following an increase in y  due to the substitution of a co-worker with high cost of 

effort with an otherwise identical co-worker with low cost of effort. Assume for example that Ci (ei) 

= kiei
2, where ki characterizes the individual specific cost of effort. The derivative of the optimal 

effort of worker i with respect to the cost of effort of co-worker j in the same shift is 
 

(2)    0
)(']]/1][1[)][("))((')(')('))(("[

)])('][/1][1))[[((")(']]/1][1[[
*
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7 Equation (1) is easily derived from the formula of an hypothetical regression of yi on zi , where the OLS intercept 

is y -
^
b z  and the OLS slope is cov(yi , zi)/var(zi)=

^
b .  Obviously this regression can not be run by the employer, 

but the intercept and the slope parameters are known under our assumptions. Note that if the signal has no noise, 
var(u) =0 and wage equals true productivity Wi = yi. 
8 The efficient level of effort is the vector (e1, e2, …, eN)  that maximizes total surplus, Σi U[W(ei)] - Ci (ei). 
Obviously, if effort were observable, the efficient level would be easily achievable.  
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This expression is positive.  The intuition is that, in the absence of any social considerations, an 

exogenous increase in co-workers productivity—caused by a decline in their cost of effort—results in 

more free riding and, therefore, in a decline in i’s effort.  

 

Case (b).  The prediction in equation (2) crucially depends on the assumption that mechanisms to 

internalize the externality generated by free riding are not available. What happens if this assumption 

is not true?  Kandel and Lazear (1992), Huck, Kubler and Weibull (2002), Falk and Ichino (2004), 

Falk, Fehr, and Fischbacher (2001) propose alternatives to this assumption. In particular, Kandel and 

Lazear (1992) argue that in team productions, peer pressure is likely to provide a mechanism that 

helps mitigate the free riding problem. They analyze how peer pressure operates and how factors 

such as social norms and mutual monitoring create incentives for workers.9 Following their 

framework and notation, it is easy to incorporate peer pressure in our setting by assuming that 

workers maximize:  
 

max U[Wi (ei)]  - Ci (ei) – P(ei, e1, e2, … ei-1, ei+1, … eN) 
 
where P(ei, e1, e2, … ei-1, ei+1, … eN) is a “peer pressure” function. It differs from the cost of effort 

function in that P( ) depends on other workers’ effort, not only on the relevant worker effort. The 

functional form of P( ) is a priori undetermined. In this paper we seek to describe a situation where 

peer pressure is a function of the distance between workers’ productivity.  For example, a reasonable 

starting point is to assume that the cost of peer pressure is increasing in the distance between a 

worker’s productivity and the average productivity: 
 
P(ei, e1, e2, … ei-1, ei+1, … eN)  

= P{ (1/(N-1) [f(e1)+f(e2) + … f(ei-1)+ f(ei+1) + … +f(eN)]) - f(ei) } 
 

where P’>0. If each workers takes others’ effort as given, there is a unique equilibrium. The key 

implication is that the presence of peer effects may solve, or at least mitigate, the free riding 

problem.10  In particular, the introduction of peer effects may change the sign of equation (1).  It is 

possible to show that with strong enough peer effects  

                                                 
9 Another mechanism that might generate interdependence is relative compensation. If the probability of promotion 
or firing depends on relative performance, it is possible that a worker will increase her effort in response to an 
increase in productivity by her peer.  
10 It is even possible, in theory, that peer pressure result in an efficient equilibrium.  However, unless management 
somehow has the ability to calibrate peer pressure, there is no reason to believe that the efficient level of effort will 
be achieved.   
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(3)       0
*
<

j

i

dk
de

 

In our empirical analysis we will seek to distinguish between the case described in equation (1) and 

the case described in equation (2). 

For simplicity, we have modeled a worker’s wage as depending on her expected productivity 

(equation 1). It is easy to see that our results generalize to the case where a firm—like the one in our 

analysis—pays a fixed wage, provided that the firm can fire workers who are low-performers. The 

intuition is that even when a firm pays a fixed wage, there will still be a relationship between 

productivity and the expected wage if the firm can fire low productivity workers.11  
 
3. A New Measure of Productivity and a Preliminary Test of Spillovers 

Most existing studies of productivity rely on aggregate output measures, typically defined at 

the industry or firm level. These aggregate measures make it difficult to empirically identify 

spillovers.  Furthermore, these measures typically vary only yearly.  There is an emergent literature 

that investigates productivity in teams that uses either individual or team-level measures of 

productivity, for example Bandiera, Barankay, and Rasul (2005), Hamilton, Nickerson, and Owan 

(2004), and Leonard and Levine (2006).  While the data used in these studies are eminently sensible 

to answer the particular questions they pose, our data is better-suited to investigate the question of 

productivity spillovers for several important reasons.  First, we have a real-time measure of 

productivity, making it possible to identify instantaneous changes in individual productivity.12  

Second, we not only know who is working at any moment in time, so that we can identify of a 

production group, but we also know the exact contribution of each member’s output in the group.13  

Third, we have plausibly exogenous variation on the scope of reciprocal monitoring, since we know 

which workers are able to observe other workers with relative ease based on their register 

assignment. 

We use scanner data from a national supermarket chain to obtain a precise, high-frequency 

measure of productivity of cashiers. For each transaction, we observe the number of items scanned, 

and the length of the transaction in seconds. We define individual productivity as the average number 
                                                 
11 The whole problem can be recast in terms of the relationship between productivity and firing probabilities, 
yielding the same conclusions. For example, one could assume that the probability of being fired is a function of 
expected productivity: g(E[yi |zi]), with g’<0 and g’’<0. As a worker’s productivity declines, the risk of being fired 
increases, and her expected wage declines provided that the difference between the current wage and the alternative 
wage (including any unemployment spell) is positive.   
12 We believe that this is the first dataset that provides information on within-day variation in output.  
13 By contrast, Hamilton, Nickerson, and Owan (2004) have individual productivity data prior to team formations, 
but only total team output once teams are formed.   



 10

of items scanned per second over a ten minute period. We include in our definition of productivity 

only periods when transactions are occurring.14 

Our sample includes all the transactions that take place in six stores for two years, for dates 

between 2003 and 2006.  The stores are in the same metropolitan area of a state in the Western 

Census region.  In total, we observe 370 cashiers.  We know who is working at any moment in time, 

and the location and spatial orientation of the register operated by each worker within each store.  We 

exclude transactions performed by managers.  To minimize dead times, we focus on transactions 

between 7 AM and 8 PM. In the typical store, there are about 7 registers open with non-managerial 

workers on average at each moment in time.  Table 1 reports descriptive statistics of the sample.    

In this supermarket chain, workers are unionized and compensation is a fixed hourly 

payment.  Discussions with management indicate that the firm gives substantial scheduling flexibility 

to the workers.  Managers have no role in determining which workers are working in particular 

shifts.  Rather, managers submit the shifts schedules to the employees on a bi-weekly basis, and 

employees submit their scheduling preferences.  If there are more workers asking for a particular 

shift than available slots, shifts are allocated based on seniority.  Therefore, while shifts are not 

randomly assigned to workers, scheduling is quite unsystematic, and there is certainly no attempt by 

management to assign the best workers to the busiest shifts.   

All the workers in our sample perform the same task (scanning items and receiving payment), 

use the same technology, and are subject to the same incentives.  Nevertheless, there is there is 

substantial variation in productivity levels across workers, even after controlling for differences in 

shifts and the presence of co-workers. One way to show the amount of heterogeneity in the skill level 

of workers is to measure the permanent component of their productivity, holding fixed the day, the 

time of their shift and the co-workers mix.  To do so, we construct a cell-level dataset of workers’ 

productivity over ten minute intervals and other characteristics.  We regress log productivity (items 

per second worked) of worker i at time t in calendar date c in store s, yitcs, on a vector of worker fixed 

effects , θi, dummies for the presence of co-workers on the shift, ΣπjWjhcs (with j≠i); a vector of 

controls, Xitcs, that includes number of active workers at a moment in time (in ten minute intervals) as 

well as dummies for the register where a worker is stationed; a set of dummies for each day of week 
                                                 
14 In particular, for each worker on the shift, we sum the number of items that worker scanned over a ten minute 
period.  We divide this number by the total number of seconds that the worker was in a transaction, where a 
transaction is defined as the time between when the first item is scanned to when the payment is completed and the 
receipt for the transaction is produced to the customer. As additional sample restrictions, we exclude any ten minute 
period where there is only one checker on duty; we only include observations where a worker is at the same register 
for at least two consecutive ten minutes periods, as we will be estimating first differences models and we wish to 
hold the registers where workers are stationed constant. 
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× hour of the day × store combination, γdhs (d denotes day of week and h denotes hour of the day); 

and a set dummies for each calendar-date × store combination, λcs: 
 

(4)  yitcs = θi + Σj≠i πj Wjtcs + ψ Xitcs + γdhs + λcs  + eitcs. 
 

We interpret the worker fixed effects θ’s as measure of each worker permanent productivity. 

Workers with a high θ are on average more productive than workers with a low θ, holding constant 

the time and location of the shift and the presence of other co-workers. Note that the estimated θi’s do 

not reflect spillovers, because they are estimated controlling for co-workers composition.15 

Figure 1 shows a distribution of the θi’s. The Figure indicates that there is a wide variation in 

workers skill level.  The difference between the 10th percentile and the 90th percentile is 0.21, 

indicating that workers in the top part of the productivity distribution are 21% more productive than 

workers in the bottom part of the productivity distribution.16 One way to interpret this finding within 

the context of our model in Section 2 is that the cost of effort varies significantly across workers.  

Before moving to our main results, we present an initial test for the existence of spillovers.  

The test is general in the sense that we impose very little structure on the form the spillovers can 

take.  We estimate a model where productivity depends just on the presence of co-workers in a ten 

minute interval, either a positive or negative direction: 
 

(5) itctdc
ij

jtcjitc Wy εγπ ++Ψ∆+∆=∆ ∑
≠

tX  

 
where itdy∆  is the change in log of average productivity for worker i at time t, over 10 minutes 

intervals in day, of calendar date c.  As before, the W’s are indicators for the presence of each 

possible co-worker in the same shift in the relevant ten minute period; ditX  is the number of workers 

at a given time, and γtd is a set of dummies for each day/ten-minute period combination.  This 

regression is run separately for each store.   

The F-test of joint statistical significance of the π’s in equation (5) provides a preliminary test 

of the existence of spillovers.  Finding that the presence of other co-workers has no effect on 

individual productivity would cast doubt on the notion that social pressure or free riding are 
                                                 
15 The results that follow are not sensitive to alternative specifications of equation (3). One limitation of this 
specification is that there may be effects specific to combinations of workers.  In particular, our model does not 
control for the interaction of specific group of workers.  To address this possibility, we would have to add too many 
dummies (one for every possible combination of workers). This is computationally not feasible. 
16 Low productivity workers have a significantly higher job-exit probability than high productivity workers. This 
type of selection is unlikely to be relevant for our estimates, since we only use variation within a worker and a day. 
Interestingly, we find limited evidence of an experience gradient in productivity.    
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empirically relevant.  An attractive feature of this test is that it does not depend on any assumption on 

the specific form of the spillover.  The test simply asks whether individual productivity depends in 

any way on which co-workers are in the same shift. We strongly reject the absence of 

interdependency of individuals’ output.  The average p-value for the F-statistic corresponding to the 

null hypothesis that the π’s are jointly zero across the six stores is 0.000.  This finding holds when we 

restrict the sample to changes in the composition of personnel that do not lead to net changes in the 

number of workers at the register.  In this case, the π parameters are identified by instances when one 

worker comes on duty, and a second worker departs.17 In this specification the average p-value is 

0.018.  In Section 4.3, we examine in detail possible threats to identification. 
  
4.  Estimating the Average Spillover Effect 
 
4.1 Baseline Model 

 We begin by documenting how the effort of worker i depends on her co-workers’ average 

quality. In particular, we estimate how worker i productivity at a given moment in time varies as a 

function of the average permanent productivity of the other workers who are active at that time in 

that store.  

In practice, we proceed in two steps. First, for each worker, store and time period we need to 

estimate the permanent productivity of co-workers, θi, using equation (4).  (Recall from equation 4 

that the θi’s are estimated holding constant co-workers composition and therefore do not reflect 

spillovers). For each worker, 10 minute period and store, we then average the permanent component 

of productivity of all the co-workers who are active in that period, denoting this quantity itcs−θ , where 

–i denotes that the average of the permanent productivity component is taken over all workers in 

store s, working at time t, calendar date c, excluding worker i.18  Second, we regress ten minutes 

changes in individual productivity on changes in itcs−θ  and controls: 
 

(7)  ,itcstdstcsitcsitcs eXy ++∆+∆=∆ − γψθβ    
 

where, as before, Xitds is the number of active workers in each ten minute interval at the relevant 

store, and γtds is a set of dummies for each day of the week × 10 minute period × store combination.  

                                                 
17 Even though we controlled for changes in the number of workers at the registers in the previous specification, the 
advantage of using this sub-sample is that it is very much in-line with our identification strategy.  Changes in 
personnel that do not lead to net changes in the number of workers on duty are the result of workers ending shifts 
and other workers starting shifts, or workers taking breaks and other workers ending breaks, rather than new workers 
arriving (leaving), potentially because the store has become more or less busy. 
18 In a given ten-minute period, we compute the average of co-worker fixed-effects omitting the data for that period. 
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The dependent variable is the 10-minute change in the log productivity of worker i.  The term 

scti ,,,−∆θ  is the change in the average permanent productivity of i’s co-workers from t-1 to t.  This 

term measures the change in the (inverse of) the average cost of effort of i’s co-workers.  The 

coefficient of interest is β, which represents the derivative in equations (2) and (3). In a world 

without spillovers, this coefficient should be less than 0. If spillovers are large enough, β should be 

larger than 0.  

Three points are worth making. First, because the model is in first differences, we use only 

variation within a given day for a given worker to identify β. For any given worker, the mix of her 

co-workers changes throughout the day depending on who enters and who exits. Variation in 

personnel composition mainly comes from the staggered nature of shifts.  Shifts overlap because it 

would be disruptive to change all the cashiers at the same time. Our central assumption is that 

permanent productivity of workers entering and exiting shifts within a day is orthogonal to changes 

in the productivity of other workers in the shift, aside from spillovers. This assumption is plausible 

because scheduling of shifts in the stores in our study is unsystematic, and management’s only role in 

scheduling shifts is to determine how many workers are on duty at every point in time. Moreover, 

scheduling is determined two weeks prior to a shift, so that the entry and exit of workers due to shifts 

changes is predetermined relative to transitory shocks to productivity. In the next subsection we 

present a series of empirical tests intended to verify the validity of our assumption. These tests are 

consistent with our assumption. Among other things, the tests confirm that the timing of entry of 

good workers is not concentrated in periods of high customer volume and the timing of exit of good 

workers is not concentrated in periods of low customer volume. 

Second, the specification in equation (7) does not suffer from the reflection problem, because we 

measure co-workers productivity using their permanent productivity (not current).19 Because 

permanent productivity is predetermined, the interpretation of our estimates is not complicated by the 

fact that the effort of worker i may affect effort of worker j, and vice versa (Mansky, 1993). For the 

same reason, a transitory shock to productivity that affects the current effort of all workers at a 

moment in time will not generate mechanical spurious correlation.   

                                                 
19 Because of the reflection problem, among other things, we cannot use co-worker current productivity on the right 
hand side instead of co-worker permanent productivity. We note however that, even if it was possible to run such a 
regression, it would answer a different question from the one that we focus on in then paper. Specifically, it would 
answer the question: how does current effort of a worker depends on her co-workers current effort? We have 
experimented with models where we measure co-workers productivity using their current productivity, and we 
instrument current productivity with permanent productivity. Results from these models (not reported) are 
qualitatively similar to the one reported in Table 2 and are available on request. 
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Third, equation (7) assumes that peer effects operate linearly-in-means. While common in the 

literature on peer effects, this assumption is not the only possible one.  For example, it could be that 

group productivity is affected by the least productive member of a group (Lazear, 2001).  

Alternatively, it may be the case that the most productive person on the shift leads the rest of the 

group, and makes everyone more productive as well.  Below we present some evidence that supports 

the validity of our specification.  

Columns (1) and (2) in Table 2 reports estimates of equation (7).  The first column indicates that 

there is a positive correlation between changes in co-worker permanent productivity and changes in 

individual productivity.  The effect appears to be both statistically and economically significant. A 

10% increase in co-worker permanent productivity is associated with a 1.8% increase in reference 

worker productivity.20  This finding indicates that positive spillovers appear to dominate any free 

riding effect.  

Including 588 ten minute time interval by day of week dummies as changes in the number of 

workers on duty slightly lowers the point estimate to 0.16 (column 2). A 10% increase in co-worker 

permanent productivity is associated with 1.6% increase in reference worker productivity. The 

magnitude of this estimate is remarkably similar to recent experimental evidence of productivity 

spillovers. In a laboratory experiment, Falk and Ichino (2006) find that a 10 percent increase in 

peers’ output results in a 1.4 percent increase in individual productivity. 

Column (3) of Table 2 shows that workers are more responsive to the entry than the exit of a 

high productivity worker.  This model shows that entry of a worker with above average permanent 

productivity is associated with a 1.1% increase in the productivity of co-workers.  Because we also 

include a dummy for whether there is any entry of workers into a shift, this estimate should be 

interpreted as the effect of high-productivity entry above and beyond entry of workers with below 

average productivity.  By contrast, the exit of an above average worker leads to about a 0.5% decline 

in co-worker productivity relative to the exit of a below average productivity worker. 

In column (4) we consider a specification where we do not use variation in co-workers quality 

due to breaks. The variables of interest are entry and exit of above average productivity personnel 

due to shift changes alone.  In this case the effect of high-productivity workers starting and ending 

their shifts appears to have the same magnitude effect on the productivity of other workers but with 

opposite signs.  We estimate that when a high-productivity worker starts a shift, the productivity of 

other workers rises by about 0.6%.  When a high-productivity worker ends a shift, the productivity of 
                                                 
20 All estimates are robust to limiting the sample to adjacent periods where there are no net changes in the number of 
personnel.   
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other workers falls by about 0.6%.  Both of these estimates are statistically significant at 

conventional levels.     

 In equation (7) we estimate the spillover using an individual-level regression of worker i 

current productivity on co-workers average permanent productivity. Alternatively, one can use 

aggregate models to estimate the spillover. Specifically, one can sum both sides of equation (7) 

across individuals, and regress average current productivity on average permanent productivity. The 

level of observation becomes 10 minute period, day and store. In this type of models, the coefficient 

on average permanent productivity—which is sometimes called “social multiplier” (Glaeser, 

Sacreote and Scheinman, 2003)—should be equal to 1+ β. In the absence of spillovers, an increase in 

average permanent productivity by 1% should be associated with an increase in current productivity 

by 1%, so that the coefficient on average permanent productivity should be 1. In the presence of 

spillovers, it should be larger than 1. Our estimates of the social multiplier from aggregate models are 

1.17 (0.04) (no controls) and 1.14 (0.04) (with controls). The implied βs are therefore 0.17 and 0.14, 

similar to the βs estimated from the corresponding individual level regressions in columns 1 and 2. 
 
4.2 Testing the Identifying Assumption 

Identification of spillovers is typically challenging, because any factor that affects both the 

productivity and the composition of workers in a store may generate spurious correlation. For 

example, one might be concerned that during days when customer volume is high, all workers might 

exert more effort. If the shifts of high productivity workers tend to coincide with days of the week 

when the customer volume is high, we may find a positive association even in the absence of 

spillovers. In our context, this is unlikely to be a problem.  First, scheduling is unsystematic and 

management does not have control over which workers are working in each day. More importantly, 

our models are based on very short time-intervals. Specifically, the parameter β in equation 7 is 

identified by changes in the composition of co-workers within a given day for a given worker in ten 

minute windows.  

One may still worry that high productivity workers tend to disproportionately enter (exit)  

shifts in periods within a day when demand rises (drops), relative to lower productivity workers. 

Finding that spikes in demand predict entry of high productivity workers may cast doubt on the 

causal interpretation of our estimates. For example, this could happen if, in order to shorten the 

queues, more productive workers are brought at times of the day when demand is elevated and the 
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productivity of all workers is high.21  In this case, we might find a positive correlation between 

worker quality and productivity even in the absence of spillovers.  

Another finding that would cast doubt on the interpretation of our results is if high 

productivity employees are less likely to exit than low productivity employees during spikes in 

demand. For example, this could happen if high productivity workers are asked to delay the end of 

their shift because customer volume is particularly high at a given moment in time.  

In general, the identifying assumption in equation (7) for the causal interpretation of β is that 

the changes in co-workers permanent productivity are orthogonal to changes in unobserved shocks 

affecting individual effort. We now test this assumption in several different ways.     
 

(1) Entry and Exit. We begin by directly testing whether the entry (exit) of high productivity 

workers is associated with periods when demand is high (low).  Unfortunately, we do not have direct 

measures of demand, because sales and number of customers passing through the checkout are 

themselves a function of productivity.  Therefore, we devise several alternative measures and tests 

that are not subject to this problem.  These analyses show no evidence of a relationship between 

changes in demand and the average ability of workers that enter or exit shifts at that time.   

(1a)  We first investigate whether the quality of entering and exiting workers is associated 

with predictable changes in demand. One way to measure predictable changes in demand is to 

compute the average quantity sold in each store by day of week and by time of day.  A complication 

that arises is that our measure of customer volume is itself a function of the productivity of 

personnel.  We circumvent this problem by predicting for each worker the average quantity sold 

omitting observations for which that worker was on duty.  In other words, for worker i, we compute 

average quantity sold in store by day of week by time of day cells using only observations where 

worker i was not present.  Predicting sales in this way allows us to determine the relationship 

between predictable and exogenous changes in demand across the day and the composition of 

coworkers in a shift, free of a mechanical relationship between these two measures. Concretely, we 

estimate the following models: 
 
(8) itcstdsiidtidtiitcs eQQ ++⋅∆+∆+= γθρηα lnlnENTRY 11  

(9)  itcstdsiidtidtiitcs eQQ ++⋅∆+∆+= γθρηα lnlnEXIT 22    

                                                 
21 Although possible in theory, this hypothesis is not very likely to be a serious concern in our context. Due to union 
rules, the checker’s primary job is to work at the registers.  Managers tend to work at the registers when demand 
increases.  Managers do not factor into out analysis, however, because we have excluded them from the sample. 
Therefore it appears unlikely that there are high-productivity workers on the sideline ready to begin working in 
periods within a day when demand spikes upwards. 
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where itcsENTRY  takes on the value of 1 if worker i is observed on duty at time t, but not t-1, and 0 

otherwise; and itcsEXIT  takes on the value of 1 if worker i is observed on duty at time t and not t+1, 

and 0 otherwise.  The term idtQln∆  represents the change in the log of predictable sales, as 

described above, and iidtQ θ⋅∆ ln  represents the interaction of the change in the log of predictable 

sales and the inverse cost of permanent productivity of i.  We are interested in 1ρ  and 2ρ , 

coefficients which determine whether there is heterogeneity in exit and entry probabilities following 

predictable demand shocks depending a worker’s permanent productivity.  If high productivity 

workers tend to enter shifts when demand is on average rising, or exit when demand is on average 

falling, then we expect to find 01 >ρ  and 02 <ρ .     

Table 3 shows that 1ρ̂  and 2ρ̂  cannot be statistically distinguished from zero and, if 

anything, the point estimates suggest that high productivity workers are less sensitive than low 

productivity workers to swings in demand. Columns (1) and (3) present estimates from specifications 

without worker fixed-effects. Columns (2) and (4) present estimates of the parameters in equations 

(8) and (9).  The estimate of 1η  in column (2) shows that among workers who have a permanent 

productivity level of zero—the average in the sample—the probability of entering the checkout area 

is rising with increases in predicted sales.  This is to be expected if management schedules more 

workers during periods that it predicts to be busy.  However, the negative sign on the point-estimate 

of 1ρ  suggests that, if anything, the hazard of entry among workers with a low cost of effort (higher 

permanent productivity) is less-affected by changes in predictable demand than the entry hazard for 

high cost of effort workers.  In column (4) we examine the determinants of exits.  Not surprisingly, 

we find exit probabilities are lower when predictable demand is rising.  But, as with entry, we find no 

evidence that exit hazards are more sensitive to changes in predictable demand among lower cost of 

effort workers than higher cost of effort workers.  Specifically, we cannot distinguish 2ρ̂  from 0, and 

the positive point estimate suggests that lower cost of effort workers are less sensitive to changes in 

demand than higher cost of effort workers.                   

 (1b) Finding that entry and exit of good workers is not correlated with predictable demand 

shocks does not necessarily rule out the possibility that entry and exit of good workers is correlated 

with unexpected demand shocks. As a second test, we look at the relationship between lagged actual 

changes in sales and the probability of entry and exit of cashiers by productivity-type.  Specifically, 

we test whether 10-minutes periods when the change in number of items scanned is large (small) are 
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immediately followed by gains (declines) in the permanent productivity of personnel.  Relative to the 

test (1a) above, this test has the advantage that it reflects actual demand conditions in a store at a 

point in time, rather than predicted demand.22 

We estimate models that are similar to those in Table 3, but rather than examining the effects 

of changes in predictable demand from t-1 to t on the entry and exit probability in period t, we 

examine changes in actual demand from t-2 to t-1 on the entry and exit probability in period t. We 

find no evidence that fast workers are more likely to work in busy periods when using entry as the 

dependent variable.  The coefficient on the interaction term in column (2) of Table 4, -0.058, implies 

that following a positive shock to demand, fast workers are less likely to begin working in the next 

ten minutes than slow workers.  This finding is inconsistent with the view that fast workers tend to 

enter shifts when demand is rising and when, as a result, employees are working faster than their 

typical levels. Column (4) shows that the probability that high productivity workers are no more 

likely to exit than low productivity workers following declines in sales volume.  In fact, the 

coefficient on the interaction of lagged changes in log quantity and individual permanent 

productivity, which is estimated as 0.01, implies that following positive shocks to sales fast workers 

are more likely to exit work ten minutes later.      

Finally, we note that co-worker productivity matters even when we exclude changes in 

personnel that involve people coming into and out of breaks (Table 2, column 4). Again, this is 

inconsistent with the notion that workers end breaks early if there are large changes in demand.  

(1c) As a third test, we consider the relationship between the number of personnel on duty 

and the average quality of workers. A positive relationship between the net change in personnel and 

the change in average permanent productivity of workers would suggest that the “marginal” worker 

that enters a shift when customer volume is rising tends to be more able.  Relative to test (1b), this 

measure has the advantage that is based on the relationship between quality of workers at time t and 

personnel in the same period, rather than a lagged relationship. Figure 2 displays box plots of the 

change in average permanent productivity of workers across ten minute periods, by net changes in 

the number of workers on duty and by store.  Consistent with our identifying assumption, the plots 

show that there is virtually no relationship between net changes in the number of personnel and 

changes in the average permanent productivity of personnel. 

(1d) As a fourth test, we examine whether workers with high permanent productivity tend to 

work faster than their shift-level average in the early parts of their shift relative to the later parts of 
                                                 
22 Of course, for this test it is not possible to measures productivity at the same time as the change in customer 
volume, since such a measure is subject to the effects of a spillover. 
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their shift.  Such a relationship would suggest that fast workers tend to join shifts during periods 

when the conditions of the job require them to scan items quickly.  In Figure 3 we plot predicted log 

productivity of workers with above and below average levels of permanent productivity, after 

controlling for time of day dummies and checker × calendar date fixed-effects, for the first 3.2 hours 

of a shift.23 Interestingly, the figure shows that workers with both high and low permanent 

productivity work below their mean levels in a shift in the early stages of a shift.  Productivity tends 

to rise almost monotonically through the shift.  This pattern is consistent with checkers requiring 

time to warm up.  This pattern is inconsistent with the view that high productivity workers are 

entering during periods when there are positive productivity shocks, and when all workers are 

working quickly.  In fact, it appears that, if anything, above-average workers begin slower than 

below-average workers early in the shift relative to later on in the shift. 
 

(2) Leads and Lags. We now present a second series of tests intended to investigate whether 

the mix of co-workers at t+1 is correlated with individual effort at t.  The rationale for these tests is 

simple. If our estimates reflect a true productivity spillover, and not spurious correlation, then the 

mix of workers ten minutes into the future should have no effect on individual productivity at the 

current period, conditional on the mix of workers in the current period. Finding that the leads are 

equal to zero means that high productivity workers are not entering in the ten minutes prior to large 

increase in demand, as would be the case if managers could anticipate demand changes and schedule 

workers just prior to these increases.    

We estimate a model, akin to equation (7), containing the first lead in the average of co-

worker productivity, and current average co-worker productivity. Consistent with our assumption, 

column (5) in Table 2 shows that the coefficient on the first lead is not significantly related to 

changes in contemporaneous productivity. We also estimate a more articulated dynamic model, 

containing three lags and three leads in the average of co-worker productivity.  The estimates, shown 

in Figure 4, confirm that it is only current or previous mix of co-worker that explains 

contemporaneous productivity, not the future mix of co-workers.   

Our inability to reject that the leads are equal to zero is inconsistent with the possibility of 

endogenous turnover of high-productivity checkers, unless high-productivity checkers systematically 

begin (or end) their shifts contemporaneously with lumpy changes in demand.  That is, demand is on 

average increasing between t-1 and t, when the high productivity checkers arrive (or depart), and 
                                                 
23 Because these estimates come from a model with checker × calendar date fixed-effects, the points represent log 
productivity relative to each checker’s mean productivity during a shift.  For example, a point at -0.02 on the y-axis 
means that at the time the worker is going approximately 2% slower than her average speed in the shift. 
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demand is, on average, not changing between t and t+1. These conditions are quite special and 

appear to be empirically rare. When we plot changes in mean sales from t-1 to t against changes in 

mean sales from t to t+1, we find that most increases (declines) in means sales in t-1 to t are followed 

by increases (declines) in mean sales from t to t+1 (Figure 5).  That is to say, there are not very many 

instances where a worker could consistently enter a shift precisely when demand is on average rising 

or falling in the ten minutes of arrival, but then plateauing in the next ten minutes.   
  

(3) Resource Constraints. Up to this point, we have focused on the possibility that our 

estimates are picking up selective sorting of personnel into and out of shifts that is correlated with 

demand shocks.  We have found no evidence that this kind of sorting is occurring.  A different 

confounder has to do with the possibility that there is a shared productive resource in this production 

process, which interacts with the productivity of co-workers in such a way as to generate the kinds of 

patterns we have documented thus far.  An obvious candidate is the presence of baggers.  Baggers 

assist the checker in putting groceries into bags.  There are often fewer baggers than there are 

checkers.  Therefore, introducing a high productivity worker may have implications on the 

productivity of other workers for no other reason that there is a constrained resource.  While we 

cannot evaluate the implication of baggers directly from the data at hand, we can seek to assess the 

implication of baggers from an understanding of what they do.  Managers at this firm have indicated 

to us that their policy is for baggers to “keep busy”.  Our observation of baggers at work, when we 

visited the supermarkets in the sample, confirms this policy.  Baggers move from register to register, 

going specifically to those registers where there are groceries to bag.24  Given this policy, then the 

introduction of a new high productivity worker should have the effect of lowering, not raising, the 

productivity of other workers on the shift from the effect of the baggers alone.  This is because faster 

workers on average have more groceries that require bagging, implying that baggers will spend less 

time with slower workers. 

  An additional piece of evidence that is relevant to this question, which we discuss in Section 

4.5, is that the addition of high productivity workers has asymmetric effects on the productivity of 

other workers depending on who is in the new worker’s line-of-sight.  We are unable to explain why 

sharing of a scarce resource would lead to these kinds of asymmetric effects of co-worker 

productivity when introducing a productive worker to a shift.     

 
 

                                                 
24 We believe that this is the policy in many supermarkets in the United States, not just the ones in our sample.  
Readers are invited to consult their own experience.  
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4.3 Testing the Linearity Assumption 

As we mention above, the functional form of the peer effect function is a priory unknown, 

and the assumption that peer effects operate linearly-in-means is somewhat ad hoc. To shed some 

light onto this question, in Figure 6 we plot an estimate of the expected influence of an individual 

worker on her co-workers (the parameter βi in equation 5), against that worker’s permanent 

productivity (the parameter θi in equation 4), using a local-linear smoother.  This plot shows that a 

linear model actually does a good job in approximating at least the part of the social interactions that 

are related to the permanent productivity of workers.  The plot shows that individuals for whom entry 

(exit) is associated with gains (losses) in productivity of other workers, tend to have higher levels of 

permanent productivity.  This relationship exhibits some non-linearities, at lower levels of permanent 

productivity, but is generally linear in the region where most of the data is located.  This chart 

implies that the relationship between an individual’s permanent productivity and her affect on others 

is essentially linear.  Because the mean is a linear operator, we believe it sensible to consider a linear 

specification to examine the relationship between average co-worker productivity and effort.     
  
5.  Estimating Heterogeneity in the Spillover Effect 

Having found support for the causal interpretation of the spillovers estimates, we now seek to 

analyze the characteristics of the spillovers in greater detail.  The model described in equation (7) 

assumes that the spillover effect is the same for all workers. However, it is possible that the spillover 

effect depends on whether a worker is high quality or low quality. In this Section, we estimate 

models where we allow for the spillover effect to vary depending on the skill level of the relevant 

worker: 
 

(10)  itcstdsitdsitsiisctitcs eXLy ++∆+∆+∆=∆ −− γψθλθβ ,, ,   

 
where Li is a dummy equal 1 if worker i permanent productivity is below average in the store. A 

positive (negative) λ and a positive β imply that low skill workers benefit from the spillover more 

(less) than high skill workers. More generally, our longitudinal data allow for models with an 

individual-specific spillover effect, βi: 
 

(11)  itcstdstcsictsiitcs eXy ++∆+∆=∆ − γψθβ .  
 

This model is more general than the one in (7) as it does not constraint the coefficient to be the same 

for all workers in a given skill group.  
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Notably, we find that the magnitude of the spillover effect varies dramatically depending on 

the skill level of the relevant worker.  In particular, in Table 2, column (6), we allow for the 

coefficient to differ depending on whether the relevant worker is above or below average in terms of 

permanent productivity (equation 9). The estimates indicate that most of the spillover effect benefits 

the productivity of low productivity workers, but high productivity workers are not reducing their 

productivity in the presence of low productivity workers. While the coefficient is large and positive 

for workers who are below average (0.26), it is small but non-negative for workers who are above 

average (0.26-0.21=0.05).  

When we turn to estimates of models with an individual-specific spillover effect, βi (equation 

11), we find that there is substantial variation in βi. The spillover effect is large for some workers, 

and small—even negative—for others.25  Column (6) in Table 2 indicates that low skilled workers 

are more responsive to the average permanent productivity of peers than high skilled workers. That 

specification is generalized in Figure 7, where we plot estimates of the βi conditional on worker i’s 

permanent productivity.  The figure confirms the finding in column (3). The spillover benefits low 

productivity workers, and has little effect on high productivity workers.26 Notably, this relationship is 

negative in just a small number of cases, suggesting that the productivity of high skill workers is not 

hurt by the presence of low skilled co-workers.  

The finding that the spillover effect is large for low skilled workers and small for high skilled 

workers is important because it has implications for the optimal mixing of workers. It implies that 

productivity is maximized when diversity is a shift is maximum. We will come back to this point in 

Section 7, were we compute productivity under optimal mixing and we compare it to observed 

productivity.  
 
6.  Inside the Black Box: Exploring the Channels Through Which Spillovers Operate 

The results presented thus far indicate that there are significant productivity spillovers.  The 

presence of high productivity workers raises the productivity of other workers, especially the ones 

who are normally less productive.  The magnitude of the spillover is large. What explains these 

findings?  In this subsection we investigate the channels through which the peer effects operate. 

Kendal and Lazear (1992) propose several theoretical explanations for peer effects, but the existing 

empirical evidence is limited. We seek to distinguish between the three (non-mutually exclusive) 

hypotheses that seem most likely to apply to our context: 
 
                                                 
25 The median is 0.20. The interquartile range is .87. The standard deviation is 1.9.  
26 The result holds when we run separate models for each store in our sample. 
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(i) Social pressure 
(ii) Contagious enthusiasm (or Contagious malaise) 
(iii) Knowledge spillovers 
  
By social pressure we mean that a worker experiences disutility when working less hard as 

other workers on the shift, but only if co-workers notice.  Otherwise, working at a slower pace does 

not result in disutility.  Social pressure could arise from both formal and informal sanctions.  For 

example, if a worker is slow, other workers may impose a cost on her, for example, by reporting her 

to management, or through informal channels, for example, by ostracizing her socially. Social 

pressure does not require that workers impose costs on each other though.  Viewing social pressure 

as isomorphic to “shame” in the Kendal and Lazear’s (1992) framework, workers may care about 

what her co-workers think of her, even if the co-workers do not have the ability or desire to punish 

slow work. Irrespective of its specific form, social pressure has the implication that the introduction 

of a productive worker will lead to increases in the productivity of incumbent workers that are easily 

observed by the entering worker.27    

By contagious enthusiasm we mean that a worker experiences disutility if she is not working 

hard relative to other workers on a shift, even if no one knows that she is working slowly. This 

disutility could be related to guilt, as in Kendal and Lazear (1992). Alternatively, contagious 

enthusiasm could be induced by the presence of fast workers who lead-by-example.28  If the 

spillovers are due to contagious enthusiasm, then the effect of introducing a new and productive 

worker into a shift should be greatest for incumbent workers who can easily observe the entering 

worker at their checkout stand.            

Knowledge spillovers could occur as information is transmitted from one checker to the next.  

In our context these spillovers could arise, for example, if productive checkers know the codes for 

entering the price of fruits and vegetables and are able to transmit that information to other 

checkers.29  If there are knowledge spillovers, they should be related to proximity of checkers.  

However, we note that knowledge spillovers imply not only that the presence of fast workers makes 

slow workers more productive, but also that the presence of slow workers should make fast workers 

                                                 
27 See also Winter (2006) and Varian (1990). 
28 The opposite type of effect may also exist, whereby slow workers induce other workers to slow down (contagious 
malaise).  
29 Previous studies have found suggestive evidence that knowledge sharing results in more productive workplaces.  
For example, Ichniowski, Shaw and Prennushi (1997) present evidence that the implementation of human resource 
management practices stressing employee involvement, enhanced communication between workers, and knowledge 
sharing (among other things) in steel finishing lines led to higher productivity.   
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less productive. This is not consistent with our evidence in Section 5 which shows that faster workers 

appear to make slower workers go faster, but not vice versa.  

To empirically distinguish between these hypotheses, we estimate models where the effect of 

co-workers is allowed to vary depending on whether co-workers can monitor each other while 

working (Section 6.1). We also corroborate our findings by examining how the spillover effect varies 

as a function of the frequency of interactions between workers (Section 6.2).  
 

6.1  Mutual Monitoring 

We have information on the location of each checker within a store, her spatial orientation 

and distance to other checkers.  We estimate models that allow for the spillover effect to vary 

depending on the location of workers relative to their co-workers. The layout of the registers stands is 

such that when a checker is in position facing the customer, she is facing in one set of registers, but 

not another set of registers.  Therefore, co-workers located behind a given worker can observe her 

without much effort, while co-workers located in front of a given worker can not as easily observe 

her.  We estimate the effect of the permanent productivity of a co-worker who enters or exits from a 

position behind an incumbent worker and the effect of permanent productivity of co-workers entering 

or exiting positions in front of incumbent workers.  In Table 5 we show the hypotheses that are 

consistent with different combinations of asymmetries (or symmetries) in spillovers.30   
 

Table 5: Predictions of Alternative Hypothesis 

 Spillovers occur when co-worker is 

Hypothesis Supported In front Behind Both 

Contagious enthusiasm X  X 

Social Pressure  X X 

Knowledge Spillover   X 

  

 The results of this exercise are quite stark.  The estimates in column (1) of Table 6 show that 

just about the entire peer effect is operating through changes in workers that are able to monitor other 

workers due to their positioning.  Specifically, as more productive workers are introduced into a 

shift, only the co-workers that are in their direct line-of-vision seem to become more productive.  By 

contrast, changing composition of workers does not appear to influence the productivity of 

                                                 
30 In the case of knowledge spillovers, one could also allow for the possibility that it is easier for worker i to obtain 
information from worker j when i does not have to turn around to speak with j.   
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incumbent workers when the incumbent workers are not in the line-of-vision of the new workers.  

This finding is consistent with a social pressure explanation.  

The model in column (2) includes only a dummy for the change in the presence of a worker 

in front and a dummy for the change in the presence of a worker behind. Also consistent with the 

notion of social pressure, the addition of a worker behind an incumbent worker, regardless of her 

productivity, results in increased productivity of the incumbent worker of 4%, an estimate that is 

highly significant.  The addition of a worker in front, on the other hand, decreases productivity of the 

incumbent worker by approximately 3%.  This finding suggests that there is still scope for free-

riding, but only when the free-riding is difficult to observe by other workers.  We note that the spatial 

patterns in column 1 and 2 would be difficult to explain purely based on omitted variables. 

In columns (3) and (4) we test whether physical distance matters. The social pressure applied 

by co-worker who are located behind and are closer appears to have a larger effect than the pressure 

applied by co-workers who are behind and are farther. For example, the coefficient on permanent 

productivity of co-workers who are one or two registers away behind the reference worker is 0.16 

(column 3).  The corresponding coefficient for co-workers who are three or four registers are behind 

the reference worker is 0.1, or about sixty percent as large.  These estimates are significantly 

different from each other at conventional levels of significance.31  We find similar results when we 

look at dummies for addition of co-workers.  We estimate that the change in the presence of a co-

worker one or two positions behind worker i increases i’s productivity by 2.5%.  A change in the 

presence of a co-worker three or four positions behind i increases i’s productivity by only 0.7%.  The 

difference in these two estimates is significantly different than zero.  Similarly, the coefficient on a 

dummy for the change in the presence of a co-worker located in front and close is -0.04, much larger 

in magnitude than the coefficient on a dummy for the change in the presence of a co-worker located 

behind but farther apart, 0.0001.    
 
6.2 Repeated Interactions 

The asymmetric effect by spatial arrangement suggests that the peer effect that we observe is 

the result of social pressure. Here we seek to provide an additional test of the social interaction 

hypothesis based on the frequency of interaction between workers. The idea is straightforward.  If 

social interactions are indeed the explanation of the peer effect that we find, we may find that the 

magnitude of the spillovers depends on whether workers on a given shift have overlapped frequently, 

                                                 
31  Considering the effect of permanent productivity of workers that are farther than 4 positions away reduces the 
sample substantially, too much for the analysis. 



 26

or infrequently in the past. If a worker does not overlap often with somebody on a given shift, she 

may not be as receptive to social pressure because there is not much of a repeated component to the 

social interaction. It is clearly more difficult to exert social pressure on individuals that we meet 

rarely than individuals that we see every day. It may also be the case that workers who overlap 

infrequently may not know each other’s ability, and therefore may not be as responsive to each 

other’s permanent productivity.   

Suppose that worker i, is on duty with checkers j and k at time t, where time is defined as a 

ten minute interval.  We compute the share of worker i’s work-time that coincides with worker j and 

k up to time t.  We eliminate the first month of the sample because we require a window to calculate 

these shares.32  We then estimate models where we let the spillover vary depending on the frequency 

of interaction: 
 

(12) ,itdstdstcs
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where L denotes workers that have previously had low schedule overlap with i, M denotes workers 

that have previously had medium schedule overlap with i, and H denotes workers that have 

previously had high schedule overlap with i. Equation (12) models changes in worker productivity as 

depending on changes in the average levels of permanent worker productivity, where the average co-

worker productivity is taken over co-workers in three categories of schedule overlap: high, medium 

and low. For example, the term M
tsi ,,−∆θ  denotes the change in the average permanent productivity of 

i’s co-workers who have previously had medium overlap with i.33   The vector of covariates includes 

the change in the number of workers on duty in a ten minute interval, as well as store by day of week 

by time of day dummies.34   

Equation (13) further breaks down the permanent productivity averages by spatial orientation 

of co-workers:  

                                                 
32 In principle, there are at least two ways to measure how exposed workers are to each other.  For each pair of 
workers, one can count the number of interactions workers have had with each other in the past, or one can compute 
the share of all time spent working that workers overlapped.  Data limitations prevent us from computing the first 
measure for all but the workers that began working in the sample period, due to censoring.  A more attractive 
measure, that circumvents the censoring problem, is to estimate the share of the total time working that overlap with 
each of the other workers at every point in time.  
33 We define low schedule overlap as cases where co-workers have previously coincided with i between 0% and 5% 
of i’s schedule.  Medium overlap co-workers have coincided with 5%-20% of i’s schedule.  High overlap workers 
are those that have coincided with 20%-100% of i’s schedule. 
34 Estimates are not sensitive to the exclusion of these additional covariates.  
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where B denotes workers that are positioned in the line-of-sight of i, F denotes workers positioned in 

i’s line-of-sight.                    

In column (1) of Table 7, we show estimates of equation (12).  The point-estimate of Lβ  is 

virtually zero, meaning that changes in the permanent productivity of co-workers who have had little 

previous overlap with i, have no affect on the change in i’s productivity from t-1 to t.  By contrast, 

changes in the permanent productivity of co-workers with medium and high previous overlap with i 

have a positive and statistically significant relationship with changes in i’s contemporaneous 

productivity.  Specifically, Mβ  and Hβ  are both estimated as approximately 0.08.  The table shows 

that both Mβ̂  and Hβ̂  are statistically distinguishable from Lβ̂ .  In column (2) we present estimates 

from equation (13), which break-out the permanent productivity component of co-workers by 

previous overlap and spatial orientation in relation to i.  As before, the entire spillover effect is 

coming from changes in the composition of workers for whom i is in the line-of-sight.  Changes in 

the permanent productivity of these workers, however, do not appear to affect i’s productivity if exit 

and entry corresponds to workers that i has had relatively little previous overlap.  We note that while 

the point estimate on LB ,β̂  is close to zero, the large standard error corresponding to this estimate 

results in imprecise estimates of HB,β̂ - LB ,β̂  and LB ,β̂ - MB,β̂ , which have p-values of 0.09 and 0.11 

respectively against the null of zero. 

We have already seen in Table 6 that not only is there a relationship between changes in the 

permanent productivity of i’s co-workers and changes in i’s contemporaneous productivity, 

depending on the spatial orientation of the co-workers in relation to i, but there is also a relationship 

between changes in the presence of any co-worker, irrespective of their permanent productivity, 

depending on whether the workers who are entering or exiting are facing i.  In column (3) of Table 7 

we estimate a similar model.  We test whether changes in the presence of co-workers, irrespective of 

their permanent productivity levels, affects i’s productivity depending on whether these co-workers 

have high, medium, and low previous overlap with i, as well as the spatial orientation of these co-

workers in relation to i.  Consistent with the findings for spatial orientation alone, we find that 

changes in the presence of a co-worker in front of i has either no effect, or a negative effect on 

changes i’s productivity.  Changes in the presence of workers who face i are associated with positive 



 28

changes in i’s productivity, again depending on whether the entering or exiting workers have 

previously had high or low schedule overlap with i.  If in period t-1 there is no worker on duty that is 

facing i and with whom i has previously had high schedule overlap, and a worker meeting this 

criteria enters, then i’s productivity increases by approximately 1.5% (t-ratio = 8). A similar 

conclusion is reached in the case of workers with medium previous schedule overlap with i.  

However, in the case of workers with low schedule overlap with i, their entry is not associated with a 

statistically significant change in i’s productivity.  We can rule out positive changes in i’s 

productivity larger than 0.49% at the 5% level of significance. 

In sum, the body of evidence shows that spatial orientation of co-workers is important in 

understanding the heterogeneity in spillovers, and suggests that social pressure may play an 

important role in understanding the spillovers.  When we further examine the spillovers by previous 

schedule overlap, we find results that are consistent with this explanation.  Workers do not appear to 

be as affected by the presence of co-workers when there is little overlap in their schedules.  This 

finding is consistent with the social pressure hypothesis because when there is little scheduling 

overlap workers will not be as subject to shame in future shifts if a worker is slow while working 

with co-workers with whom she rarely works.35   
  

7.  Productivity Gains from Optimal Mix  

In Section 5, we have shown that low productivity workers benefit from the spillover more 

than high productivity workers. This finding is important, because it implies that the mix of workers 

that maximizes productivity is the one that maximizes the diversity of skills in each shift. In other 

words, overall productivity is higher when high skill workers and low skill workers are employed in 

the same shift, compared to the case where some shifts are made of only of high skill workers and 

other shifts are made only of low skill workers. In this Section, we quantify the productivity gains 

that can be achieved by optimally mixing workers given the existing skill distribution. In particular, 

we compare workers productivity under optimal mixing with workers productivity under the mixing 

that is implemented by this employer. The difference is a measure of how far this employer is from 

optimal allocation. We then compute the possible savings in labor inputs that can be achieved by 

optimally mixing workers, holding constant sales. We also compare the observed workers mix with 

the mix that is obtained by randomly mixing workers. 

                                                 
35 It is possible that our inability to find a spillover effect when workers have low overlap may be because workers 
must have information about their co-worker’s abilities, which is less likely to be true if they have overlapped 
infrequently.  We are unable to distinguish between these two explanations for the findings, but both are consistent 
with social pressure.                                                                   
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We divide the workers in our sample in two groups: workers with permanent productivity 

above the median (H), and workers with permanent productivity below the median (L). As in 

equation (10), output of high and low productivity workers in shift j can be written as YHj = aH + b 

[NHj /(NHj + NLj)] and YLj = aL + c[NHj / (NHj + NLj)], respectively, where NHj and NLj  are the number 

of hours of work of H and L workers in shift j, and [NHj / (NHj + NLj)] is the share of hours of high 

productivity workers in that shift. Based on our findings in Section 5, we know that c>b. Indeed, our 

estimates suggest that b=0.0064 and c = 0.046.36 

A first interesting comparison is between the observed mix of workers and the mix of 

workers that is obtained by randomly mixing high and low types in each shift, constraining the 

overall proportion of high and low types to be the same to the observed proportion. We find that the 

difference between the productivity obtained under the observed mix and the productivity obtained 

under the random mix is virtually zero (-0.0001%). This finding confirms that the mix currently 

employed by the firm is not systematic. Indeed it is close to be random. This is consistent with the 

fact that workers are free to choose the shift that they prefer and there is no attempt by management 

to affect workers mix. 

An even more interesting comparison is between productivity obtained under the observed 

mix and productivity obtained under an ideal mix. This comparison allows us to calculate possible 

saving in labor inputs obtainable by optimally mixing the existing set of workers. Practically, we 

choose the fraction [NHj / (NHj + NLj)] for each shift j that minimizes the labor inputs necessary to 

produce the current level of output: 
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36 These estimates are obtained from first differenced models similar to equation 10, controlling for all the covariates 
that are included in equation 10. 
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where MLj and MHj are the numbers of hours actually worked by low and high productivity workers in 

shift j, and K is the total number of shifts in the data. The first two constraints simply say that the 

optimal allocation needs to have the same overall fraction of H and L types that we observe in the 

data. In our case, this fraction is ½. The third constraint simply says that the overall output under 

optimal allocation needs to be equal to the overall output that we observe in the data.  

With this simple linear technology, it is easy to see that productivity is maximized—and 

labor inputs are minimized—when the share of high productivity workers [NHj / (NHj + NLj)] is set 

equal to ½ in each shift. The skill mix that is actually adopted by this firm is not identical to the 

optimal skill composition. While the average share of high productivity workers across all shifts is 

(by construction) ½, there is wide variation across shifts. Indeed, the share of high productivity 

workers in the typical shift is far from ½. For example, in 73% of shifts, the fraction of high skill 

workers is below 25% or above 75%.  

Overall, our estimates indicate that the difference in productivity between the current mix of 

workers and the optimal mix of workers is 0.02%. This implies that by rearranging the mix of 

workers in each shift to maximize skill variance in each shift, this supermarket could produce the 

same amount of sales with 0.02% fewer hours worked each year. For this firm as a whole, the 

difference in labor inputs between the optimal mix of workers and the current mix of workers 

amounts to 123,529 hours worked per year. At an hourly labor cost of $20 an hour, this difference 

amounts to a wage bill that is approximately $2.5 million per year higher than under the optimal 

mix.37  

Does the fact that the firm could use 123,529 fewer hours of work by simply rearranging the 

shifts of its employees mean that the firm is not maximizing profits? Not necessarily. The reason why 

optimizing shifts may not result in higher profits is that optimizing shifts may be costly for the firm 

because it may involve paying higher wages. Workers currently have freedom of choosing their shift, 

a job attribute that is presumably valued by workers. The compensating differential associated with 

this freedom results in lower wages. Limiting this freedom could ultimately result in higher wages. 

This suggests that the additional productivity that the firm could obtain by imposing optimal mixing 

of workers may be equal, in equilibrium, to the total value of the compensating differential for 

flexibility in shift scheduling.38 

                                                 
37 This calculation includes all the stores of this chain, and assumes that the 6 stores in our data are representative. 
38 This point was confirmed in a conversation with an executive of this firm. Informed of our results and the 
possibility of increasing productivity under optimal mixing, he immediately raised the point that wages might 
increase if workers can not pick their preferred shifts.  
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Based on our spatial results in Section 6, one might argue that the firm may be able to 

improve productivity by allowing workers to pick their preferred shift, but optimally locating 

workers across registers within each shift. The optimal allocation would be the one where the number 

of high productivity workers who can observe low productivity workers is maximized. In practice, 

however, the set of active cashiers changes quite frequently throughout the day, as cashiers start 

shifts, end shifts, take lunch breaks, etc. Moving cashiers location across registers is costly, because 

it takes time and disrupts costumer lines. For this reason, it is probably hard to significantly improve 

efficiency by constantly moving cashiers around.  
 
8. Conclusion 

We find that there is a social multiplier associated with the introduction of high productivity 

workers into work-groups: a 10% increase in co-workers productivity results in a 1.7% increase in 

individual productivity. The finding of a positive effect is particularly surprising, given that our data 

come from a group production process that is particularly prone to free-riding. In the absence of peer 

effects, we would expect to see a negative effect. Furthermore, while it may not be too surprising to 

find productivity spillovers in creative professions (for example, R&D or scientific research), it is 

surprising to find them in a low skill occupation where the tasks performed by workers are highly 

standardized. The magnitude of the estimated effect is remarkably similar to recent experimental 

evidence (Falk and Ichino, 2006). We consider several possible confounds that would threaten the 

validity of our estimates.  Crucially, we find no evidence that workers are sorted into or out of shifts 

in such a way that turnover is systematically correlated with large changes in demand in a particular 

direction.   

The average positive effect masks substantial heterogeneity in the spillover.  Low 

productivity workers benefit from the spillover substantially more than high productivity workers. 

An important implication is that the mix of workers that maximizes productivity is the one where 

skill diversity in each shift is maximized. Our estimates indicate that by rearranging the mix of 

workers in each shift to maximize skill variance, this firm could generate the same amount of sales 

with 123,529 fewer hours worked each year.  

Our findings have also important implications for wage setting. Hiring of a high productivity 

worker raises total output directly because of the worker has higher productivity, but also indirectly 

because the spillover raises the productivity of other workers. The return to a high productivity 

worker is therefore greater than her individual direct contribution. 
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While the literature on productivity spillovers is extensive, very little is known about the 

mechanisms that might generate such spillovers. Our findings indicate that peer pressure and mutual 

monitoring play an important role in inducing effort in peers.  Consistent with this interpretation, we 

find that the introduction of highly productive workers into a shift boosts the productivity of 

incumbent workers that are easily observed by the new workers, but not incumbent workers that are 

not easily observed. Moreover, the introduction of new personnel into a shift does not have as much 

of an influence on the productivity of incumbent workers that they rarely overlap with.   

 The evidence we have assembled implies that social factors can partially internalize 

externalities that are built into many workplaces.  Ultimately, our findings that people appear to care 

about how others perceive them may be viewed optimistically.  When workers hold themselves 

accountable to their peers, workplaces have the potential to be cooperative environments.  Under this 

model, self-interest does not necessarily dictate that impulse towards motivation has its counterpart 

in inertia. 
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Table 1: Descriptive statistics 

 

(1) 
 

Store # 1 

(2) 
 

Store # 2 

(3) 
 

Store # 3 

(4) 
 

Store # 4 

(5) 
 

Store # 5 

(6) 
 

Store # 6 

(7) 
All 

stores 
 
Share of 10 minute interval 0.66 0.61 0.60 0.69 0.66 0.60 0.64 
that checkers are transacting  [0.27] [0.25] [0.27] [0.26] [0.25] [0.26] [0.26] 
 
Number of customers 5.76 5.89 3.93 6.58 5.60 4.95 5.59 
per checker per ten minutes [2.81] [2.64] [1.94] [3.22] [2.77] [2.31] [2.81] 
 
Minutes per customer 1.33 1.18 1.74 1.27 1.40 1.38 1.36 
 [0.81] [1.07] [1.08] [1.14] [0.85] [0.90] [0.99] 
 
Productivity in ten minute 0.18 0.16 0.17 0.16 0.18 0.20 0.18 
intervals [0.07] [0.07] [0.08] [0.07] [0.07] [0.08] [0.07] 
 
Checkers on duty in ten 5.77 5.84 4.87 8.19 8.89 6.92 7.07 
minute intervals [1.94] [1.60] [1.75] [2.38] [2.67] [2.30] [2.62] 
        
 
Estimated individual Fixed- 0.00 0.00 -0.00 0.00 -0.00 -0.00 0.00 
Effects [0.07] [0.10] [0.07] [0.06] [0.06] [0.07] [0.07] 
 
Average co-worker  0.00 0.00 -0.00 0.00 -0.00 -0.00 0.0 
permanent productivity [0.04] [0.05] [0.04] [0.02] [0.03] [0.03] [0.03] 
        
 
Change in co-worker 0.00 0.00 0.00 -0.00 0.00 -0.00 0.00 
permanent productivity [0.04] [0.02] [0.02] [0.01] [0.01] [0.01] [0.02] 
Notes:  Standard deviations are in brackets.  The units of observation are checker × ten minute cells.  Individual 
productivity is defined as the number of items scanned per second over a ten minute period.  Specifically, for each 
worker on the shift, we sum the number of items that worker scanned over a ten minute period.  We divide this 
number by the total number of seconds that the worker was in a transaction, where a transaction is defined as the 
time between when the first item is scanned to when the payment is completed and the receipt for the transaction is 
produced to the customer.  We include in our definition of productivity only periods when transactions are 
occurring.  The sample excludes any observations that do not occur in the 7:00 AM – 8:00 PM interval.  The 
analysis excludes managers.   
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Table 2: The effect of changes of average co-worker permanent productivity on reference 
person current productivity 
 (1) (2) (3) (4) (5) (6) 
∆ Co-worker permanent  0.176 0.159   0.160 0.261 
Productivity (0.023) (0.023)   (0.026) (0.033) 
       
∆ Co-worker permanent      -0.010  
productivityt+1     (0.026)  
       
∆ Co-worker permanent prod.       -0.214 
× Above average worker      (0.046) 
       
Entry of above average   0.011    
productivity worker   (0.001)    
       
Exit of an above average   -0.005    
productivity worker   (0.001)    
       
Shift entry of above average    0.006   
productivity worker    (0.002)   
       
Shift exit of an above average    -0.006   
productivity worker    (0.002)   
       
Observations 1,734,140 1,734,140 1,734,164 1,734,164 1,356,643 1,734,140 

Controls No Yes Yes Yes Yes Yes 
Notes: Standard errors clustered by store × calendar date × checker are in parentheses.  The units of observation are 
checker × ten minute cells. The dependent variable is the change in the log productivity of a checker across ten 
minute periods. Individual productivity is defined as the number of items scanned per second over a ten minute 
period. Controls are the change in the number of workers on duty in ten minute intervals (except columns 3-4), and 
588 10 minute time interval by day of week dummies.  In column (3)-(4), we also include in the models dummies 
for whether there was any entry or exit into or out of the shift, irrespective of the productivity of the worker entering 
or departing.  The change in co-worker permanent productivity is computed as the simple average of co-worker 
permanent productivity components estimated by fitting equation (4) to the data.  Entry is 1 if a checker was on duty 
at time t but not on duty at time t-1, and 0 otherwise.  Exit is 1 if a checker was on duty at time t but not on duty at 
time t+1, and 0 otherwise.  Shift entry is 1 if an observation is a checker’s first in a calendar date, and 0 otherwise. 
Shift exit is 1 if an observation is a checker’s last in a calendar date, and 0 otherwise.                       
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Table 3:  The relationship between changes in predictable customer volume and the 
exit and entry hazard of personnel     
 Entry at t Entry at t Exit at t Exit at t 
 (1) (2) (3) (4) 
∆ Predicted log average  0.026 0.022 -0.08 -0.09 
Transactions between t-1 and t (0.004) (0.004) (0.01) (0.01) 
     
∆ Predicted log average transactions -0.12 -0.08 -0.01 0.04 
between t-1 and t × Permanent Prod. (0.05) (0.05) (0.09) (0.09) 
     
     
Permanent Prod. 0.11  0.10  
 (0.01)  (0.01)  
     
Checker fixed effects No Yes No Yes 
Observations 2,045,091 2,045,091 2,045,091 2,045,091 
Note:  Standard errors clustered at the store × day of week × time of day level are in parentheses.  Entries are 
estimates of equations (8) and (9). The units of observation are checker × ten minute cells.  “Exit at t” means that the 
checker is last observed working in period t.  “Entry at t” means the checker is first observed in period t.  To 
compute predicted transactions for worker i, we compute the average number of items scanned in store × day of 
week × time of day cells, excluding any observations where worker i was on duty (to prevent a mechanical 
correlation between a worker’s permanent productivity and predicted demand).   
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Table 4:  Relationship between changes in demand and entry and exit of personnel 
 Entry at t Entry at t Exit at t Exit at t 
 (1) (2) (3) (4) 
∆ log items sold between t-2 and t-1 -0.029 -0.031 0.005 0.001 
 (0.001) (0.001) (0.001) (0.001) 
     
∆ log items sold between t-2 and t-1 -0.051 -0.058 0.015 0.009 
× Permanent Prod. (0.009) (0.009) (0.008) (0.008) 
     
     
Permanent Prod. 0.113  0.106  
 (0.003)  (0.003)  
     
Checker fixed effects No Yes No Yes 
Observations 2,062,431 2,062,431 2,062,431 2,062,431 
Notes: Standard errors clustered at the store × calendar date × time of day level are in parentheses.  The units of 
observation are checker × ten minute cells.  “Exit at t” means that the checker is last observed working in period t.  
“Entry at t” means the checker is first observed in period t.   
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Table 6: The effect of changes of average co-worker permanent productivity on reference 
person current productivity- Models by spatial orientation and proximity 
 (1) (2) (3) (4) (5) 
∆ Co-worker permanent  0.233     
productivity behind (0.019)     
∆ Co-worker permanent  0.007     
productivity in front (0.018)     
∆ Co-worker permanent     0.162   
productivity behind & closer   (0.016)   
∆ Co-worker permanent    0.016   
productivity in front & closer   (0.015)   
∆ Co-worker permanent    0.010   
productivity behind & farther   (0.018)   
∆ Co-worker permanent    0.003   
productivity in front & farther   (0.018)   
∆ Worker behind  0.040   0.040 
  (0.003)   (0.003) 
∆ Worker in front  -0.033   -0.033 
  (0.003)   (0.003) 
∆ Worker behind & closer    0.025  
    (0.002)  
∆ Worker in front & closer    -0.042  
    (0.002)  
∆ Worker behind & farther    0.007  
    (0.002)  
∆ Worker in front & farther    0.0001  
    (0.002)  
∆ Worker behind ×      0.159 
Average FE     (0.039) 
∆ Worker in front ×      -0.045 
Average FE     (0.037) 
      
Observations 1,660,312 1,734,164 1,501,555 1,734,164 1,734,164 
Notes:  Standard errors clustered by store × calendar date × checker are in parentheses.  The units of observation are checker × 
ten minute cells.  The dependent variable is the change in the log productivity of a checker across ten minute periods.  See note 
for Table 2 for a description of the dependent variable.  All models include controls for the change in the number of workers on 
duty in a ten minute interval, and 588 ten minute time interval by day of week dummies.  “Behind” refers to workers that are 
facing worker i.  “In front” refers to workers that i is facing.  “Closer” refers to workers that are one or two positions away from i.  
“Farther” denotes workers that are three or four positions away from i.  The permanent productivity averages are taken over the 
indicated sub-groups.  For example, ∆ co-worker permanent productivity in front & closer denotes the change in the average 
permanent productivity of co-workers that worker i is facing are who are one or two registers away from i.  In this example, if 
there are no workers that are positioned one or two positions in front of i in both t-1 and t, then this change is coded as 0.  The 
variable “∆ Worker” behind denotes the change in the presence of a worker for whom i is in their line-of-sight.  In column (5), 
“Average FE” denotes the average permanent productivity of the workers who have entered or exited the checkout stands.              
 
P-value for Ho: ∆ Co-worker permanent productivity behind (closer) = ∆ Co-worker permanent productivity behind (farther) is 
0.028
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Table 7: The effect of changes of average co-worker permanent productivity on reference person current productivity - Models 
by previous exposure to co-workers and spatial orientation  
 (1)  (2)  (3) 
(I) ∆ Co-worker permanent  0.013 (I) ∆ Co-worker permanent  0.018 (I) ∆ Low exposure worker  0.001 
     prod: low exposure (0.012)      prod: behind & low exposure (0.056)      Behind (0.002) 
 
(II) ∆ Co-worker permanent  0.084 (II) ∆ Co-worker permanent  0.116 (II) ∆ Medium exposure worker  0.020 
      prod: medium exposure (0.014)       prod: behind & medium exposure (0.023)       Behind (0.001) 
 
(III) ∆ Co-worker permanent  0.075 (III) ∆ Co-worker permanent  0.122 (III) ∆ High exposure worker  0.016 
       prod: high exposure (0.017)         prod: behind & high exposure (0.025)         Behind (0.002) 

  
 
(IV) ∆ Co-worker permanent 0.002 (IV) ∆ Low exposure worker  0.003 

          prod: in front & low exposure (0.016)        in front (0.002) 

  
 
(V) ∆ Co-worker permanent  -0.007 (V) ∆ Medium exposure worker  0.001 

        prod: in front & medium exposure (0.006)       In front (0.001) 

  
 
(VI) ∆ Co-worker permanent  0.000 (VI) ∆ High exposure worker  -0.010 

          prod: in front & high exposure (0.005)        in front (0.002) 

p-value: Ho: (I) = (II)  0.000 p-value: Ho: (I) = (II)  0.105 p-value: Ho: (I) = (II)  0.000 
              Ho: (I) = (III) 0.003               Ho: (I) = (III) 0.090               Ho: (I) = (III) 0.000 
              Ho: (II) = (III) 0.655               Ho: (II) = (III) 0.852               Ho: (II) = (III) 0.063 
                Ho: (IV) = (V)  0.562               Ho: (IV) = (V)  0.203 
                Ho: (IV) = (VI) 0.891               Ho: (IV) = (VI) 0.000 
                Ho: (V) = (VI) 0.328               Ho: (V) = (VI) 0.000 

Observations 1,659,450  1,659,450  1,659,450 
Notes:  Standard errors clustered by store × calendar date × checker are in parentheses.  The units of observation are checker × ten minute cells.  The dependent variable is the 
change in the log productivity of a checker across ten minute periods.  See note to Table 2 for a description of the dependent variable. The first two months of the sample in each 
store are dropped because we require an initial period to estimate the degree of schedule overlap.  In the case of worker i, “Low exposure” denotes the set of workers who have 
previously overlapped between 0 and 5 percent of i’s schedule.  “Medium exposure” denotes workers who have overlapped between 5 and 20 percent of i’s schedule.  “High 
exposure” denotes workers who have overlapped between 20 and 100 percent of i’s schedule.  “Behind” refers to workers that are facing worker i.  “In front” refers to workers that 
i is facing.  The permanent productivity averages are taken over the indicated sub-groups.  For example, variable (II) in column (2) is the change in the productivity of co-workers 
that are positioned behind the reference worker and have medium previous exposure to worker i.  In this example, if there are no workers that are positioned behind worker i who 
have medium previous exposure to i in t-1 and t, this change is coded as 0.  If in t-1 there is no worker with medium previous exposure to i that is positioned behind i, but in period 
t there is, this variable is coded as missing.  However, to prevent the sample size from dropping substantially due to the introduction of missing values, we code missing values as 
0, and then include indicator variables for whether the value in each of the explanatory variables of interest is missing.  All models include controls for the change in the number of 
workers on duty in a store over ten minute intervals, and 588 ten minute time interval by day of week dummies.   
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Figure 1: Distribution of Workers Permanent Productivity 
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Note:  This figure shows the distribution of worker permanent productivity (the parameter θi), obtained by 
estimating equation (4). Specifically, we regress log productivity (items per second worked) of worker i at time t in 
calendar date c in store s, on a vector of worker fixed effects, dummies for the presence of co-workers on the shift; a 
vector of controls that includes number of active workers at a moment in time (in ten minute intervals) as well as 
dummies for the register where a worker is stationed; a set of dummies for each day of week × hour of the day × 
store combination; and a set dummies for each calendar-date × store combination.  The Figure shows the kernel 
density estimate of the fixed-effects.     
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Figure 2: Relationship between net changes in personnel on duty and changes in the 
average permanent productivity of workers  
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Note:  The x-axis is the net change in the number of personnel across ten minute periods.  The y-axis is the change 
in the average permanent productivity of workers on duty.  The units of observation are store × ten minute period 
cells.  The sample excludes: any ten minute period where there is only one checker on duty, observations where a 
worker is not at the same register in two consecutive ten minutes periods, and observations that do not occur in the 
7:00 AM – 8:00 PM interval.       
 
 



 43

Figure 3: Productivity by Time-in-Shift  
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Note: Each unit of time is ten minutes.  To construct this chart, the log of productivity is regressed on time of day 
dummies (in ten minute intervals), checker × calendar date fixed effects, and indicators for each time in shift, using 
the sample of Table 2.  This regression was run separately for above average and below average permanent 
productivity workers.  The first nineteen estimated time-in-shift indicators, by high/low permanent productivity 
type, are plotted above.   Because these estimates come from a model with checker × calendar date fixed-effects, the 
points represent log productivity relative to each checker’s mean productivity during a shift.  For example, a point at 
-0.02 on the y-axis means that at the time the worker is going approximately 2% slower than her average speed in 
the shift. 
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Figure 4: The lags and leads for the effect of changes of average co-worker permanent 
productivity on reference person current productivity   
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 Note: Dotted line is the 95% confidence interval.  Points are the estimated ß’s from the following model:  
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using the sample of Table 2.    
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Figure 5: Relationship between changes and lagged changes in the log of items scanned 
over ten minute intervals of the day   
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Note:  The unit of observation is the store × day of the week × time of the day (in ten minute intervals).  The y-axis 
is the difference in the natural log of average items scanned in a cell and its lag.  The x-axis is the lag of the y-axis.    
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Figure 6: The relationship between individual permanent productivity and individual 
spillover effect 
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Notes:  This figure plots an estimate of the influence of an individual worker on her co-workers (the parameter πi in 
equation 5), against that worker’s permanent productivity (the parameter θi in equation 4), using a local-linear 
smoother.  The lower and upper lines are the 95% confidence interval.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 47

Figure 7:  The relationship between worker specific spillover effect and individual 
permanent productivity 
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Notes: This figure plots estimates of a worker  individual specific spillover effects (the parameter βi in equation 11) 
against that worker permanent productivity (the parameter θi in equation 4).  The lower and upper lines are the 95% 
confidence interval.  
 
 
 
 
 
 
 
 




