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ABSTRACT

Although the college-high school wage gap for younger men has doubled over the past 30
years, the gap for older men has remained nearly constant. We arguethat these shiftsreflect changes
in the relative supply of highly-educated workers across age groups. Cohorts born in the first half
of the century had steadily rising educational attainments that offset rising demand for better-
educated workers. Thistrend ended abruptly inthe early 1950sand hasonly recently resumed. Using
amodel with imperfect substitution between similarly-educated workersin different age groups, we
show that a slowdown in the rate of growth of educational attainment across cohorts will lead to a
rise in the return to college for young workers that eventually works its way through the age
distribution. This prediction is remarkably consistent with data for the U.S. over the period from
1959 to 1995. Estimates based on aversion of the model with two education groups — high school
equivalent and college equivaent workers — suggest that the elasticity of substitution between
different age groupsislarge but finite (around 5) whilethe elasticity of substitution between thetwo
education groups is about 2.5. We aso examine data for the United Kingdom and Canada: both
countries experienced similar slowdowns in the rate of growth of educational attainment. Results
from these countries are comparable to the U.S. findings, and underscore the importance of cohort-

specific relative supplies in interpreting movements in education-related wage differentials.
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One of the most remarkable trends in the U.S. [abor market is the rise in education-related wage
differentials (Katz and Autor, 1999). Among men, for example, the gap in average earnings between workers
with a college degree and those with only ahigh school diplomarose from about 25 percent in the mid-1970s
to 40 percent in 1998. A less-known fact is that virtualy the entire rise is attributable to changes in the
relative earnings of younger college-educated workers. The top pand of Figure 1, for example, plots the
college-high school wage gap for younger (ages 26-35) and older (ages 46-60) men over the period from 1959
t01996.1 Whilethe earnings gap for young men has roughly doubled since 1975, the gap for older menisonly
dightly higher today than in the 1960s or 1970s. As a consequence of these divergent trends, the age
structure of the college wage premium has shifted. In earlier yearsthe gap between college and high-school
educated workers increased steadily with age -- as predicted by Mincer's (1974) human capital earnings
function.?2 Currently, however, the college premium is highest for men in their early 30s. As shown in the
other panels of Figure 1, a similar phenomenon has aso occurredin Britain and Canada. In both countries
the college-high school wage gap for younger men has risen while the gap for older men has been stable or
declining.

In this paper we explore a simple explanation for the trendsin Figure 1. We argue that the shifting
structure of the returns to college in the U.S,, the U.K., and Canada is a reflection of inter-cohort shiftsin
the relative supply of highly educated workers. The driving force behind these shifts is the dowdown in the
rate of growth of educational attainment that began with cohorts born in the early 1950s. While conventional
models of education-related wage differentials ignore differences in the age distribution of educationa
attainment, asimple extension that incorporates imperfect substitutability between younger and older workers

yidds the prediction that aslowdown in the inter-cohort trend in educationa attainment will lead to ardative

The data underlying this figure are based on average weekly earnings of full-time workersin the 1960
Census, and in March Current Population Surveys for 1970-1997.

2Mincer (1974) posited that the log of earnings depends on years of education and a quadratic function
of labor market experience (age minus education minus 5). This formulation implies that the differencein
log wages between college and high school workers of the same age rises linearly with age. Recent
research (e.g. Murphy and Welch, 1990) has allowed more flexible functions of experience, for example,
logw = &S+ g(A-S-5), where S=education and A=age. Aslong as g is concave and increasing, the
implied college high school wage gap is increasing with age.
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rise in the college wage premium for younger workers that will dowly work its way through the age
distribution as the cohort ages.

We evaluate this hypothesis using U.S. data on the college-high school wage gap for five year birth
cohorts over the period from 1959 to 1996. As a check on our findings we aso consider similar data from
the U.K. over the period 1974-96, and from Canada over the period from 1980 to 1995. Although the three
countries have very different levels of average educationd attainment, al three show similar inter-cohort
trends, with steadily rising educationa attainments for cohorts born up to 1950, and relative stagnation for
the baby-boom cohorts. Moreover, as suggested by the patternsin Figure 1, the age structure of the college
wage premium shows smilar “twisting” in the three countries. Thus, there is prima facie evidence that the
age structure of the college wage gap is related to the changing relative supply of more highly educated
workers in different age groups. Indeed, our estimates of the elasticity of substitution between workerswith
the same education in different age groups are very similar for the three countries. Our findings suggest that
shiftsin cohort-gpecific supplies of highly-educated workers, coupled with steadily increasing relative demand
for educated workers, provide a unifying explanation for the observed changes in education-related wage

differentialsin al three countries.

1. Theoretical Framework

a_A Modd of Agaregate Production with Age-Group Specific Supplies

Although exigting research on the rising return to higher education has emphasized the role of supply
variation, most previous studies have focused on the average return to schooling, rather than differences by
age or cohort (e.g., Freeman, 1976; Freeman and Needels, 1993; Katz and Murphy, 1992). These studies
analyze the evolution of the return to schooling under the assumption that different age groups with the same
level of education are perfect substitutesin production. This assumption means that the aggregate supply of

each “type” of education can be obtained by simply summing the total numbers of workersin each education
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category.® A further smplification —which wewill dso invoke—isthat there are only two education groups:
“college equivalent” workers, and “high school equivalent” workers*  Under these assumptions, all
education-related wage differentias in the labor market in any given year are proportional to the average
college-high school wage gap in that year. Moreover, the college wage gaps for different age groups will
expand or contract proportionally over time, a prediction that is clearly inconsistent with recent movements
inthe U.S,, the U.K., and Canada (see Figure 1).

A natural way of relaxing the hypothesis of perfect substitution across age groupsis to assume that
aggregate output depends on two CES sub-aggregates of high-school and college labor:
0  H=[9@EHY,
and
@ CG=1[9&CH,
where -4 < ¢ # lisafunction of the partia eadticity of substitution 6, between different age groups j with
the same level of education (¢ = 111/6,), and &; and & are relative efficiency parameters (assumed to be
fixed over time). In principle ¢ could be different for the two education groups, athough we ignore this
possibility for now to smplify our presentation of themodel.> We will relax this assumption in Section Il1.c.

In the limiting case of perfect substitutability across age groups, ¢ is equa to 1 and total high-school (or

3In practice, different age groups may be dlowed to supply different efficiency units of Iabor, in which
case aweighted average of the supply of workersin each age group is appropriate, with aweight equa to
the relative wage of the group (Katz and Murphy, 1992).

“Following the literature (e.g. Johnson, 1997) we assume that workers with exactly a high school
degree supply 1 high school equivaent; workers with exactly a college degree supply 1 college equivaent;
workers with less than high school education supply some fraction of a high school equivaent; workers
with an advanced degree supply more than 1 college equivaent; and workers with education qudifications
between a high school and college degree supply a high school equivaents and (1-&) college equivaents.
See Section I for more details.

SWelch (1979) relaxes this assumption in his study on the impact of cohort size on the relative wages
of different age groups.
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college) labor input is just aweighted sum of the quantity of labor supplied by each age group.

Aggregate output in period t, y; isafunction of high school labor, collegelabor, and the technological
efficiency parameters €., and &:
@ v =f(H,C e en)
Following the existing literature, we assume that the aggregate production function is also CES:
@ v = (& H" +e, G ),
where -4 < fi# 1 is afunction of the éadticity of subgtitution 6z between the two education groups
(A=111/6¢). Inthis setting, the margina product of labor for a given age-education group depends on both
the group's own supply of labor and the aggregate supply of labor in its education category. In particular, the
marginal product of high school workersin age group j is.

") My, / MH;, = My, / MH, x MH, / MH;,

éht Htﬁ'l Qt X éjHth'l Htl'g

&y H™ 3G, xaHs*
where

@ = (&, HM +¢&,ChH)V1L
Similarly, the margina product of college workersin age group j is.
6) My, / MC;; = €, C™ @, x §C; ™.
Efficient utilization of different skill groups requires that relative wages are equated to relative margina
products. Assuming thisistrue, equations (5) and (6) imply that the ratio of the wage rate of college workers
inagegroupj (we,) to the wage of high-school workersin the same age group (w",,) satisfies the following
equation:
(M logwedwy) = log(eu/e,) + (fr¢)log(C/H,) + log(a/a) + (¢-1log(Ci/H;) -

If relative employment ratios are taken as exogenous, equation (7) leads to asimple model for the observed
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college-high school wage gap of workersin age group j in year t:
(82) i/ log(we /") = log(ex/&y) +10g(8/a) + [(1/6,)-(L/6g)]log(C/H,) T (1/64)l0g(Ci/H;) + &,
where e, reflects sampling variation in the measured gap and/or any other sources of variationin age-specific
wage premiums. For some purposes it is convenient to rearrange this expression in an aternative form:
(80) 1= log(&u/éy) +l00(a/4) - (Ug)log(C/H) - (1/6,)[log(C/H,)-log(C/H)] + &,

According to this model, the college-high school gap for a given age group depends on both the
aggregate relative supply of college labor (C/H,) in period t, and on theage-group specific reative supply
of collegelabor (C,/H;;). Thisneststhe more conventional specification (used by Freeman (1976), Katz and
Murphy (1992), and others) which assumes perfect substitution across age groups with the same level of
education (6,=+4). Since1/6, = 0 when age groups are perfect substitutes, in the limiting case the college-
high school wage gap for any specific age group depends only with the aggregate relative supply of college
workers and the relative technology shock €./, More generdly, the college-high school wage gap for a
given age group aso depends on the age group-specific relative supply of collegelabor. Any changein age-
group-specific relative supplieswould be expected to shift the age profile of the college-high school wage gap,
with an effect that depends on the size of 1/6,.

Nevertheless, thereisin interesting special case in which the age structure of the college wage gap
will be constant over time, eveniif 1/6, > 0. Equation (8b) showsthat thiswill happenif log(C,/H;,)-log(C./H,)
is gpproximately constant over time, which in turn will be true if the relative supplies of college labor in each
age group are growing at a constant rate.  While at first glance this may seem like a highly restrictive
condition, we will show below that it was satisfied during the 1960s and 1970s in the U.S,, and during the
1970s in the U.K. and Canada. The source of this constancy was a roughly constant trend in the rate of
growth of educational attainment across cohorts which continued until mid-century in al three countries.

A closely related observation is that when log(C,./H;,)-log(C/H,) varies over time, observed dataon
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age-group specific relative returns to education will contain significant cohort effects, in addition to
components that vary by age and year. This is because the relative supply of highly-educated labor in a
cohort isroughly constant over time, apart from an age profile that reflects rising educational attainment over
the lifecycle. Formally, suppose that the log supply ratio for workers who are age j in year t consists of a
cohort effect for the group, & (dated by their year of birth), and an age effect 0, that is common across
cohorts:
) log (C/H;) = &, + 6; .
In this case equation (8a) implies that
(10)  r, =log(é./&y) +109(&4/8) 1 (1/6,) 6; +[(1/6,)-(L/6e)]log(C/H,) ¥ (L/6,)E, + e, .
According to this equation, the observed college-high school wage gaps for a set of age groups j=1,..Jina
sample period t=1,...T will depend on a set of year-specific factors that are common across age groups
(log(e./e,) +[(1/6,)-(16e)]log(C/H,) ), a set of age-group specific factors that are common across years
(log(&/8;)1(1/6,) 6, ), and a set of cohort-specific constants ( (1/0,)&,; ). This implies that the observed
college wage premiums will be decomposable into year, age, and cohort effects. The cohort effectswill be
ignorableif (1/6,) is approximately O (i.e,, if different age groups are perfect substitutes in production) or if
&, isalinear function of birth year (in which case the cohort effects can be written as alinear combination

of age and year effects).®

b. Implementation

Our primary interest in this paper isin estimating the effect of age-group specific relative supplies
of highly educated labor on age-group specific returns to college, and in evaluating the role that changesin

age-group specific supplies have played in explaining the relative rise in returnsto college for young workers.

®The latter condition will aso imply that log(C,./H;,)-log(C/H,) is approximately constant over time.
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Assuming that data on age group-specific wages and supplies of labor for college and high school equivaent
workers are available, a problem still arises in attempting to estimate equation (8a) or (8b) because the
aggregate supplies of the two types of labor (C; and H,) depend on the elasticity of substitution across age
groups. Inspection of equation (8a), however, suggests asimple two-step estimation procedure that provides
amethod for identifying both 6, and O¢. In the first step, 6, is estimated from aregression of age-group
specific college wage gaps on age-group specific relative supplies of college educated labor, age effects
(whichabsorb the relative productivity effect log(&/a,)), and time effects (which absorb the combined refative
technology shock and any effect of aggregate relative supply):

(1) =8 +d - (U6,)log(C/H;) + &,

where b and d are the age and year effects, respectively. Given an estimate of 1/0,, the relative
efficiency parameters & and & are easily computed by noting that equations (5) and (6):

(128) log(w",) + 1/6, H;, = log(é, H,™ @) +log(d,) and

(12b) log(we,) + 16, C, = log(é, C™ &) +log(§) , foraljandt.

The left-hand sides of these equations can be computed directly using the first-step estimate of 1/6,, , while
the leading terms on the right-hand sides can be absorbed by a set of year dummies. Thus, the age-group
specific productivity factors (log(g;) and log(&;)) can be estimated as the age effectsin a pair of regression
models based on equations (12a) and (12b) that aso include unrestricted year dummies. Given estimates of
thed’sand &’s, and of ¢, itisthen straightforward to construct estimates of the aggregate supplies of college
and high school labor in each year (C, and H,). With these estimatesin hand, and some assumption about the
time series path of the relative productivity term log(e./e,), equation (8b) can be estimated directly. In our
implementation below we follow the existing literature and assume that log(e./€,,) can be represented as a
linear trend.

The second step of our procedure is directly analogous to the estimation method used by Freeman
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(1976) and Katz and Murphy (1992) to recover the elasticity of substitution between education groups. The
key differenceisthat our estimates of the aggregate supplies of different education groupsincorporate anon-
zero estimate of 1/6,. A lessimportant difference is that we estimate our models over a set of age-group
specific college wage premiums, rather than over a set of aggregate premiums for al age groups. Findly,
our second stage models include both the aggregate relative supply index ( log(C/H,) ) and the deviation
between the age-group specific relative supply of college workers and the aggregate supply index (i.e.,
log(C,/H;,)-1og(C/H,) ). The coefficient associated with this variable provides another estimate of 1/0,,

which in principle should be smilar to the estimate obtained from the first stage.

1. College Wage Premiums and Relative Supplies of College Workers by Age

Inthis section we present adescriptive overview of trendsin the college wage premium for different
age groupsin the U.S,, the U.K., and Canada. We aso summarize data on the relative supplies of college-
educated workers by age group. Our estimated college wage premiums are based on the earnings of men
ages 26 to 60, while our data on relative supplies of different education groups are based on datafor men and
women in all age ranges. Our U.S. data cover the period from 1959 to 1996 and are drawn from the 1960
Census and the March Current Population Surveys (CPS) from 1970to 1997. Our U K. data cover ashorter
period (1974-1996) and are drawn from the 1974 to 1996 General Household Surveys (GHS). Findly, our
Canadian data cover the shortest sample period (1981-1996) and are drawn from the 1981, 1986, 1991, and

1996 Censuses. (Comparable data from earlier Canadian censuses are unavailable).

a._Wage Premiums by Age

Table 1 presents our estimates of the “college wage premiums’ for 5-year age groups, taken at 5-
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year time intervals over our sample period (with the exception of the first observation for the U.S.).” Note
that to improve the precision of our estimates we have pooled three CPS samples and five GHS samplesfor
each time period. Our estimates for the U.S. are based on differences in mean log average weekly wages
between full-time workers with exactly a college degree (i.e., 16 years of education) and those with exactly
a high school degree (i.e, 12 years of education).? Similarly, our estimates for Canada are based on
differencesin mean log average weekly wages between full-time workers with auniversity degree and those
with a high school diploma® Findly, our estimates for the U.K. represent differencesin mean log weekly
wages between men with a university degree and those with only A-level or O-level qudifications® The
Data Appendix contains more details on the construction of our samples, and the procedures used to obtain

the estimated wage gaps.

’Since cohort composition may change over time because of immigration (and mortdity), it would be
preferable to compute the college wage premium (and the relative supply measures) for native workers
only. Thisisnot possible, however, since immigrant status was not identified until recently in the CPS.
Fortunately, evidence from the U.S. Census presented in Borjas, Freeman, and Katz (1997) suggests that
changesin U.S. educationa differentials are smilar whether or not immigrants are included.

80ur use of weekly wages for full-time workers follows Katz and Murphy (1992), and is meant to
eliminate variation associated with hours per week or weeks per year. Note that our “college’ group
excludes those with any post-graduate education. An alternative that is sometimes used in the literature
is to compare wages for workers with a college degree or higher to those with a high school degree. We
view this as somewhat problematic because the fraction of those with at least a college degree who have
a post-graduate degree changes over time, and may lead to spurious changes in the measured wage
premium. As discussed in Section I11.b, however, our main results are not substantially affected by the
choice.

°In Canada the number of years of schooling required to obtain a high school degree varies from 11 to
13 years depending on the province, while the number of years of schooling required to obtain a
bachelor’ s degree varies from 15 to 17 years.

1OWe follow Schmitt (1995) in using average weekly wages from the GHS. We pooled people with A-
level and at least 1 O-leve qudlification together to form a*“high school graduate’ group, although only
those with A-level qudlifications are fully qualified to enter university. This decison was made to
increase our sample sizes, since the fraction of people with exactly A-level qudificationsis low.
Comparisons of wage rates for those with A-level and O-level qualifications showed that the groups move
together very closely over our sample period.
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An important feature of the wage gaps in Table 1 isthat they are based on differences in earnings
between individuas of the same age with a college degree or a high school diploma. An advantage of this
measureisthat it comparesindividuaswho attended elementary and secondary schooling together, and were
subject to the same influences on their decision asto whether to attend college. A potentia disadvantageis
that itignoresany differencesin labor market experience between people of the same age who have different
levels of schooling. Under the traditiona human capital earnings function, for example, one would expect the
college-high school earnings gap for people of the same ageto rise over thelifecycle. Since our econometric
models will account for systematic age effectsin the structure of the college wage premium, and in view of
our interest in cohort-based explanations for changes in college wage premiums for different groups, we
believe it is appropriate to compare college and high school earnings for men of the same age. As a check
on the validity of our conclusions, however, we have conducted many of our analyses using”experience
cohorts’ (see Section 111.b).

The entries in Table 1 provide a variety of information on the evolution of the college-high school
wage gap. Comparisons down a column of the table show the changing college premium for a specific age
group (asin Figure 1). Among 26-30 year oldsintheU.S,, for example, the college wage gap rose somewhat
from 1959 to 1970, fell back toits earlier level by the mid-1970s, and then rose sharply throughout the 1980s.
For older men in the U.S. returns aso tended to fall in the 1970s and rise in the 1980s, athough for groups
over age 45 the changes are small.

Comparisons across the rows of Table 1 reved the age profile of the college-high school wage gap
at apoint intime. These profiles are graphed in Figure 2, and show a surprising degree of similarity across
the three countries* As shown by the averaged profile for 1959, 1969-71, and 1974-76, the college high

school wage gap in the U.S. in the 1960s and early 1970s was an increasing and dightly concave function of

1The profiles graphed in Figure 2 are smoothed using a moving average.
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age. Between 1975 and 1980 the entire profile shifted down, with the exception of the youngest age group,
whose gap remained constant. By the mid-1980s the gaps for older workers were back to their levelsin the
mid-1970s, but the gaps for the two youngest age groups were much higher. Moving to 1989-91, the gaps
for the three youngest age groups were substantialy higher than those in the mid-1970s, while those for the
older cohorts were not too different. Finaly, in 1994-96, the gapsfor thefour youngest age groupswere well
above the levels of the mid-1970s, but the gaps for older age groups were still comparable to those 20 years
earlier.

A very similar “twisting” of the age profilesisevident for the U K., athough unlike the U.S. the college wage
premiums for older workersinthe U.K. actudly fell inthe 1990s. Canadaalso exhibitsatwisting age profile,
although the changes are smaller than inthe U.S. or U.K..

The shifting age profilesin Figure 2 suggest that there are at | east two separate forces underlying the
evolution of the college wage premium over time. On the one hand, the overal set of wage premiums can
rise or fall over time (as they appear to have donein the U.S. and the U.K. between 1975 and 1980). On
the other hand the relative wage premiums for specific age groups can rise or fall independently of thewage
gaps for other groups. In the U.S. and U.K., the rises in returns for younger workers seem to follow a
distinct cohort pattern, with higher returns at each age for the cohortsthat entered the U.S. sample after 1980,

and for those that entered the U.K. sample after 1985.

b. Cohort Effects in the College Premium?

As noted in Section |, one potential indicator of the presence of age-group specific supply effectsin
the structure of the college wage gapis the presence of cohort effects. Under the assumption that different
age groups are perfectly substitutable, one would expect the college wage premiums for different age groups

toriseand fall proportionally over time, with astructure that isfully captured by age and year effects. Under
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the alternative assumption that different age groups are imperfect substitutes, and that the relative supplies
of different age groupsare not al trending at the same rate, however, one would expect cohort effectsto play
some role in explaining the pattern of wage gaps across age groups and over time.

Table 2 presents a simple investigation of the potentia role of cohort effectsin explaining the wage
gaps shown in Table 1. The regression models presented in Table 2 are of the form
(13) r,=h+c,;+d+e,
where r,, is the estimated college premium for age group j in year t, by represents a set of age effects (for
5-year age bands), ¢, are cohort effects (for 5-year birth cohorts), d are year effects (for time periods 5
years apart), and e, represents a combination of sampling error and specification error. Since the sampling
variances of the estimated r,,’ s are known, it is straightforward to construct goodness-of-fit tests for the null
hypothesis of no specification error, conditiona on the included effects.

The first specification for each country includes only age effects (not reported in the table) and year
effects. The estimated year effects show falling wage premiumsin theU.S. and U.K. in the 1970s, followed
by risesin the college premium for all three countries over the 1980s and 1990s. As might be expected given
the patterns in Figure 2, the specifications without cohort effects fit very poorly, as indicated by the chi-
squared test statistics at the bottom of the table. The second model for each country reports the same
specification, fit to datafor only the oldest cohortsin each country (specificaly, for cohortsborn before 1950).
When the models are limited to these older cohorts, the fitsimprove substantialy, and the estimated patterns

of year effects are also quite different. Inthe U.S,, the year effects for the oldest cohorts show a larger

12Specifically, let r represent the vector of estimated gaps, and let i represent the true gaps. Given our
estimation procedures, r-j is normaly distributed with mean 0 and a diagona covariance matrix G. Let S
represent a consistent estimate of G. Under the null that u=f(8), where & is a vector of parameters (e.g.
cohort, age, and year effects), (r-f(9))'S*(r-f(9)) is asymptotically distributed as chi-square with degrees of
freedom equal to the number of elements of r minus the number of linearly independent columns of the
matrix of derivatives of f(3). This quadratic form is smply the sum of squared residuas from a weighted
regression, where the weights are the inverse sampling variances of the gaps.
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decline in the college premium over the 1970s, and a much smaller rise during the 1980s and 1990s. For the
U.K., the year effects show a decline in the college premium from 1975 to 1980 and relative stability
thereafter. For Canada, the year effects show a smdl decline over the 1980s. Findly, the third model for
each country isfit to datafor all available cohorts, but includes unrestricted cohort effectsfor those born after
1950. These modelsfit relatively well, and yield a set of year effectsthat are very similar to the year effects
from the second specification. Interestingly, for al three countries most of the apparent risein reative returns
to college over the 1980s and 1990s is attributable to the labor market entry of cohorts with permanently
higher returns to college, rather than to ageneral rise in returns for all age groups. These results confirm
the impression conveyed by the age profiles in Figure 2, and suggest that cohorts that entered the labor

market after the mid-1970s had a very different structure of college wage premiums than earlier cohorts.

c. Relative Supplies

We turn next to an overview of our estimates of the relative supplies of college-educated labor by
age group and year. Following Katz and Murphy (1992) we estimate relative supplies from a very broad
sample of workersin each year (weincluding all wage and salary and self-employed workers age 20 to 65).
To account for differencesin the effective supply of labor by different groups, we count the number of annual
hours supplied by each worker and weight these hours by the average wage (over al periods) of hisor her
education group. We define the amount of "high-school labor" of age group j in year t (H;,) as the total
annua hours worked by high school graduatesin that age range, plus the total hours of high school dropouts
(weighted by their wage relative to high school graduates), plus a share of the hours worked by workers with

some college.®* Thisshareisthe wage difference between college graduates and workers with some college,

131n the United Kingdom, an important fraction of workers report vocationa training as their highest
level of education. Since workers with the lowest level of vocationa training earn less than high school
graduates ("O" or "A" level degrees), we classify them as "high school” and weight them by their average
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divided by the wage difference between workers with exactly a college degree and those with exactly ahigh
school degree. (For example, if workerswith some college earn 10 percent more than those with high school,
and those with exactly a college degree earn 30 percent more than those with a high school degree, then the
share is 2/3). Similarly, the amount of "college labor" of age group j in year t (C;) is defined as the total
annua hours worked by college graduates in age group j, plus the total hours of those with over 16 years of
education (weighted by their wage relative to college graduates), plus the appropriate share of the hours
worked by workers with some college.

Before examining data on the relative shares of college-equivaent workersin different age groups
it may be helpful to consider a smpler indicator of relative educationa attainment — the fraction of college
graduates. Table 3 presents estimates of the fraction of men in each 5-year age group who were college (or
university) graduates in the various years of our sample period. The U.S. data in panel A revea an
interesting pattern. From 1959 to 1975 the fraction of college graduates in each age group roughly doubled.
After 1975, this rising trend continued for older age groups, but halted for younger groups. Indeed, the
fraction of college graduates among 26-30 year olds was about the same in 1994-96 asin 1974-76. These
data suggest that there was a sharp dlowdown in the rate of growth of college completion across cohorts that
began for cohorts entering the labor market in the late 1970s. Similar patterns are true for the U.K. and
Canada.

Figure 3 shows the evolution of our estimates of the log of the relative fraction of college versus high
school [abor in two representative age groups: 26-30 year olds (in Panel A) and 46-50 year olds (in Panel B).

As suggested by the datain Table 3, the graphs indicate an important difference between the trends in the

wage. Workers with higher levels of vocationa training have wages in between those of high school and
college graduates. We treat them like the "some college” group in the United States ( and divide them
between high school and college).  Workers with vocationa training in Canada are also treated like the
"some college" group since their wages are in between those of high school and college graduates.
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relative supply of college labor for younger versus older workers. For older workers, relative suppliestrended
upward fairly steadily over our entire sample period. For younger workers, however, relaive supplies
stagnated throughout the 1980s and 1990s.

To further investigate the trends in Figure 3, wefit model swith cohort and age effectsto dataon the
relative fraction of college workers by age group and year for each country. Consistent with the hypothesis
that educationa attainment of a cohort is fixed over time (apart from acommon aging effect), these moddls
fit very well, with R-squared coefficients exceeding 98 percent. The estimated cohort effects for the three
countriesareplotted in Figure4.2* In all three countries there was a positive inter-cohort trend in the relative
fraction of college educated workers for cohorts born before 1950. After the 1945-49 cohort educational
attainments actually declined somewhat in the U.S. and Canada, but continued to rise for five more yearsin
the U.K. before leveling off. The parallel movements in the U.S. and Canada are especiadly striking, and
suggest that whatever forces led to the dowdown in the inter-cohort trend in educational attainment were
common to the two nations.*®

Animportant feature of Figure 4 isthat the timing of the break in theinter-cohort trend in the relative
supply of college-educated labor coincides with the emergence of rising cohort effects in the college wage
premium. Among pre-1950 cohorts in the U.S. and Canada, college completion rates were rising and the
wage premium was stable. After the peak 1945-49 cohort, college completion rates stagnated and the wage
premium began to rise. The inter-cohort trend in the relative supply of highly-educated labor continued for

five years longer in the U.K. than in the U.S. or Canada. Interestingly, the 1950-54 cohort is assigned a

14The cohort effects are standardized to age 41-45.

15The 1945-49 cohort in the U.S. seems to have dightly higher educational attainment than would be
predicted given earlier and later cohorts and the pattern in Canada. This may be an effect of draft
avoidance behavior by men in this cohort, who entered college to avoid service during the Viet Nam war.
See Card and Lemieux (2000) for additional evidence and comparisons between men and women.
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negligible cohort effect in the third specification fit to U.K. datain Table 2. Thus the differencein timing in
the dowdown in educationa attainment between the U.K. and the U.S. (or Canada) is mirrored by the
difference in timing of the cohort effects in the smple descriptive modelsin Table 2. Taken asawhole, we
believe that the evidence in Tables 2 and 3 and Figures 2-4 is strongly suggestive of a causal link between
shiftsintherelative supply of college educated workersin post-1950 cohorts, and therisein therelativereturn
to a college degree for younger cohorts in the 1980s.

The steady inter-cohort trend in educationa attainment for pre-1950 cohorts also potentially explains
why earlier studies of the age-structure of the college wage gap have tended to ignore cohort effects.
Specificaly, Mincer (1974) argued against the inclusion of cohort effects on the basis that the human capital
earnings function provided a good fit to the data. His conclusion, based on data from the 1960 and 1970
Censuses, is consistent with the results in Table 2 for pre-1950 birth cohorts (columns 2, 5, and 8) which
show that models with only age and time effects provide arelatively good fit. Aswe noted earlier, equation
(8b) implies that the age structure of returns to college will be approximately constant over time if
[log(C,/H;,) Hog(C/H,)] is congtant, whichinturn will hold if age-group specific supplies of college-educated
labor arerising at a constant rate. As shown by Figures 3 and 4, this was roughly true until the late 1970s,
when post-1950 cohorts began to enter the labor market, causing a relative dowdown in the relative supply
of college labor for the youngest age group. In a modd with imperfect substitution across age groups, the
empirical success of the human capita earnings model until the mid-1970s can be explained by the roughly
constant inter-cohort trend in the relative supply of college educated labor. By the same token, the failure
of the mode in later data can be explained by the dowdown in educationa attainments among post-1950

cohorts.
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I11. The Effect of Cohort-Specific Supplies on the College Wage Premium

a. Basic Estimates

We now turn to the estimation of the effects of the relative supply of college educated workers on
the college high school wage gap. Table 4 presents a set of models for the first stage of our two-step
estimation procedure. Thefirst specification for each country regresses the age-group specific relative wage
premium on age and year effects, and the age-group specific relative supply index. The estimated effects
of the relative supply index are very similar across countries (in the range of 10.23to 10.17) and are fairly
precise. The estimates imply an eagticity of subgtitution between different age groups in the range of 4 to
6. Moreover, for the U.K. and Canadathe models provide arelatively good fit. The estimated year effects,
which absorb both the rlative technology shock (log(€&./&,)) and any effect of changing aggregate supply
([(1/6,) ¥ (1/6e)]log(C/H,) ) show apattern of steeply rising relative returnsin all three countries. The second
specification for each country takes out the unrestricted year effects and replaces themwith alinear trend.
Though the models with alinear trend term do not fit the data as well as the models with unrestricted year
effects, the estimates of the critica coefficient relating age-group specific relative supplies to age-group
specific college wage premiums remain relatively unchanged.

Table 5 presents estimates of the second stage model's (based on equation (8b)) that include both age-
group specific relative supplies of college labor, and the aggregate relative supply index.  The first
specification for each country ignores imperfect substitutability across age groups in the construction of the
aggregate supply index, and smply uses the weighted hours index developed by Katz and Murphy (1992),
induding both men and women in the construction of the index.'® The relative technology shock varigble
(log(e./&,,) ) is assumed to follow alinear trend. The results from this specification are very similar for the

United States and United Kingdom, and suggest that the elasticity of substitution between college and high

16\We obtain similar results when the index is constructed using men only.
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school labor equivaentsisin the range of 2 to 2.5.17 For Canada, on the other hand, the aggregate supply
vaiable has no significant effect. It is aso interesting to note that the estimates of 1/6, from the second
stage procedure are very close to the first stage estimates. The second specification for each country uses
an aggregate relative supply index that assumes imperfect substitution across age groups.*® Perhaps because
the estimated elasticities of substitution across age groups are relatively high, results based on thisindex are
very similar to results based on a simpler aggregate index that assumes perfect substitutability.

Although the estimates of 1/6, from the second stage procedure are very close to the first stage
estimates shown in Table 4, the fit of the second stage models is relatively poor, especidly for the U.S. and
U.K. Inspection of the year effects in the unrestricted models in columns 1 and 3 of Table 4 hints at the
source of the difficulty: controlling for age-group relative supplies and age effects, aggregate returns to
collegein the U.S. increased by about 1 percentage point ayear between 1959 and 1975, stagnated between
1975 and 1980, and jumped by 12 percentage points between 1980 and 1985 before returning to a steady
growth rate of 1 percent ayear after 1985. The evidence for the United Kingdom (column 3 of Table 4) is
even more telling: controlling for age-group relative supplies and age effects, aggregate returns to college
dropped between 1975 and 1980 before increasing sharply between 1980 and 1985. Thus, in both the U.S.
and the U.K., returns to college were sharply lower in 1980 than would be predicted by a smooth upward
trend, controlling for age-group-specific relative supplies of college labor. Unless the aggregate supply
variable exhibits a sharp surge in 1980 relative to its trend, the second stage model cannot account for the
relative dip in returns to college in 1980.

Figure 5 plots the aggregate relative supply indexes for the three countries usedin the second stage

7By comparison, Katz and Murphy (1992) report an estimate of 1/6¢ equa to 0.71, implying Og = 1.4.

18This supply index includes men only. We present results for men and women combined in the next
section. The estimates of 1/6,, are taken from the first specification for each country reported in Table 4.
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models. While the U.S. aggregate supply index grew at arelatively faster pace between 1970 and 1975, the
growth between 1975 and 1980 is close to the average growth rate from 1959 to 1995. In the United
Kingdom, the relative supply index grew relatively quickly between 1975 and 1980, but even more quickly
between 1980 and 1985. Thus, there is no indication of an unusua surge in the aggregate supply of college
labor in the late 1970s in either country. Based on this evidence, we conclude that shifts in the aggregate
supply of college workers cannot fully account for the dip in returns to college in 1980 in the U.S. and the
U.K., explaining some of the poor fit of the modelsin columns 2 and 5 of Table 5.

The third set of modelsin Table 5 (columns 3, 6 and 9) addresses the goodness of fit of the 1980 data
more directly by including a dummy variable for this year. The addition of a 1980 year effect improves the
fit of the U.S. modd, but also reduces the estimated effect of the aggregate supply index by 30 percent. For
the U.K., the modd with a 1980 year effect passes the goodness-of-fit test at standard significance levels
and yields a dightly larger estimate of the effect of the aggregate supply index. Overal, however, the
estimated el adticities of substitution between age and education groups are surprisingly stable across countries
and across specifications, with the exception of the estimate of 1/6 for Canada, which is very imprecisdy

estimated.1®

b. Alternative Specifications

We haveinvestigated the robustness of the findingsin Tables4 and 5 to several specification choices.
For the sake of brevity, we only present the results of these specification checks for the United States.
A firgt specification issue is the definition of the education groups used to compute the college-high

school wage gap. We believe that the earnings gap between workers with exactly a college degree and those

19Since aggregate relative supply essentialy follows alinear trend in Canada (see Figure 5), its effect
cannot separately be identified from the effect of the linear time trend. The large standard errors reflect
this identification problem.
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with exactly a high school degree is arelatively accurate gauge of the college premium because these two
groups have a fixed 4-year difference in schooling. An aternative measure that is sometimes used in the
literature is the wage gap between workers with 16 or more years of education and those with exactly ahigh
school degree. A potentia advantage of this alternative measureisthat it includesall college graduates, and
not just those who obtained exactly abachelor’ sdegree. A disadvantage isthat the mean level of schooling
among those with 16 or more years of education varies over time: this introduces an added source of
variation in the measured college wage gap.°

An even broader measure of the college-high school wage gap is obtained by computing average
wages for standardized units of "college labor" and "high school labor.” In Section I1.c we estimated the
supplies of the two education groups by combining weighted sums of the hours worked by different education
groups. Corresponding wage indexes can be obtained by dividing the total "high school wage bill" (the
earnings of high school graduates, high school dropouts, and an appropriate fraction of workers with some
college) by the total number of units of "high school labor,” and the tota college wage bill by the number of
units of "college labor.”

Columns 1 to 3 of Table 6 show second-stage estimation resultsfor our model s using these alternative
measures of the college high-school wage gap. The estimated effects of age group relative supplies are
somewhat smaller when the wage gap is defined more broadly (columns 2 and 3) than when we use the
narrower definition based on exactly college and exactly high school workers (column 1). In al cases,
however, the estimated effect is negative and highly significant.

A second specification issueisthe choice of sample period. Since our U.S. sample period is so much

20See Card-Lemieux (1999) for evidence that the fraction of college graduates who hold a post-
graduate degree has changed dramatically over time. For example, 41 percent of college graduates age
26 to 30 had post-graduate training in 1975. By 1995, this fraction had fallen to 22 percent for the same

age group.
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longer, the results may not be comparable to those based on shorter sample periods for the United Kingdom
and Canada. We investigate this issue in columns 4,5, and 6 of Table 6, which present some dternative
specifications fit to U.S. datafor 1975-96. Column 4 shows estimates for the base specification reported in
column 1, but restricted to the 1975-95 period. The estimated effect of age-group specific relative supplies
issimilar in the two sample periods (-0.209 for 1959-95 vs -0.237 for 1975-95).

Limiting the analysis to the 1975-95 has another advantage. Starting with the March 1976 survey
(earnings for 1975), the CPS collected information on weeks worked and usual hours per week during the
previous year. Thisinformation can be used to compute average hourly earningsfor al workers (not just full-
time workers), providing a broader wage index. Columns5 and 6 report estimated models fit to the college
high school wage gapsin hourly wagesfor al maleworkers. A comparison to the resultsin column 4 shows
very smilar estimates of the substitution elagticities. Moreover, themodel in column 6 (which includesa 1980
year effect) actualy provides a statistically acceptable fit. Note that the effect of the aggregate relative
upply varigbleisrelatively small for thislast model. Therdiability of this estimate is questionable, however,

given the difficulty of identifying an aggregate effect with only five time periods and a year effect for 1980.

A third specification issue is the use of age, rather than potentia |abor market experience, to define
cohorts. To investigate the effect of this choice, we re-estimated the college-high school wage gaps by
experience cohort, assuming that college-educated men enter the labor market on average about five years
later than men with only a high school degree* The resulting wage gaps are presented in Appendix Table
1. Until the mid-1970s, the college wage premium was relatively constant across experience cohorts, asis

assumed in the specification of a conventional human capital earnings function. Over the 1980s, however,

21Thus, college educated men age 26-30 are in the same experience cohort as high school educated
men age 21-25. The assumption of a 5-year gap was made mainly for convenience, to correspond to the
5-year observation intervals we use throughout this paper.
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the premium for newly entering workers rose quickly, while the premium for older cohortsremained relatively
constant. By the mid-1990s, the college premium for men with 1-10 years of experience was 58 percent
(versus 34 percent in 1975), while the premium for men with 26-35 years of experience was 43 percent
(versus 35 percent in 1975).

Columns 7 and 8 report estimates of second step models in which the dependent variable is the
college-high school wage gap for workers in different experience groups (relative supplies are defined
accordingly). These models are estimated for workers with 3 to 37 years of potential experience (ages 21
to 55 for high school graduates and 26 to 60 for college graduates). For the 1959-95 period (column 7) the
estimated effect of experience-group specific supplies of college-educated labor is rather small and only
margindly significant. For the 1975-1995 period, however, the estimated inverse substitution elasticity isvery
similar, whether groups are defined by experience (column 8) or age (column 4). Note, however, that the
statistical fit of the "experience’ models is considerably worse than for the age models, and that the
main parameters are less precisely estimated.

Animportant feature of the parameter estimatesin Table 6 istherelatively narrow range of estimates
for the effect of group-specific relative supplies. The inverse elasticity of substitution across age (or
experience) groups ranges from -0.13 to -0.24, which is very similar the range of estimates for the United
States, United Kingdom, and Canadareported in Table 5 (-0.17 to -0.23). The specification checksin Table
6 give us reasonable confidence that the elasticity of substitution across age groupsisin the range from 4 to
6.

Up to this point, we have focused exclusively on the evolution of the college wage gap for men. On
the one hand, we believe that thisfocusis appropriate, given inter-cohort changesin female labor supply that
have presumably affected the age profiles of earningsfor women in different education groups over the past

30 years. Inthe standard human capita earnings model, the college-high school wage gap at a given age
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isequal to the true college premium plusthe effect of the differencein labor market experience between high
school and college graduates of the same age. If women in younger cohorts accumulate more actual
experience per year of potential experience than older cohorts, this will increase the measured college-high
school wage even if the true college premiumisfixed. Secular changesin the age profile of the college-high
school wage gap may, therefore, be contaminated by these composition effects.

On the other hand, our focus on men only is only valid if men and women with similar age and
education are not substitutes in production. Thisis clearly a very strong assumption that warrants further
investigation, especidly in light of the relative rise in the educationa attainments of women over the 1980s.
A natural check on the robustness of the resultsisto re-estimate the models under the polar assumption that
men and women with similar age and education are perfect subgtitutes in production.

Table 7 presentsthe results from afew key modelsin which both male and female workers are used
to construct the college-high school wage gaps and the relative supply measures.?>  Column 1 presents a
model that includes only age and year effects. Asin the case for asmilar specification fit to data for men
only (column 1 of Table 2), the fit of thismodd ispoor. Thefit improves substantialy when cohort dummies
(for post-1950 cohorts) areincluded in column 2. The addition of these cohort dummies also reduces by about
one-hdf the estimated upward trend in the average college-high school wage gap captured by the year
effects.

The results from models that include relative supply variables are reported in columns 3t0 5.2 The

estimated effect of the age-group specific relative supply variableis stable at around -0.22 in all three models,

22K atz and Murphy (1992) dso rely implicitly on the assumption of perfect substitution to pool men and
women together in their analysis of the effect of aggregate relative supply on the college-high school

Wwage gap.

Zn dl three models, age group-specific relative supply is expressed in deviations relative to aggregate
relative supply, asin equation (8b).
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very close to the estimated effects for men only. The only substantia difference between these results and
those for men is that the effect of the aggregate relative supply index is larger for men and women (in the
-0.6 to -0.9 range) than for men only (range of -0.3 to -0.5 in Table 5). The results for a combined sample
of men and women suggest an eladticity of substitution between college and high school graduates in the
range of 1.1 to 1.6, which is similar to the estimate reported by Katz and Murphy (1992) who aso pool men
and women together.

We have performed several other specification checks that are not reported in the tables for sake
of brevity. In one set of results we examined the effect of changing unionization on measured wage
differentials between college and high school workers.?* Higtorically, trade unions have exerted an important
influence on the wage structure of adult male workers.?> Over the past two decades union coverage rates --
especiadly for younger, less well-educated men -- have fallen sharply in the United States (see, e.g., Card,
1998). Since union coverage is typicaly associated with a 15-20 percent wage premium for less well-
educated men, recent shiftsin unionization may have raised the college-high school wage gap among younger
workers.

Consistent with this prediction, wefind that the college-high school differentia in union coverage has
a positive effect on the college-high school wage gap (see Card and Lemieux (1999) for more details). We
also find, however, that including this variable in specifications like those in Table 5 only marginaly changes
the estimated effect of age-group specific relative supplies on the college-high school wage gap. Interestingly,
the same pattern of de-unionization among young and less-educated men holds in Canada, despite the fact

that the overadl unionization rate has declined much more dowly than in the United States (see DiNardo and

24See Fortin and Lemieux (1997) for areview of the effect of labor market ingtitutions on the wage
structure.

ZAnother potentially important |abor market ingtitution -- the minimum wage -- has relatively little
impact on male workers over age 25 with at least 12 years of education.
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Lemieux, 1997 and Riddell, 1993). Because of data limitations, however, it is difficult to estimate precisely

the effect of changes in union coverage on the college-high school wage gap in Canada.?®

c._Freeing-up the dasticity of substitution by education groups

A limitation of the model of section Il.ais that the elagticity of substitution across age groups (0,)
is assumed to be the same for college and high school workers. The mode is easily generalized by
introducing separate el agticities of subgtitution 6,,,, and 6, ¢ for high school and college workers, respectively.
Under the assumption that rel ative wages are equated to rel ative marginal products, equations (5) and (6) can
be used to derive a pair of wage determination equations:

(14a)  logWw",) =log(&y) +10g(a) + [(L/Oan)-(/0e)]log(H;’) 1 (1/6ap)l0g(H;) + €, and

(14b)  log(we,) = log(ey) +109(&) + [(1/6a0)-(1/Se)]10g(C/) T (1/6a)l0g(Cy) + €,

where H,” and C,’ are the same labor aggregates as in equations (1) and (2) except that the parameter ¢ is
now specific to each education group, and €', and €, are error terms that reflect specification and/or
sampling errors.

Equations (14a) and (14b) can be estimated separately to test whether the effect of the age-group
specific supplies (H;, and G,) are the same for college and high school graduates. The test is easily
implemented by noting that age and year effects absorb al the termsin these equations except the final ones.
OLS egtimates of equations (14a) and (14b) based on this idea are reported in column 1 of Table 8. As
expected, age group-specific supplies have a negative and significant effect of the level of both high school
and college wages. The inverse dagticity of substitution across age groups is smaller for college than high

school graduates (implying a higher degree of substitution across age groups for more highly educated

26Micro data on union coverage is only available in few specia surveys that provide only coarse
information on the age of individuals (10 year brackets). Therefore, it is not possible to construct precise
measure of unionization by 5-year age cohorts in Canada.
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workers), athough the difference is not statistically significant.

More efficient estimates are obtained by alowing for a possible correlation between the error terms
e, and €, . The resulting generalized least squares (GLS) estimates are reported in column 2 of Table 8.
As in column 1, the estimates are negative and significant. Unlike the results in column 1, however, the
implied elasticities are quite close, and both in the 5-6 range. Interestingly, the magnitude of these estimates
isfairly smilar to estimates obtained by Welch (1979) who finds that the effect of age-group specific supplies
on wages is 10.10 and 10.22 for high school and college graduates, respectively.?’” More recent work by
Juhn, Kim and Vella(1999) aso findsthat the age group-specific relative supply of college educated workers
has a negative effect on college wages.®

Column 3 presents the results from another specification that includes agexyear fixed effects. These
are introduced to control for unobserved factors that are common to both high school and college graduates
in the same year, and may be correlated with the age-specific supplies. For example, cohorts born after 1950
may have experienced unusually low levels of earnings even after controlling for other factors. If these
cohort effects in the level of wages are correlated with supplies, the OLS and GLS estimates will be
inconsistent.

The fixed effects estimates of the inverse substitution elasticity reported in column 3 are amost

2'These estimates are the "persistent” effects (Welch finds larger effects for entry cohorts) of cohort
size on weekly earnings of white males, controlling for part-time status. See Table 8 in Welch (1979).

28|t is difficult to compare our estimated eadticities to those of Juhn, Kim, and Vdla (1999) since, for
each cohort, they include both the relative supply of college workers and the share of the population that
has a college degree in their wage equations. The latter variable isincluded in an attempt to control for
changes in the “quality” of college workers induced by changes in the proportion of the population that
holds a college degree. In arelated paper, Rosenbaum (2000) concludes that part of the increase in the
college premium is attributable to changes in the skill composition of educational groups across cohorts.
These composition effects cannot explain, however, why the college premium increased faster for
younger than older workers, which is the main focus of our paper (see Appendix Tables1 and 2 in
Rosenbaum (2000)).
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identical for college and high school graduates, with implied elasticities of substitution around 5. Note that
these estimates are equivalent to the estimates that would be obtained by running OLS on the difference
between equations (14a) and (14b):

15 =R +d - (UOul0g(Cy) + (U6an)log(H;) + €, -€'y,

where the terms other than age-group specific supplies are absorbed by the age (l) and year (d) dummies.
The modelsthat we reported in Sections I 11.aand I11.b can, therefore, be interpreted as fixed effects models
for the wage levels. In our earlier estimateswe used the inverse sampling variances of the estimated returns
asweights. When we use asimilar weighting procedure for amodel that allows different coefficientson the
relative supplies of college and high school Iabor we obtain the results reported in column 4 of Table 8. Once
again, the estimated substitution effects areamost identical for college and high school workers. Theresults
also show that weighting has little effect on our estimates. In summary, we believe that there is compelling
evidence that the elasticity of substitution across age groups is about 5 for both college and high school

workers.

V. What caused the dowdown in the inter-cohort trend in educational attainment?

An important question raised by our findingsis what caused the dowdown in the inter-cohort trend
in college graduation rates that seems to have affected all three countries in our analysis? One possible
explanation that is suggested by the timing of the dowdown isthat cohorts at the peak of the baby boom were
"crowded out" of college. Figure 6 presents data on the relative numbers of births by 5-year age cohort for
the three countries. In the United States, for example, the 1950-54 cohort was about 13 percent bigger than
the 1945-49 cohort, while the 1955-59 cohort was 27 percent bigger. These comparisons suggest that the
U.S. college system would have had to continue expanding in the early 1970s if the peak baby boom cohorts

were to attend college at higher rates than the 1945-49 cohort (and maintain the rising trend set by earlier
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cohorts). Moreover, female college attendance rates were rising, leading to even greater competition for
college dotsinthe 1970s. A potentialy attractive feature of the “cohort crowding” hypothesis is that the
United States, Canada, and the United Kingdom all experienced baby booms in the 1950s — thus, this
hypothesis may be able to explain the smilarity of the dowdowns in all three countries.

A closer look at the dataiin Figure 6, however showsthat the baby boomswere not exactly the same
in the three countries. In particular, although the patterns of birthswere very similar inthe U.S. and Canada.,
the U.K., had a bigger surge in births right after World War 1. Moreover, compared to Canada and the
United States, the baby boom peaked five years later in the U.K., and the “baby bust” arrived about five
years later. Interestingly, the dowdown in educational attainment occurred five years later in the U.K. too
(see Figure 4). The coincidence of timing between the peak of the baby boom and the break in the inter-
cohort trend in educationa attainment highlights the potential role of cohort size as an explanation for inter-
cohort trends in relative supply.

We have explored this explanation in more detail for the United Statesin Card and Lemieux (2000).
Using interstate variation in the growth rates of the population of different age groups, wefind that the cohort
gze effects can explain as much as one-quarter of theinter-cohort slowdown in educationa attainment. We
have also explored the role of other factors linked to family background such as inter-cohort changes in
parents education but found that these factors cannot explain much of the slowdown.

Another possible explanation for the dowdown in the educationd attainment of post-1950 U.S.
cohortsisthat the return to college waslow in the 1970s when these cohorts had to decide whether to attend
college (see Freeman, 1976). The problemwith thisexplanation isthat, in light of the extremely high returns
to college of the late 1980s, college attendance rates should have increased dramatically for cohorts bornin

the late 1960s. Figure 4 shows, however, that the education attainment for this cohort isthe same asfor men
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born 20 yearsearlier.?® The prolonged stagnation in the educationa attainment of U.S. men remainsapuzzle

in light of the dramatic rise in returns to college for young men in the 1980s and 1990s.

Concluding Comments:

This paper is motivated by the observation that the college-high school wage gaps of different age
groups have not moved together over the past two decades. In particular, the college premium for younger
workers in the United States and the United Kingdom has risen substantially, while the premium for older
workers is about the same today as it was in the mid-1970s. The college high school wage gap for young
workersdid not rise as dramatically in Canada, but the gap for older Canadian men declined substantially over
the 1980s. Inall three countries, the relative age structure of the college premium hasthus shifted in the same
direction.

Using a mode that incorporates imperfect substitution between similarly educated workers in
different age groups, we argue that this shifting structure can be largely explained by acombination of cohort-
specific relative supplies of college-equivalent labor and steady rises in the relative productivity of college
workers (i.e., a constant rate of skill-biased technical change). Within this framework, the increase in the
college-high school wage gap over the past two decades is attributable to steadily rising relative demand for
college-educated labor, coupled with a dramatic owdown in the rate of growth of the relative supply of
college educated workers. Thisvery simple mode provides a unifying explanation for the observed changes
in the college wage premium in al three countries. Moreover, estimates of the underlying technology
parameters for the three countries are generally similar. The success of this explanation is remarkable in

view of the very different levels of educational attainment in the three countries, and the fact that the average

29|n Card and Lemieux (2000) we show that college entry rates among male high school seniors are
about the same today as in the late 1960s.
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college wage premium has trended differently in the U.S., Canada, and the U.K.
A key issuefor future research isto understand the sources of the dowdown in the inter-cohort trend
in educational attainment that has affected the post-1950 cohortsin al three countries. Our results suggest
that if cohorts born after 1950 had been able to maintain the trend set by earlier cohorts, educational levels

would be higher today, and the college wage premium would be lower.
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Data Appendix
a._Wage Data

United States

The wage gapsin Table 1 are based on samples of men in the 1960 Census and the March CPS.
The 1959 data are drawn from the 1960 Census, the 1969-71 data are drawn from the March 1970-72
CPS; the 1974-76 data are drawn from the March 1975-77 CPS; the 1979-81 data are drawn from the
March 1980-82 CPS; the 1984-86 data and drawn from the 1985-87 CPS; the 1989-91 data are drawn
from the March 1990-92 CPS; and the 1994-96 data are drawn from the 1995-97 CPS. The CPS
samples for “year t” (t=1970, 1975, 1980, 1985, 1990, 1995) include men who were age 26-60 in t, plus
men who were 25 to 59 in t-1; plus men who were 27 to 61 in t+1. Weekly wages of full-time workers
are formed by dividing annua wage and salary earnings by an imputed measure of weeks worked during
the previous years for individuals who worked full-time in the week prior to the survey (or census) week.

This choice of awage measure is dictated by the need to have a measure as close as possible to
an hourly price of labor that is consistently measured between 1959 and 1996. We use an imputed
measure of weeks worked (10 for 1-13 weeks category; 22 for 14-22 weeks category; 35 for 27-39
weeks category; 45 for 40-47 weeks category; 48.5 for 48-49 weeks category; 52 for 50-52 weeks
category) since the exact number of weeks worked is not available in the 1960 Census or in the CPS prior
t0 1976. We use hours worked in the week prior to the survey (or census) week as afilter for full-time
work in the previous year because the 1960 Census does not contain information on hours of work (or
full-time status) during the previous year. We use the CPI to deflate all wages to 1989 dollars.
Individuals whose earnings are less than $50.00 per week in 1989 dollars are excluded.

The wage gaps are estimated in separate regression models for each cohort in each “year”,
using samples of men with exactly a high school or exactly a college degree. For the 1960 Census and
the CPS prior to 1992, workers with 12 years of completed education are classified as high school
graduates, while workers with exactly 16 years of completed education are classified as college
graduates. For the 1992 and 1995-97 CPS samples, workers with either a 12" grade and no diploma, or
ahigh school diploma or equivaent (GED) are classified as high school graduates, workers with a
bachelor’s degree are classified as college graduates. Each model includes a dummy for college
graduates, alinear age term, an indicator for nonwhite race, and dummies for which CPS sample the
observation was drawn from. For the 1960 Census sample, each modd includes a dummy for college
graduates, alinear age term, and an indicator for nonwhite race. The inverse of the estimated variance of
the coefficient on the dummy for college graduates is used as weight in the models reported in the paper.
An identical procedure is used to compute the wage gaps for women. The wage gaps for men and
women together (used in Table 8) are weighted averages of the gaps for men and for women, where the
weights used are the inverse of the estimated variances.

A smilar procedure is used to compute the wage gaps by experience groups reported in
Appendix Table 1, except that the regression models for each experience group include a linear
experience instead of alinear age term. In the case where hourly wages are used (Table 6), hourly
wages are formed by dividing annual wage and salary earnings by the product of weeks worked during
the year and usual hours per week. Individuals whose wages are less than $2.00 per hour or more than
$150 per hour in 1989 dallars are excluded.



Canada

The wage gaps in Table 1 are based on samples of men in the 1981, 1986, 1991, and 1996
Censuses. The Census samples for “year t” (t=1980, 1985, 1990, 1995) include men who were age 26-
60 in that year. Weekly wages of full-time workers are formed by dividing annual wage and salary
earnings by weeks worked during the previous year for individuas who worked full-time in the previous
year. Thisisadightly more precise measure of wages than in United States since we are using the
actual number of weeks (as opposed to an imputed measure) and part-time status during the previous
year (as opposed to afilter based on hours worked in the previous week). We obtain very similar results,
however, when we construct a measure of weekly wages for full-time workers more directly comparable
to the one used for the United States. We use the Canadian CPI to deflate all wagesto 1989 dollars.
Individuals whose earnings are less than CAN$50.00 per week in 1989 dollars are excluded.

The wage gaps are estimated in separate regression models for each cohort in each “year”,
using samples of men with exactly a"high school degree" or exactly a university bachelor's degree
(equivdent of U.S. workers with exactly a college degree). Each mode includes a dummy for a"college
graduates’ and a linear age term. The inverse of the estimated variance of the coefficient on the dummy
for college graduates is used as weight in the models reported in the paper.

United Kingdom

The wage gapsin Table 1 are based on samples of men in the 1974-96 GHS. Because of the
relatively small size of the GHS samples (compared to the CPS or the U.S. and Canadian censuses), al
the years of data are used to increase the precision of the estimates. The samples used for the five time
periods are the 1974-77, 1978-82, 1983-87, 1988-92, and 1993-96 GHS. The GHS samples for “year t”
(t=1975, 1980, 1985, 1990, 1995) include men who were age 26-60 in t, plus men who were 25to 59 in t-
1; plus men who were 24 to 58 in t-2; plus men who were 27 to 61 in t+1; plus men who were 28 to 62 in
t+2. We use average weekly wages reported in the GHS as our measure of earnings. We use the CPI
for the United Kingdom to deflate all wages to 1989 pounds. Individuals whose earnings are less than
£15.00 per week in 1989 pounds are excluded.

The wage gaps are estimated in separate regression models for each cohort in each “year”,
using samples of men with a university degree (equivalent of U.S. college graduates) and a A- or O-level
degree. Weinclude as O-level qualifications those with 5 or more O-level exams, plus those with 1-4 O-
level exams. Unlike the case of the United States and Canada, we pool al university graduates together
(those with exactly or more than a university degree) to get larger samples. Sample sizeis acritical issue
in the U.K. given the small fraction of university graduates (see Table 3) and the relative small size of the
GHS samples. Each model includes a dummy for university graduates, a linear age term, and dummies
for which GHS sample the observation was drawn from. The inverse of the estimated variance of the
coefficient on the dummy for college graduates is used as weight in the models reported in the paper.



b. Relative supply measures

United Sates

U.S. workers are divided in five education groups for the purpose of computing the relative supply
mesasures. high school dropouts, high school graduates, workers with some college, college graduates, and
workers with a post-graduate degree. The definition of high school and college graduates are the same as
in the case of the wage gaps above. In the 1960 Census and the CPS before 1992, workers with 11 years
or less of completed education are classified as “high school dropouts’; workers with 13 to 15 years of
completed education are classified as "some college”; workers with 17 years or more of education are
classified as "college post-graduates’. In the CPS after 1991, workers with an 11" grade completed or
less are classified as "high school dropouts'; workers with some college and no degree, or with an
associate degree (occupational/vocational or academic program) are classified as "some college’;
workers with master's, professional school, or doctorate degrees are classified as "college post-
graduates’.

As mentioned in the text, we construct the relative supplies by summing up yearly hours of work
of al workers (self-employed and wage and salary earners). Y early hours of work are obtained by
multiplying (imputed) weeks of work by 40 for full-time workers, and by 20 for part-time workers. Total
supply of high-school and college labor are weighted sums of hours worked by the different groups.
Workers with "some college" are split between the "high school” and "college" categories on the basis of
their relative wages, while "high school dropouts’ are included in the "high school” category (with their
hours weighted by their wage relative to high school graduates), and " college postgraduates’ are included
in the "college" category (with their hours weighted by their wage relative to college graduates).

Canada

Canadian workers are divided in six education groups for the purpose of computing the relative
supply measures. The four education groups other than "high school" and "college" graduates defined
above are: workers who report no degree, certificate or diplomain the Census (classified as "high school
dropouts"); workers with a trade certificate or diploma (classified as "vocationa degree"); workers with a
university certificate or diploma below bachelor level or workers with non-university certificate or diploma
other than trade (classified as "some college"); workers with any university degree, certificate, or diploma
above bachelor level (classified as "college post-graduates’). Asinthe U.S,, relative supplies are
obtained by summing up yearly hours of work of al workers (self-employed and wage and salary
earners). Yearly hours of work are obtained by multiplying (imputed) weeks of work by 40 for full-time
workers, and by 20 for part-time workers. Tota supply of high-school and college labor are weighted
sums of hours worked by the different groups. Workers with "some college" or with a"vocationa
degree” are split between the "high school" and "college” categories on the basis of their relative wages,
while "high school dropouts’ are included in the "high school” category (with their hours weighted by their
wage relative to high school graduates), and "college postgraduates' are included in the "college" category
(with their hours weighted by their wage relative to college graduates).

United Kingdom

U.K. workers are divided in six education groups for the purpose of computing the relative supply
measures. In additional to the "high school” and "college" graduates defined above, we classify workers
with no degree as "high school dropouts’. We aso classify workers with vocationd training into three
educeation groups: those with "higher”, "medium" and "lower" level vocationa training.
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Since the GHS isa"point-in-time" survey, we construct the relative supplies by summing up
weekly hours of work of all workers (self-employed and wage and sdlary earners). Tota supply of "high-
school” and "college” labor are weighted sums of hours worked by the different groups. Workers with
"higher" level vocationd training are split between the "high school” and "college” categories on the basis
of their relative wages, while "high school dropouts’ and workers with lower and medium levels of
vocationa training are treated as "high school graduates' (with their hours weighted by their wage relative
to high school graduates).



Tabl e 1: Coll ege Hi gh Schoo

Wage Differentials by Age and Year

Age Range
26- 30 31-35 36-40 41- 45 46- 50 51-55 56- 60
A. United States
1959 0. 136 0. 268 0. 333 0. 349 0. 364 0. 379 0. 362
(0.007) (0.007) (0.008) (0.011) (0.013) (0.016) (0.021)
1969-71 0.193 0.272 0. 353 0. 382 0. 360 0. 378 0.371
(0.013) (0.015) (0.015) (0.016) (0.018) (0.022) (0.028)
1974-76 0. 099 0. 225 0. 310 0. 355 0. 366 0. 369 0. 363
(0.012) (0.014) (0.017) (0.018) (0.019) (0.020) (0.028)
1979- 81 0.111 0. 180 0. 265 0.281 0. 336 0. 349 0. 355
(0.011) (0.012) (0.015) (0.017) (0.017) (0.018) (0.021)
1984- 86 0. 275 0. 315 0. 324 0. 378 0.402 0.433 0.401
(0.012) (0.012) (0.014) (0.017) (0.020) (0.021) (0.025)
1989-91 0.331 0. 410 0. 392 0. 395 0.381 0. 357 0.461
(0.012) (0.013) (0.014) (0.015) (0.018) (0.022) (0.025)
1994- 96 0. 346 0.479 0.482 0. 443 0. 407 0. 384 0.421
(0.014) (0.014) (0.015) (0.017) (0.017) (0.023) (0.030)
B. United Kingdom
1974-77 0.172 0.323 0. 267 0. 338 0. 340 0.371 0. 455
(0.026) (0.034) (0.046) (0.049) (0.057) (0.059) (0.086)
1978- 82 0. 103 0.173 0. 267 0.278 0. 259 0. 325 0.331
(0.020) (0.022) (0.034) (0.032) (0.040) (0.047) (0.056)
1983- 87 0.193 0. 154 0. 300 0.234 0. 292 0. 330 0.420
(0.022) (0.025) (0.029) (0.039) (0.048) (0.054) (0.064)
1988-92 0.272 0. 304 0. 306 0.284 0. 292 0. 392 0. 393
(0.025) (0.029) (0.031) (0.035) (0.047) (0.049) (0.075)
1993- 96 0. 306 0. 369 0. 352 0. 318 0. 325 0. 285 0. 337
(0.032) (0.032) (0.037) (0.038) (0.046) (0.066) (0.095)
C. Canada
1980 0. 095 0. 182 0. 256 0. 297 0.291 0. 393 0. 366
(0.012) (0.014) (0.017) (0.024) (0.028) (0.031) (0.035)
1985 0. 115 0.214 0.279 0. 263 0. 327 0. 356 0.433
(0.014) (0.014) (0.015) (0.018) (0.026) (0.030) (0.035)
1990 0. 146 0. 253 0. 263 0.279 0. 297 0. 337 0. 349



(0.011) (0.011) (0.012) (0.013) (0.018) (0.023) (0.031)

1995 0. 151 0.304 0.299 0.271 0.297 0. 285 0. 320
(0.012) (0.012) (0.013) (0.014) (0.015) (0.020) (0.034)

See notes on next page.
Notes to Table 1.

Standard errors in parentheses. The elenments of the table are as foll ows:

US: The table entries are estimtes of the difference in nean | og weekly
earni ngs between full-tine individuals with 16 and 12 years of education in
the indicated years and age range. Sanples contain a rolling age group. For
exanpl e, the 26-30 year old group in the 1979-81 sanple includes individuals
25-29 in 1979, 26-30 in 1980, and 27-31 in 1981

U. K : The table entries are estimtes of the difference in nean | og weekly
wage between U. K. nmen with a university education or nore versus those with
only A-level or Olevel qualifications. Sanples contain a rolling age group
For exanple, the 26-30 year old group in the 1978-82 sanpl e includes

i ndi viduals 24-28 in 1978, 25-29 in 1979, 26-30 in 1980, 27-31 in 1981, and
28-32 in 1982.

Canada: The table entries are estimates of the difference in mean | og weekly
earni ngs between full-tinme Canadian nmen with a bachelor’s degree (but no post-
graduate degree) versus those with only a high school degree.



Tabl e 2: Deconpositions of College-H gh School Wage Differentials by Age and Year into Cohort, Age, and Tine
Effects

United States United Ki ngdom Canada
No 10 A dest 10 A dest No 7 A dest 7 A dest No 6 O dest 6 O dest
Cohor t Cohorts Coh. Eff. Cohort Cohorts Coh. Eff. Cohort Cohorts Coh. Eff.
Ef fects Only Same Ef fects Only Same Ef fects Only Same
Year Effects

1970 0. 026 0.020 0.020 - - - - - - - - - - - -
(0.021)  (0.010)  (0.009)

1975 -0. 020 -0. 024 -0. 024 0. 000 0. 000 0. 000 -- -- --
(0.021) (0.010) (0.009)

1980 - 0. 049 -0. 060 -0. 062 -0.077 -0. 086 -0.076 0. 000 0. 000 0. 000
(0.019) (0.011) (0.009) (0.026) (0.021) (0.018)

1985 0. 058 0. 017 0. 015 -0. 045 - 0. 057 -0. 069 0. 020 0. 007 -0. 004
(0.020) (0.013) (0.010) (0.027) (0.025) (0.021) (0.019) (0.017) (0.013)

1990 0. 099 0.022 0.022 0.021 -0.041 -0. 037 0.031 -0.011 -0. 025
(0.020) (0.015)  (0.011) (0.028) (0.028) (0.025) (0.017) (0.018)  (0.016)

1995 0. 141 0.024 0.034 0. 051 -0. 060 -0.039 0. 043 -0.038 -0.039

(0.021)  (0.019)  (0.014) (0.030) (0.038)  (0.031) (0.017)  (0.021)  (0.021)

Cohort Effects:

1950- 54 -- -- 0. 040 -- -- -0. 009 -- -- 0. 028
(0.011) (0.019) (0.015)
1955-59 -- -- 0.124 -- -- 0. 075 -- -- 0.076
(0.013) (0.025) (0.021)
1960- 64 -- -- 0.178 -- -- 0.134 -- -- 0.133
(0.016) (0.032) (0.027)
1964- 69 -- -- 0.175 -- -- 0.162 -- -- 0.142
(0.024) (0.046) (0.036)
Degrees of Freedom 36 26 32 24 14 20 18 9 14
Chi - squar ed 295.01 48. 84 51. 09 48. 31 10. 76 15. 33 66. 06 12.00 20.51
(p-val ue) (0.00) (0.00) (0.02) (0.00) (0.70) (0.76) (0.00) (0.21) (0.11)

R- squar ed 0. 87 0. 97 0.98 0.77 0. 85 0.92 0. 89 0. 90 0. 97




Not es: Standard errors in parentheses. Mddels are fit by weighted | east squares to the age-group by year
col | ege-hi gh school wage gaps shown in Table 1. Wights are inverse sanpling variances of the estimated
wage gaps. All nodels include age effects. For the United States and the United Kingdom the years

i ndi cated when reporting the estimated year effects are the mid-points of the year intervals shown in Table
1.



Tabl e 3: Coll ege Conpletion Rates by Age and Year,

Adul t Men

Age G oup:

26- 30 31-35 36-40 41-45 46- 50 51-55 56- 60
A. United States
1959 0. 150 0. 146 0.122 0. 096 0. 084 0. 081 0. 067
1969-71 0. 210 0.198 0.189 0. 166 0. 146 0.119 0.100
1974-76 0. 275 0. 263 0. 217 0.211 0.174 0. 149 0.122
1979-81 0. 249 0. 306 0. 267 0. 239 0. 217 0.199 0.171
1984- 86 0. 238 0.281 0. 323 0. 284 0. 248 0. 225 0.194
1989-91 0. 237 0.241 0.291 0. 324 0. 288 0. 248 0.228
1994- 96 0. 261 0. 257 0. 259 0. 294 0. 339 0. 290 0. 253
B. United Kingdom
1974-77 0. 089 0.082 0. 067 0. 064 0. 046 0. 051 0. 037
1978- 82 0. 108 0. 094 0. 087 0.076 0. 061 0. 063 0. 043
1983- 87 0.125 0.125 0.118 0.103 0. 086 0.073 0. 068
1988-92 0.112 0.129 0. 140 0.127 0. 115 0. 098 0. 085
1993- 96 0.128 0. 145 0. 148 0. 147 0.137 0.102 0. 091
C. Canada
1980 0. 167 0. 190 0. 180 0.132 0.102 0. 093 0. 092
1985 0. 150 0.182 0. 200 0.183 0. 145 0. 109 0. 099
1990 0.164 0.169 0. 195 0. 210 0.188 0. 144 0.120
1995 0. 202 0.188 0. 180 0. 203 0.220 0.197 0. 157
Notes: see notes to Table 1



Table 4: Estimated Models for the College-H gh School Wage Gap, By Cohort and
Year .

United States Uni t ed Ki ngdom Canada
(1) (2) (3) (4) (5) (6)
Age-group specific -0.203 -0. 265 -0. 233 -0. 261 -0. 165 -0.161
relative supply (0.019) (0.026) (0.058) (0.071) (0.042) (0.040)
Trend - - 0.012 - - 0. 013 - - 0. 006
(0.001) (0.003) (0.001)
Year Effects:
1970 0.104 - - - - - - - - - -
(0.012)
1975 0.124 - - 0.0 - - - - —
(0.017)
1980 0.129 - - -0.032 - - 0.0 - -
(0.019) (0.023)
1985 0. 255 - - 0. 060 - - 0. 029 - -
(0.020) (0.034) (0.014)
1990 0. 301 - - 0. 149 - - 0. 054 - -
(0.021) (0.039) (0.014)
1995 0. 365 - - 0. 199 - - 0. 089 - -
(0.023) (0.044) (0.017)
Degrees of Freedom 35 40 23 26 17 19
Chi - squar ed 66. 62 209. 34 25.78 52. 03 35. 00 35. 68
(p-val ue) (0.00) (0.00) (0.31) (0.00) (0.01) (0.01)
R- squar ed 0. 87 0.97 0. 86 0.72 0.94 0.94

Not es: Standard errors in parentheses. Mddels are fit by weighted | east
squares to the age-group by year college-high school wage gaps shown in Table
1. Weights are inverse sanpling variances of the estinmated wage gaps. Al
nodel s include age effects. For the United States and the United Kingdom the
years indicated when reporting the estinmated year effects are the md-points
of the year intervals shown in Table 1.



Tabl e 5: Models for the Coll ege-H gh School Wage Gap, By Cohort and Year
United States United Ki ngdom Canada
(1) (2) (3) (4) (5) (6) (7) (8) (9)
Age-group specific -0.202 -0. 209 -0. 208 -0. 233 -0. 233 -0. 233 -0. 166 -0. 165 -0. 165
Rel ative supply (0.026) (0.025) (0.019) (0.078) (0.078) (0.059) (0.041) (0.041) (0.042)
Trend 0. 017 0. 020 0. 015 0. 021 0.018 0. 020 -0.001 -0. 002 -0. 006
(0.002) (0.002) (0.002) (0.007) (0.006) (0.005) (0.007) (0.015) (0.024)
1980 dumy -- -- -0. 057 -- -- -0.073 -- -- -0. 006
(0.011) (0.016) (0.026)
Kat z- Mur phy Aggr. -0.414 -- -- -0. 466 -- -- 0. 069 -- --
Supply | ndex (0.047) (0. 156) (0.247)
Aggr. Supply I ndex -- -0. 483 -0. 327 -- -0. 340 -0.416 -- 0.134 0. 275
for Men with | nper- (0.053) (0.051) (0. 114) (0.087) (0.547) (0. 826)
fect Substitution
Across Age G oups
Degrees of Freedom 39 39 38 25 25 24 18 18 17
Chi - squar ed 143. 05 138. 02 81.01 50. 39 50. 47 27. 34 35.08 35.12 35.00
(p-val ue) (0.00) (0.00) (0.00) (0.00) (0.00) (0.29) (0.01) (0.01) (0.01)
R- squar ed 0.94 0. 95 0. 96 0.73 0.73 0. 86 0.94 0.94 0.94

Not es: Standard errors in parentheses. Mdels are fit

col | ege-hi gh school wage gaps shown in Table 1.
wage gaps. All nodels include age effects.

by wei ghted | east squares to the age-group by year
Wei ghts are inverse sanpling variances of the estimted



Tabl e 6: Robustness of the results to alternative neasures of the College-H gh School Wage Gap, United
States

Wage Gap by Age Group Wage Gap by Experience
1959- 95 1975-95 1959- 95 1975-95
Col | ege Coll + Coll “labor”™ AWE of Aver age hourly
vs HS vs HS vs HS “labor” FT wkrs Ear ni ngs
(1) (2) (3) (4) (5) (6) (7) (8)
Age- group -0. 209 -0. 157 -0.125 -0.237 -0.218 -0.213 -0. 107 -0.232
rel. supply (0.023) (0.023) (0.020) (0.033) (0.035) (0.018) (0.048) (0.094)
Aggr egat e - 0. 483 -0.562 -0.426 -0.355 - 0. 400 -0.161 -0.618 -0.234
supply (0.053) (0. 056) (0.042) (0.135) (0.146) (0.069) (0.103) (0. 295)
i ndex
Trend 0. 020 0. 026 0. 020 0. 017 0. 017 0. 009 0. 024 0. 015
(0.002) (0.002) (0.002) (0.004) (0.004) (0.002) (0.004) (0.007)
1980 dummy -- -- -- -- -- -0.070 -- --
(0.008)
Degr ees of 39 39 39 25 25 24 39 25
Freedom
Chi -squared 132.02 157.91 103. 43 124. 66 30. 57 398.91 301. 56
(p-val ue) (0.00) (0.00) (0.00) (0.00) (0. 16) (0.00) (0.00)
R- squar ed 0.95 0. 96 0.95 0.93 0.91 0.94 0.73 0.76

Notes: Standard errorsin parentheses. Models arefit by weighted least squares. In columns (5) and (6) the wage gap is measured using average hourly earnings
for all workers; in al other models, the wage gap is measured using average weekly earnings for full-time workers. The wage gap measure used in column (2) is
the log wage difference between workers with a college or a post-graduate degree, and workers with exactly a high school degree. The wage gap measure used in
columns (3) is obtained from the ratio of the average wage of all “college” workers (wage hill of college workers divided by the number of units of college labor) to
the wage of all “high school” workers (see the text for more detail). The wage gap used in columns (5) and (6) is the log wage difference between workers with
exactly a college degree and workers with exactly ahigh school degree. The wage gapsin columns (7) and (8) represent the wage difference between college and
high school workers with the same level of potential labor market experience. Only workerswith 3 to 37 years of experience (grouped in five year categories) are
used in the estimation. In all other columns, the wage gaps represent the wage difference between college and high school workers of the same age. Seven age
groups (26-30 to 56-60) are used in the estimation (seven experience groups in columns (7) and (8)).



Table 7: Mddels for the Coll ege-H gh School Wage Gap for Men and Wonen in the
United States, By Cohort and Year
(1) (2) (3) (4) (3)
Age group-specific - - - - -0.221 -0.230 -0.223
Rel ative Supply (0.020) (0.031) (0.022)
Aggregate Supply I ndex - - - - - - -0. 865 -0.628
(Men and Wonen) (0.091) (0.074)
Time Trend - - - - -- 0. 035 0. 027
(0.003) 0. 003
Year Effects:
1970 0. 037 0. 033 0.034 -- --
(0.019) (0.009) (0.009)
1975 -0. 009 -0.010 -0.001 - - --
(0.019) (0.008) (0.009)
1980 -0.035 -0. 045 -0.028 -- -0. 057
(0.017) (0.008) (0.008) (0.009)
1985 0. 061 0. 025 0. 058 -- --
(0.017) (0.009) (0.008)
1990 0.124 0. 058 0.112 -- --
(0.017) (0.009) (0.008)
1995 0.174 0. 087 0. 161 -- --
(0.018) (0.011) (0.009)
Cohort Effects:
1950- 54 -- 0. 033 -- -- --
(0.009)
1955-59 -- 0. 106 -- -- --
(0.011)
1960- 64 - - 0. 145 -- -- --
(0.013)
1965- 69 -- 0.133 -- -- --
(0.019)
Degrees of freedom 36 32 35 39 38
Chi - squar ed 331.80 56. 31 73.91 194. 42 93. 46
(P-val ue) (0.00) (0.01) (0.00) (0.00) (0.00)
R- squar ed 0. 89 0.98 0.98 0.94 0.97




Notes: Standard errors in parentheses. Mdel are fit by weighted | east
squares to the age-group by year coll ege-high school wage gaps. Wights are

i nverse sanpling variances of the esti mtes wage gaps. All nodels include age
effects.



Table 8: Mddels with Different Elasticities of Substitution by Education
Level, United States.

Esti mati on Met hod: aLs as Fi xed Fi xed
Ef fects Ef fects
(1) (2) (3) (4)

Ef fect of HS -0.183 -0.178 -0.211 -0. 201
supply on (0.030) (0.026) (0.028) (0.027)
HS wages

Ef fect of college -0.119 -0.176 -0. 210 -0. 204
supply on (0.035) (0.030) (0.030) (0.023)

col | ege wages

Wei ghted by inverse No No No Yes
sanpl e vari ance of
col | ege- hs wage gap

Not es: Standard errors in parentheses. Al the nodels are estinmated for 98
agexyear xeducati on groups from 1959 to 1995 (7 age groups, 26-30 to 56-60, 7
years, 1959 to 1995, and two education groups, high school and college). The
dependent variable is the nean | og average weekly wage for full-tinme workers
in the group. Only workers with exactly a high school degree or exactly a
col |l ege degree are used to construct nean wages. All nodels also include a
set of age and year effects fully interacted with a dumry variable for coll ege
status. In the OLS estimates reported in colum 1, the regression error is
assunmed to be uncorrel ated across agexyear xcol | ege groups. In colum 2, a
possible correlation is introduced between the error terns of agexyear groups
with a high school and a college degree. In colums 3 and 4, a full set of
agexyear dumm es is included in the nodels.



Appendi x Table 1: Coll ege Hi gh School Differentials by Experience and Year
United States

Experi ence Range

3-7 8-12 13-17 18- 22 23-27 28-32 33-37

1959 0. 406 0. 365 0.392 0.367 0.347 0. 370 0.339
(0.008) (0.007) (0.008) (0.010) (0.012) (0.015) (0.019)

1969- 71 0. 400 0. 358 0. 406 0. 402 0. 358 0.347 0.341
(0.015) (0.015) (0.016) (0.016) (0.018) (0.022) (0.027)

1974- 76 0.326 0.362 0.351 0. 366 0.384 0.354 0.311
(0.013) (0.014) (0.016) (0.018) (0.018) (0.020) (0.025)

1979- 81 0.331 0. 306 0.352 0.302 0. 360 0.337 0.323
(0.012) (0.012) (0.014) (0.016) (0.017) (0.018) (0.021)

1984- 86 0.566  0.433  0.439  0.433  0.430  0.420  0.391
(0.012) (0.012) (0.013) (0.017) (0.019) (0.022) (0.023)

1989- 91 0.557 0.546 0. 471 0. 472 0. 452 0.343 0. 394
(0.013) (0.013) (0.013) (0.014) (0.017) (0.021) (0.024)

1994- 96 0.570 0.594 0.618 0. 458 0.484 0. 401 0.394
(0.015) (0.014) (0.014) (0.015) (0.017) (0.021) (0.027)

Not es: Standard errors in parentheses. Elenents of the table are estimtes of
the difference in nean | og weekly earnings between full-tine individuals with
16 and 12 years of education in the indicated years and experience range.
Potential |abor market experience is defined as age-18 for high school
graduates, and age-23 for college graduates. Thus, the experience groups
reported in the table correspond to the age groups used in other tables. For
exanpl e, college workers with 3 to 7 years of experience are age 26 to 30.
Sanples contain a rolling age (or experience) group. For exanple, workers
with 3-7 years of experience in the 1979-81 sanple includes individuals with
2-6 years of experience in 1979, 3-7 years of experience in 1980, and 4-8

years of experience
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Figure 2: Age Profiles of the Coll ege-Hi gh School
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Figure 3: Age-G oup Specific Relative Supplies of College-Educated Labor
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Figure 4. Relative Supply of College-Educated Wrkers by Cohort
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Figure 5: Aggregate Rel ative Supply Index for Men
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Figure 6: Nunmber of Births by Cohort: United States, United Ki ngdom and
Canada
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