NBER WORKING PAPER SERIES

INFLATION DYNAMICS:
A STRUCTURAL ECONOMETRIC ANALY SIS

Jordi Gdli
Mark Gertler

Working Paper 7551
http://mww.nber.org/papersw 7551

NATIONAL BUREAU OF ECONOMIC RESEARCH
1050 Massachusetts Avenue
Cambridge, MA 02138
February 2000

The authors thank participants at the IME-SNB Gerzensee Conference on “The Return of the Phillips Curve,
NBER Summer Institute and ME Meetings, and seminars at Lausanne, UPF, Ddta, Chicago, Michigan,
Princeton, Yade, Columbia, San Francisco Fed, BIS, IIES, and the ECB, for useful comments. Special thanks
also to John Roberts and Mark Watson. Tomasso Monacelli and Fabio Natalucci provided excellent research
assistance. Financia support from the C.V. Starr Center for Applied Economics, the National Science
Foundation, and CREI is gratefully acknowledged. The views expressed herein are those of the authors and
not necessarily those of the National Bureau of Economic Research.

© 2000 by Jordi Gdi and Mark Gertler. All rights reserved. Short sections of text, not to exceed two
paragraphs, may be quoted without explicit permission provided that full credit, including © notice, is given
to the source.



Inflation Dynamics A Structurd Econometric Analys's
Jordi Gali and Mark Gertler
NBER Working Paper No. 7551
February 2000
JEL No. E31
ABSTRACT

We develop and estimate a structural model of inflationthat alows for afraction of firmsthat use
abackward looking rule to set prices. The model neststhe purely forward looking New Keynesian Phillips
curve as aparticular case. We use measures of arginal cost asthe rdlevant determinant of inflation, asthe
theory suggests, instead of an ad-hoc output gap. Redl margina costs are a Sgnificant and quantitatively
important determinant of inflaion. Backward looking price setting, while datidticdly sgnificant, is not
quantitetively important. Thus, we conclude that the New Keynesian Phillips curve provides agood first

gpproximation to the dynamics of inflation.

Jordi Gdi Mark Gertler

Department d' Economia Department of Economics
Universtat Pompeu Fabra New York University
Ramon Trias Fargas 25 269 Mercer Street, 7" Floor
08005 Barcelona New York, NY 10003
Spain and NBER

and NBER, and New Y ork Univergty gertlerm@fasecon.econ.nyu.edu

jordi.gdi @econ.upf.es



1 Introduction

Among the central issues in macroeconomics is the nature of short run inflation
dynamics. This matter is also one of the most fiercely debated, with few definitive
answers available after decades of investigation. At stake, among other things, is the
nature of business cycles and what should be the appropriate conduct of monetary
policy.!

In response to this challenge, important advances have emerged recently in the
theoretical modeling of inflation dynamics.? This new literature builds on early work
by Fischer (1977), Taylor (1980), Calvo (1983) and others that emphasized stag-
gered nominal wage and price setting by forward looking individuals and firms. It
extends this work by casting the price setting decision within an explicit individual
optimization problem. Aggregating over individual behavior then leads, typically, to
a relation that links inflation in the short run to some measure of overall real activity,
in the spirit of the traditional Phillips curve. The explicit use of microfoundations, of
course, places additional structure on the relation and also leads to some important
differences in details.

Despite the advances in theoretical modeling, accompanying econometric analysis
of the “new Phillips curve” has been rather limited, though with a few notable excep-
tions.> The work to date has generated some useful findings, but these findings have
also raised some troubling questions about the existing theory. As we discuss below,
it appears difficult for these models to capture the persistence in inflation without ap-
pealing either to some form of stickiness in inflation that is hard to motivate explicitly
or to adaptive expectations, which also poses difficulty from a modeling standpoint.
In addition, with quarterly data, it is often difficult to detect a statistically significant
effect of real activity on inflation using the structural formulation implied by theory,
when the measure of real activity is an output gap (i.e., real output relative to some
measure of potential output). Failure to find a significant short run link between real
activity and inflation is obviously unsettling for the basic story.

In this context, we develop and estimate a structural model of the Phillips curve.
Our approach has three distinctive features. First, in the empirical implementation,
we use a measure of real marginal cost in place of an ad hoc output gap, as the theory
suggests. As will become apparent, a desirable feature of a marginal cost measure
is that it directly accounts for the impact of productivity gains on inflation, a factor

'For recent work that explores how the appropriate course of monetary policy depends on the
nature of short run inflation dynamics, see Svensson (1997a, 1997b), Clarida, Gali and Gertler
(1997b), Rotemberg and Woodford (1997b), McCallum and Nelson (1998), King and Wolman (1998),
and Erceg, Henderson and Levin (1998).

2See Goodfriend and King (1997) for a comprehensive survey.

3Examples of work that attempts to estimate the new Phillips curve include, Chada, Masson
and Meredith (1992), Fuhrer and Moore (1995), Fuhrer (1997), and Roberts (1997, 1998). For
discussions of the traditional empirical literature on the Phillips curve, see King and Watson (1994),
Gordon (1996) and Lown and Rich (1997).



that simple output gap measures often miss. In this respect, our approach is comple-
mentary to Sbordone (1998), though she uses a different methodology to empirical
assess the model than we do.* Second, we extend the baseline theory underlying
the new Phillips curve to allow for a subset of firms that set prices according to a
backward looking rule of thumb. Doing so allows us to directly estimate the degree
of departure from a pure forward looking model needed to account for the observed
inflation persistence. Third, we identify and estimate all the structural parameters of
the model using conventional econometric methods. The coefficients in our structural
inflation equation are “mongrel” functions of two key model primitives: the average
duration that an individual price is fixed (i.e., the degree of price “stickiness”) and the
fraction of firms that use rule of thumb behavior (i.e., the degree of “backwardness”).

As we show, several results stand out and appear to be quite robust: (a) Real
marginal costs are indeed a statistically significant and quantitatively important de-
terminant of inflation, as the theory predicts; (b) Forward looking behavior is very
important: our model estimates suggest that roughly sixty to eighty percent of firms
exhibit forward looking price setting behavior; (c) Backward looking behavior is sta-
tistically significant though, in our preferred specifications, is of limited quantitative
importance. Thus, while the benchmark pure forward looking model is rejected on
statistical grounds, it appears still to be a reasonable first approximation of reality;
(d) The average duration a price is fixed is considerable, but the estimates are in line
with survey evidence.

Taken as whole, our results are supportive of the new, theory-based Phillips curves.
But they also raise a puzzle. Traditional explanations of inertia in inflation (and hence
the costs of disinflations) rely on some form of “backwardness” in price setting. To
the extent this backwardness is not quantitatively important, as we seem to find,
the story needs to be re-examined. In our view, the “black box” to investigate is
the link between aggregate activity and real marginal costs. To the extent they are
reasonably characterized by unit labor costs, real marginal costs tend to lag output
over the cycle rather than move contemporaneously, in contrast to the prediction of
the standard sticky price macroeconomic framework.” In this respect, our analysis
suggests that a potential source of inflation inertia may be sluggish adjustment of
real marginal costs to movements in output. We elaborate on this possibility in the
conclusion.

4Sbordone (1998) explores how well the model fits the data conditional on different choices of
a parameter that governs the degree of price rigidity. Our approach is to directly estimate the
structural parameters using an instrumental variables procedure that is based on the orthogonality
conditions that evolve from the underlying theory. In addition, we develop a general model that
nests the pure forward looking model as a special case. Doing so allows us to test directly the
departure from the pure forward looking model that is required to explain the data. Despite the
sharp differences in methodology, the main conclusions we draw are very similar to hers, as we
discuss later.

?Christiano, Eichenbaum and Evans (1997) also stress that the standard sticky price framework
does not seem to explain the cyclical behavior of marginal cost.



The paper proceeds as follows: Section 2 reviews the basic theory underlying the
new Phillips curve and discusses the existing empirical literature. We make clear
why specifications based on the output gap are likely to be unsuccessful. Section 3
then presents estimates of the new Phillips curve using a measure of real marginal
cost, and shows that with this specification the theory does a reasonably good job of
describing the data. To explore further the issue of how well the theory captures the
inertia in inflation, section 4 extends the model to allow for a subset of firms that use
rule of thumb behavior. It then presents estimates of the resulting augmented Phillips
curve and a variety of robustness exercises. In addition, we construct a measure of
“fundamental inflation” based on the solution to the estimated model that relates
inflation to a discounted stream of expected future marginal costs, as well as lagged
inflation. We in turn show that this measure does a good job of describing the actual
path of inflation, including the recent period. Section 5 concludes.

2 The New Phillips Curve: Background Theory
and Evidence

In this section we review the recent theory that generates an estimable Phillips curve
relation. We then discuss some of the pitfalls involved in estimating this relation
and how the literature has dealt with these issues to date. Finally, we describe our
approach.

2.1 A Baseline Model

The typical starting point for the derivation of the new Phillips curve is an envi-
ronment of monopolistically competitive firms that face some type of constraints on
price adjustment. In the most common incarnations, the constraint is that the price
adjustment rule is time dependent. For example, every period the fraction % of firms
set their prices for X periods. The scenario is in the spirit of Taylor’s (1980) staggered
contracts model. A key difference is that the pricing decision evolves explicitly from
a monopolistic competitor’s profit maximization problem, subject to the constraint
of time dependent price adjustment.

In general, however, aggregation is cumbersome with deterministic time dependent
pricing rules at the micro level: It is necessary to keep track of the price histories of
firms. For this reason, it is common to employ an assumption due to Calvo (1983)
that greatly simplifies the aggregation problem.® The idea is to assume that in any

SExamples of frameworks that employ the Calvo assumption include Yun (1996), King and Wol-
man (1995), Woodford (1996), Rotemberg and Woodford (1997a, 1997b), Clarida, Gali and Gertler
(1997a), McCallum and Nelson (1998), and Bernanke, Gertler and Gilchrist (1998). For a gen-
eral equilibrium sticky price model based on the Taylor (1980) formulation, see Chari, Kehoe and
McGratten (1996) and Kiley (1997).



given period each firm has a fixed probability 1 — 6 that it may adjust its price during
that period and, hence, a probability 8 that it must keep its price unchanged. This
probability is independent of the time elapsed since the last price revision. Hence, the
average time over which a price is fixed is given by (1 — ) 32, k0"~ = L. Thus,
for example, with § = .75 in a quarterly model, prices are fixed on average for a year.
Because the adjustment probabilities are independent of the firm’s price history, the
aggregation problem is greatly simplified.

We can derive the new Phillips curve by proceeding as follows’: Assume that firms
are identical ex ante, except for the differentiated product they produce and for their
pricing history. Assume also that each faces a conventional constant price elasticity
of demand curve for its product. Then it is possible to show that the aggregate price
level p; 1 evolves as a convex combination of the lagged price level p; and the optimal
reset price p; (i.e. the price selected by firms that are able to change price at t), as
follows:

p=0p_1+(1—0)p; (1)

where each variable is expressed as a percent deviation from a zero inflation steady
state. Intuitively, the fraction 1—6 of firms that set their price at ¢ all choose the same
price p; since they are identical (except for the differentiated product they produce).
By the law of large numbers, further, the index of prices for firms that do not adjust
during the period is simply equal to the lagged price level.

Let mc} be the firm’s nominal marginal cost at ¢ (as a percent deviation from
the steady state) and let 3 denote a subjective discount factor. Then, for a firm
that chooses price at ¢t to maximize expected discounted profits subject to the time
dependent pricing rules given by the Calvo formulation, the optimal reset price may
be expressed as:

o0

p; = (1 —30) ];)(59)'“ Ei{mctyy} (2)

In setting its price at t, the firm takes account of the expected future path of

nominal marginal cost, given the likelihood that its price may remain fixed for multiple

periods. Note that in the limiting case of perfect price flexibility (6 = 0), the firm

simply adjusts its price proportionately to movements in the current marginal cost.
The future becomes relevant only when there is price rigidity (i.e., § > 0).

"For an explicit derivation, see, e.g., Goodfriend and King (1997), King and Wolman (1996), or
Woodford (1996).



2.1.1 Inflation and Marginal Cost

The Calvo formulation leads to a Phillips curve with properties reasonably similar to
the standard staggered price formulation, but at the same time it is more tractable.®
From the standpoint of estimation, further, the parsimonious representation is highly
advantageous.

Let m; = p; — p;—1 denote the inflation rate at t, and mc; the percent deviation of
the firm’s real marginal cost from its steady state value. By combining equations (1)
and (2) it is possible to derive an inflation equation of the form:

T =Ame+ 08 Ef{mia} (3)

where the coefficient \ = %01—/39) depends on the frequency of price adjustment 6

and the subjective discount factor j3.

Intuitively, because firms’ (a) mark up price over marginal costs, (b) are forward
looking, and (c¢) must lock into a price for (possibly) multiple periods, they base
their pricing decisions on the expected future behavior of marginal costs. Iterating
equation (3) forward yields

Ty = A Z Bk E{meiix} (4)
k=0

The benchmark theory thus implies that inflation should equal a discounted stream
of expected future marginal costs.

2.1.2 Marginal Cost and the Output Gap

Traditional empirical work on the Phillips curve emphasizes some output gap measure
as the relevant indicator of real economic activity, as opposed to marginal cost. Under
certain assumptions, however, there is an approximate log-linear relationship between
the two variables. Let y; denote the log of output; y; the log of the “natural” level of
output (the level that would arise if prices were perfectly flexible); and z; = vy, —
the “output gap”. Then, under certain conditions one can write:”

mcg = K Iy (5)

where k is the output elasticity of marginal cost.

SRoberts (1997) demonstrates that the Calvo (1983) and Taylor (1980) models have very similar
implications for inflation dynamics. Kiley (1997), however, shows that differences can emerge if the
elasticity of inflation with respect to real marginal cost is large. Our estimates below point to a
relatively small elasticity. Nonetheless, extending our analysis to allow for alternative forms of price
staggering would be a useful undertaking.

In the standard sticky price framework without variable capital (e.g, Rotemberg and Woodford
(1997)), there is an approximate proportionate relation between marginal cost and output. With
variable capital the relation is no longer proportionate. Simulations suggest, however, that the
relation remains very close to proportionate.



Combining the relation between marginal cost and the output gap with equation
(3) yields a Phillips curve-like relationship:

T = Ak 2+ B E{mq} (6)

As with the traditional Phillips curve, inflation depends positively on the output
gap and a “cost push” term that reflects the influence of expected inflation. A key
difference is that it is Fi{m,1} as opposed to E;_1{m:} (generally assumed to equal
7¢_1) that matters. As a consequence, inflation depends exclusively on the discounted
sequence of future output gaps. This can be seen by iterating equation (6) forward,
which yields:

T = AK i G* Ef{xik} (7)
k=0

2.2 Empirical Issues

Reconciling the new Phillips curve with the data, has not proved to be a simple task.
In particular, equation (6) implies that current change in inflation should depend
negatively on the lagged output gap. To see, lag equation (6) one period; and then
assume 3 ~ 1 to obtain

Ty = —)\KZ Tr—1 + 1 + Et (8)

where &, = 7 — E,_1m;. But estimating equation (8) with U.S. data, and using
(quadratically) detrended log GDP as a measure of the output gap yields

Ty = 0.081 Tp 1+ T+ & (9)

i.e., the inflation rate depends positively on the lagged output gap rather than neg-
atively: The estimated equation, unfortunately, resembles the old curve rather than
the new!

The essential problem, as emphasized by Fuhrer and Moore (1995), is that the
benchmark new Phillips curve implies that inflation should lead the output gap over
the cycle, in the sense that a rise (decline) in current inflation should signal a subse-
quent rise (decline) in the output gap. Yet, exactly the opposite pattern can be found
in the data. The top panel in Figure 1 presents the cross-correlation of the current
output gap (measured by detrended log GDP) with leads and lags of inflation.!® As
the panel indicates clearly, the current output gap co-moves positively with future
inflation and negatively with lagged inflation. This lead of the output gap over infla-
tion explains why the lagged output gap enters with a positive coefficient in equation
(9), consistent with the old Phillips curve theory but in direct contradiction of the
new.

10The cross-correlations reported in figure 1 were computed on HP-detrended series over the period
1960:1-1997:4. We provide a more extensive discussion of Figure 1 in the conclusion.



Another discomforting feature of the new Phillips curve as given by equation
(6) is the stark prediction of no short run trade-off between output and inflation.
Put differently, equation (7) implies that a disinflation of any size could be achieved
costlessly and immediately by a central bank that could commit to setting the path
of future output gaps equal to zero. The historical experience suggests, in contrast,
that disinflations involve a substantial output loss [e.g., Ball (1994)]. Tt may be
possible to appeal to imperfect credibility to reconcile the theory with the data.
If, for example, the central bank cannot commit to stabilizing future output, then
reduction of inflation may involve current output losses [e.g., Ball (1995)]. While
this theory clearly warrants further investigation, there is currently, however, little
direct evidence to support it. Further, countries with highly credible central banks
(e.g., Germany) have experienced very costly disinflations [e.g., Clarida and Gertler
(1997)].

The empirical limitations of the new Phillips curve have led a number of re-
searchers to consider a hybrid version of the new and old:

Ty = 1) Ty + (1 — Cb) Et{ﬂ-t-i—l} + gb T—1 (10)

with 0 < ¢ < 1. The idea is to let inflation depend on a convex combination of
expected future inflation and lagged inflation. The addition of the lag term is designed
to capture the inflation persistence that is unexplained in the baseline model.'! A
further implication of the lag term is that disinflations now involve costly output
reduction.

The motivation for the hybrid approach is largely empirical. Fuhrer and Moore
(1995) appeal to Buiter and Jewitt’s (1985) relative wage hypothesis. While the
story may be plausible, it does not evolve from an explicit optimization problem,
in contrast to the benchmark formulation. Roberts (1997, 1998) instead appeals to
adaptive expectations on the part of a subset of price setters. Under his formulation,
some form of adaptive rule replaces lagged inflation.

Oddly enough, however, the hybrid Phillips curve has met with rather limited
success. In particular, the relation does not seem to provide a good characterization
of inflation dynamics at the quarterly frequency. Chadha, Masson, and Meredith
(1992), for example, obtain reasonable parameter estimates of equation (10), but
only with annual data. Roberts (1997, 1998) similarly works mainly with annual
and semi-annual data. With quarterly data, he has difficulty obtaining significant
estimates of the effect of the output gap on inflation. Fuhrer (1997) is able to obtain

1A special case of equation (10) with ¢ = 0.5 is the widely used “sticky inflation” model of
Buiter and Jewitt (1985) and Fuhrer and Moore (1995):

6
(g —me—1) = 03 T + (Bimip1 — ) (11)

Under this formulation, the change in the inflation rate is related the expected path of the future
output gaps.



a significant output gap coefficient with quarterly data, but only when the model is
heavily restricted. In this instance the estimated model is consistent with the old
Phillips curve: expected future inflation does not enter significantly in the inflation
equation; lagged inflation enters with a coefficient near unity, as in the traditional
framework.

2.3 Shortcomings

There are, however, several problems with this approach that could possibly account
for the empirical shortcomings. First, conventional measures of the output gap x;
are likely to be ridden with error, primarily due to the unobservability of the natural
rate of output y;. 2 A typical approach (followed above) to measuring y; is to use
a fitted deterministic trend. Alternatives are to use the Congressional Budget Office
(CBO) estimate or instead use a measure of capacity utilization as the gap variable.
It is widely agreed that all these approaches involve considerable measurement error.
To the extent there is significant high frequency variation in y; (e.g., due to supply
shocks) mismeasurement could distort the estimation of an inflation equation like (6)
or (10).* Though, whether correcting for measurement error alone could reverse the
lead-lag pattern between the output gap and inflation that is apparent from Figure
1 is problematic in our view.

A more fundamental issue, we believe, is that even if the output gap were observ-
able the conditions under which it corresponds to marginal cost may not be satisfied.
Our analysis of the data suggests that movements in our measure of real marginal
cost (described below) tend to lag movements in output, in direct contrast to the
identifying assumptions that imply a co-incident movement. This discrepancy, we
will argue, is one important reason why structural estimation of Phillips curves based
on the output gap have met with limited success, at best.

2.4 Our Approach

In light of the difficulties with using the output gap, we instead use in the empirical
analysis below measures of real marginal cost, in a way consistent with the theory. In
other words, we estimate (3) instead of (6). Since real marginal cost is not directly
observable, we use restrictions from theory to derive a measure based on observables.
Conditional on our measure of real marginal cost, we can then obtain estimates of the
structural parameters in equation (3), including the frequency of price adjustment 6,

12This issue is currently of great practical importance in the U.S.: in recent years the measured
output gap is well above trend, but inflation is well below trend. It thus appears that mismeasure-
ment of the true output gap is confounding the ability of traditional Phillips curves to explain the
data. See Lown and Rich (1997).

13For example, in the presence of nominal rigidities, supply shocks are likely to move detrended
output and the true output gap in opposite directions [Gali (1999)]. In addition, unobserved supply
shocks could potentially account for some of the explanatory power of lagged inflation.



the parameter that governs the degree of price stickiness (i.e., the average period a
price remains fixed.)

We also derive an econometric specification that permits us to assess the degree
to which the new Phillips curve can account for the inertia in inflation. In particular,
we derive a “hybrid Phillips” curve that nests the new Phillips curve as a special case,
but allows for a subset of firms use a backward looking rule of thumb to set prices.
The advantage of proceeding this way is that the coefficients of our hybrid Phillips
curve will be functions of two key parameters: the frequency of price adjustment
and the fraction of backward looking price setters. Note that the latter parameter
provides a direct measure of the departure from a pure forward looking model needed
to account for the persistence in inflation.

In the next section we present estimates of the new Phillips curve, and in the
subsequent one we present estimates of our hybrid Phillips curve.

3 New Estimates of the New Phillips Curve

We first describe our econometric specification of the new Phillips curve, along with
our general estimation procedure. We then present both reduced form and structural
estimates of the model.

3.1 Econometric Specification

We begin by describing how we obtain a measure of real marginal cost. For simplicity,
we restrict ourselves to the simplest measure of marginal cost available, one based on
the assumption of a Cobb-Douglas technology. Let A; denote technology, K; capital,
and N; labor. Then output Y; is given by

}/;5 = At Ktak Ntan (12)
Real marginal cost is then given by the ratio of the wage rate to the marginal
product of labor, i.e., MC; = m. Hence, given equation (12) we have:

S,

MC, == (13)
o7

where S, = ¥t is the labor income share (equivalently, real unit labor costs).!.

tIt

Letting lower case letters denote percent deviations from the steady state we have:

me; = Sy (14)

HInterestingly, Lown and Rich (1997) show that augmenting the growth of a traditional Phillips
curve with the growth rate of nominal unit labor costs greatly improves the fit. We also stress the
role of unit labor costs, except that in our approach, (the log level) of real unit labor costs enters as
the relevant gap variable, as the theory suggests.



Combining equations (14) and (3) yields the inflation equation:

Ty = A S¢ + ﬂ Et{ﬂ't+1} (15)
where the coefficient A is given by
1-0)(1—736
L (1-0)(1- ) 1)

0

Since under rational expectations the error in the forecast of m;, is uncorrelated with
information dated ¢ and earlier, it follows from equation (14) that

Ef{(me— X s — [ my1) 20} =0 (17)

where z, is a vector of variables dated ¢ and earlier (and, thus, orthogonal to the
inflation surprise in period ¢t 4 1). The orthogonality condition given by equation (17)
then forms the basis for estimating the model via Generalized Method of Moments
(GMM).

The data we use is quarterly for U.S. over the period 1960:1 to 1997:4. We use the
(log) labor income share in the non-farm business sector for s;. Our inflation measure
is the percent change in the GDP deflator. We use the overall deflator rather than the
non-farm deflator for most of our analysis because we are interested evaluating how
well our model accounts for the movement in a standard broad measure of inflation.
We show, however, that our results are robust to using the non-farm deflator. Finally,
our instrument set includes four lags of inflation, the labor income share, output gap,
the long-short interest rate spread, wage inflation, and commodity price inflation.

3.2 Reduced Form Evidence

We first report our estimate of equation (17). We refer to this evidence as “reduced
form” since it contains an estimate of the overall slope coefficient on marginal cost,
A, but not of the structural parameter 6 (the measure of price rigidity) that underlies
A (see equation 16). The resulting estimated equation is given by

= 96.9122% s 96.%2152) Ei{mii}

Overall, the estimated new Phillips curve is quite sensible. The slope coefficient
A on real marginal cost is positive and significant, as is consistent with the a priori
theory. The estimate of the coefficient on expected inflation, the subjective discount
factor (3, is also reasonable, particularly after accounting for the sampling error im-
plied by the estimated standard deviation.!® Thus, at first pass, it appears that the
new Phillips curve provides a reasonable description of inflation.

15In particular, the estimate of 3 is within two standard deviations of typical values for this
parameter that are used in the literature (e.g., 0.99).
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To highlight the virtues of using real marginal cost as the relevant real sector
driving variable in the new Phillips curve, we reestimate equation (6), using detrended
log GDP as a proxy for the output gap x;:

o= QS ek G288 B}

The model clearly doesn’t work in this case: the coefficient associated with the
output gap is negative and significant, which is at odds with the prediction of the
theory. This finding, of course, is completely consistent with our earlier result that,
when the model is reversed and estimated in the form of the old Phillips curve, the
coefficient on the lagged output gap is positive (see equation (9)). Thus, it is the
use of real marginal cost over the output gap, and not the estimation strategy, that
accounts for the econometric success of the new Phillips curve.

3.3 Structural Estimates

We now redo the exercise in a way that allows us to obtain direct estimates of the
structural parameter 6. In particular, we substitute the relation for A, equation (16),
into equation (17) to obtain an econometric specification that is nonlinear in the
structural parameters 6 and (3.

One econometric issue we must confront is that, in small samples, nonlinear esti-
mation using GMM is sometimes sensitive to the way the orthogonality conditions are
normalized. For this reason, we use two alternative specifications of the orthogonality
conditions as the basis for our GMM estimation procedure.!® The first specification
takes the form

B0 — (1—0)(1—B8) s, — 08 mip1) 2} =0 (18)

while the second is given by:

Ef{(m— 071 —0)(1—0) sy — B m41) 2y =0 (19)

We estimate the structural parameters # and [ using a nonlinear instrumental

variables estimator, with the set of instruments the same as is in the previous case.

For robustness, we consider two alternatives to the benchmark case. In the first

alternative we restrict the estimate of the discount factor 3 to unity. In the second, we

use the non-farm GDP deflator as opposed to the overall deflator. Finally, we estimate

each specification using the two different normalizations, as given by equations (18)
and (19).

The results are reported in Table 1. The first two columns give the estimates

of § and (3. The third then gives the implied estimate of A, the reduced form slope

16 Among the possible normalizations we have chosen the two which we view as most natural. The
first one appears to minimize the non-linearities, while the second normalizes the inflation coefficient
to unity. See, e.g., Fuhrer, Moore, and Schuh (1995) for further discussion of the normalization issue.
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coefficient on real marginal cost. In general, the structural estimates tell the same
overall story as the reduce form estimates. The implied estimate of \ is always positive
and is highly significant in every case but one (restricted 3, normalization (2)). The
estimate of 3 in the unrestricted case is somewhat low, but not unreasonably so, given
the sampling uncertainty.

The estimate of the structural parameter 6 is somewhat large and also somewhat
sensitive to the normalization in the GMM estimation. Using method (1), we estimate
0 to be around 0.83 with a small standard error, which implies that prices are fixed for
between roughly five and six quarters on average. That period length is close to the
average price duration found in survey evidence, though perhaps on the high side.!”
Method (2) yields a slightly higher estimate of ¢, around 0.88. Since A is decreasing
in @ (greater price rigidity implies that inflation is less sensitive to movements in real
marginal cost), the higher estimates of § implies a lower estimate of A for method (2).

For several reasons, however, our estimates of the degree of price rigidity are likely
to be upward biased. First, it is likely that the labor share does not provide an exact
measure of real marginal cost. In this instance, the estimate of the slope coefficient
A is likely to be biased towards zero. This translates into upward bias of 8, given the
inverse link between the two parameters. Second, the underlying theory that is used
to identify 6 from estimates of A\, assumes a constant markup of price over marginal
cost in the absence of prices rigidities. If the markup in the frictionless benchmark
model were countercyclical, as much recent theory has argued, the implied estimate
of 6 would be lower.!® With a countercyclical markup, desired price setting is less
sensitive to movements in marginal cost, which could help account for low overall
sensitivity of inflation to the labor share.

The model also works well in the sense that we do not reject the overidentifying
restrictions. Though we do not report the results here, the p-values for the null
hypothesis that the error term is uncorrelated with the instruments are all in the
range of 0.9 or higher. This kind of test has low power, however, since it is not
applied against any specific alternative hypothesis. In the next section we develop a
more refined test to measure how well the model accounts for inflation dynamics.

4 A New Hybrid Phillips Curve

We now explicitly address the issue of how well the new Phillips curve captures the
apparent inertia in inflation. To do so, we extend the basic Calvo model to allow
for a subset of firms that use a backward looking rule of thumb to set prices. Our
formulation allows us to estimate the fraction of firms that lies in this subset. By
doing so we obtain a measure of the residual inertia in inflation that the baseline new

17See Taylor (1998) for an overview of that evidence.
18Gee, e.g., Kimball (1995) for an illustration of a countercycical desired markup in the context of
a sticky price model.
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Phillips curve leaves unexplained.!?

4.1 Theoretical Formulation

We continue to assume, as in Calvo’s model, that each firm is able to adjust its price
in any given period with a fixed probability 1 — 6 that is independent of the time the
price has been fixed. We depart from Calvo by having two types of firms co-exist. A
fraction 1 — w of the firms, which we refer to as “forward looking,” behave like the
firms in Calvo’s model: they set prices optimally, given the constraints on the timing
of adjustments and using all the available information in order to forecast future
marginal costs. The remaining firms, of measure w, which we refer to as “backward
looking,” instead use a simple rule of thumb that is based on the recent history of
aggregate price behavior.
The aggregate price level now evolves according to:

p=0p_1+(1—0)Fp (20)

where P} is an index for the prices newly set in period t. Let p{ denote the price set
by a forward looking firm at ¢ and p? the price set by a backward looking firm. Then
the index for newly set prices may be expressed as

Bi=(1-w)pl +wp (21)
Forward looking firms behave exactly as in the baseline Calvo model described
above. Accordingly, p! may be expressed as

pl = (1= 50) >_(80)" E{me},} (22)
k=0
We assume that backward looking firms obey a rule of thumb that has the following
two features: (a) no persistent deviations between the rule and optimal behavior; i.e.,
in a steady state equilibrium the rule is consistent with optimal behavior; (b) the
price in period t given by the rule depends only on information dated ¢t — 1 or earlier.
We also assume that the firm is unable to tell whether any individual competitor is
backward looking or forward looking.
These considerations lead us to a rule that is based on the recent pricing behavior
of the firm’s competitors, as follows:

PL= Py + T (23)

In other words, a backward looking firm at t sets its price equal to the average price
set in the most recent round of price adjustments, p; ,, with a correction for inflation.

19 Thus, by adding rule-of-thumb price setters, we measure the departure from the baseline forward
looking model similar to the way that Campbell and Mankiw (1989) used rule-of-thumb consumers
to test the life-cycle/ permanent income hypothesis.
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Importantly, the correction is based on the lagged inflation rate, i.e., lagged inflation
is used in a simple way to forecast current inflation.

Though admittedly ad hoc, the rule has several appealing features. First, as long
as inflation is stationary, the rule converges to optimal behavior over time.?’ Second,
the rule implicitly incorporates information about the future in a useful way, since
the price index p; ; is partly determined by forward looking price setters. Thus,
to the extent the percent difference between the forward and backward price is not
large, the loss to a firm from rule of thumb behavior will be second order, for the
usual arguments due to the envelope theorem. This is more likely to be the case if
backward looking price setters are a relatively small fraction of the population.?!

We obtain our hybrid Phillips curve by combining equations (20), (21), (22), and
(23):

T = A mc + Yr Et{ﬂ't—i-l} + v Tio1 (24)

where

A= 1-w)(1—-6)1-p0)¢"
v, = 366" (25)
Yo = we™!

with ¢ = 6 +w [1 — (1 — ).

This specification differs from the hybrid model used in recent empirical research
(discussed in the previous section) in two fundamental ways. First, real marginal cost
as opposed to the output gap is the forcing variable. Second, all the coefficients are
explicit functions of three model parameters: 6, which measures the degree of price
stickiness; w, the degree of “backwardness” in price setting, and the discount factor
G.

Two special cases provide useful benchmarks: First, when w = 0, all firms are
forward looking and the model converges to the benchmark new Phillips curve in-
troduced in the previous section. Second, when 3 = 1, then v, + v, = 1, which
implies that the model takes the form of hybrid equation discussed earlier (except
that marginal cost and not the output gap appears now as the driving force).

20More precisely, as long as inflation is stationary, there are no persistent deviations between the
rule and optimal behavior; this can be seen by noting that p? —p, = 6(1 — 0)~! m,

2I'When backward looking price-setters are a relatively small fraction of the population, the index
of newly set prices p} is dominated by forward looking price setters. Given that p? closely tracks
pi_q, the backward looking price will be close on average to the forward looking price. We have
conducted simulations of a complete model that bear out this logic.
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4.2 Estimation and Results

In this section we present estimates of the previous structural model and also evaluate
its overall performance vis-a-vis the data. As in the previous section we use the labor
share to measure real marginal cost. The empirical version of our hybrid Phillips
curve is accordingly given by:

=N s+ E{mga} + M (26)

together with equation (25), which describes the relation between the reduced form
and structural parameters.

We estimate the structural parameters 3, , and w using a non-linear instrumental
variables (GMM) estimator. The instrument set is the same as we used in the previous
exercises. To address the small sample normalization problem with GMM that we
discussed earlier, we again use two alternative specifications of the orthogonality
conditions, one which does not normalize the coefficient on inflation to be unity
(method 1) and one which does (method 2):

Et{(¢ Ty — (1 - W)(l - 0)(1 - 5‘9) 5, — 03 7Tt+1) Zt} =0 (27)
E{(mi— (1 —w)(1—0)(1—80)¢"" s, — 08" Ti41) 2.} =0 (28)

Table 2 presents the estimates of equation (26) As in the previous section, we
consider three cases: the baseline model; the model with [ restricted to unity; and the
non-farm deflator substituted for the overall GDP deflator. The first three columns
give the estimated structural parameters. The next three give the implied values of
the reduced form coefficients (see equation 25).

Overall, the estimates are consistent with the underlying theory. The results,
further, are reasonably consistent across specifications, though the precise estimate
of the fraction of backward looking price-setters is somewhat sensitive to the use of
method (1) versus method (2).

We begin with the baseline case. With method 1, the parameter 6 is estimated to
be about 0.81 with standard error 0.02, which implies that prices are fixed for roughly
five quarters on average.?? That period length may seem a bit long, but is not far
off from survey evidence which suggests three to four quarters.?* Method 2 yields an
estimate that is not statistically different.

We now turn to the estimate of the fraction of backward looking price setters.
With method 1, the parameter w is estimated to be 0.26 with a standard error
0.06, implying that roughly quarter of price setters are backward looking. Thus,

2Interestingly, Sbordone (1998) finds that the value of the price adjustment parameter that
maximizes the goodness of fit of the data by Watson’s (1993) criterion also corresponds to an
average of five quarters between adjustments. Thus, despite the difference in methodology, our
results line up very closely with hers.

Z3For a discussion of the survey evidence, see Rotemberg and Woodford (1997a). Our sub-sample
estimates (reported shortly) yield numbers directly in line with this evidence.
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the pure forward looking model is rejected by the data. However, the quantitative
importance of backward looking behavior for inflation dynamics is not large. The
implied estimates for the reduced form coefficients on lagged versus expected future
inflation are 0.25 (for 4°) and 0.68 (for 4/). Method 2 yields a higher estimate of
w, 0.49, implying that nearly half of price setters are backward looking. However,
forward looking behavior remains predominant: The implied estimate of 4/ is 0.59
versus 0.38 for 4°.

Thus, while the results suggest some imprecision in the estimate of the degree of
backwardness, the central conclusions do not change across methods (1) and (2): In
accounting for inflation dynamics, forward looking behavior is more important than
backward looking behavior. In either case the estimate of the coefficient on expected
future inflation in equation (26) lies well above the coefficient on lagged inflation.
It is also true in either case that the estimates of the primitive parameters yield an
estimate of the slope coefficient on the labor share A that is positive and significant.?*
Thus, we are able to identify (in a robust manner) a significant impact of marginal
costs on inflation.

It is also the case the model estimated using method (1) does a better job of
tracking actual inflation the model based on method (2) estimates. (In section 4.4
we make precise the sense in how we evaluate the ability of the model to track the
data.) To the extent that this provides a ground for preferring method (1), we can
conclude that not only is forward looking behavior predominant but, given the small
estimate of the degree of backwardness, the pure forward looking model may do a
reasonably good job of describing the data.

The estimate of (3 is reasonably similar across the two methods, but somewhat
on the low side at roughly 0.90. We thus next explore the implications of restricting
[ equal to unity, as implied in the standard hybrid case. Interestingly, there is little
impact on the estimates of the other primitive parameters. Thus, restricting § to a
plausible range does not affect the results in any significant way:.

Finally, we consider the use of the non-farm deflator. Interestingly, there is no
significant impact on the estimate of the degree of price rigidity. However, the es-
timate of the degree of backwardness drops. Indeed, with method (1), the estimate
of w is only 0.07. Though somewhat larger with method 2, it is still just 0.239. In
either case, backward looking behavior is not quantitatively important. Overall, the
pure forward looking model may provide a reasonably good description of inflation,
as measured by the non-farm deflator.

24We note that the link between inflation and marginal cost is related to Benabou’s (1992) finding
using retail trade data that inflation is inversely related to the markup (which he measured as the
inverse of the labor share). He interpreted the findings as evidence that the markup may depend on
inflation, whereas in our model, causation runs from marginal cost to inflation. Sorting out possible
simultaneity is an interesting topic for future research. We note, however, that our model has the
additional implication that inflation should be related to a discounted stream of future marginal
costs, and we shortly demonstrate that this appears to be the case.
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4.3 Robustness Analysis

We now consider two robustness exercises.?’ The first allows extra lags of inflation to
enter the right hand side of the equation for inflation. The second explores sub-sample
stability.

We next add three additional lags of inflation to the baseline case (equation (26)).
Here the idea is to explore whether our estimated importance of forward looking
behavior may reflect not allowing for sufficient lagged dependence. Put differently,
since we use four lags of inflation in our instrument set, we may be inadvertently
biasing our “horse race” between expected future inflation and one quarter lagged
inflation in favor of the former. The way to address this issue is to add the three
additional lags of inflation to the right hand side, and then determine wether they
have any predictive power for current inflation, m;, beyond the signalling power they
have for expected future inflation, Ey{m; 1 }.

Table 3 report the results. The parameter ¢ denotes the sum of the coefficients
on the three additional inflation lags. Since the estimates do not change much across
method (1) and (2), we only report results for the former case. The overall effect of
the additional lags is quite small, especially when the GDP deflator is used as the
measure of inflation. The estimate of ¢ is only 0.09 in the baseline case, and not
significantly different from zero when [ is restricted to unity. When the non-farm
deflator is used the estimate of 1 rise to 0.21 with a standard error of 0.06. However,
in this instance the first lag of inflation is not significantly different, so that the
overall effect of lagged inflation is minimal. Thus, even though a total of four lags of
inflation enters the right hand side, forward looking behavior still predominates. It
thus appears that we account for inflation inertia with minimal reliance on arbitrary
lags.

Finally, we consider sub-sample stability. Table 4 reports estimates over the in-
tervals 60:1-79:4, 70:1-89:4, and 80:1-97:4. Again, since the conclusions we draw
are unaffected by the normalization used, we restrict attention to method (1).

Overall, the broad picture remains unchanged. Marginal costs have a significant
impact on short run inflation dynamics of roughly the same quantitative magnitudes
as suggested by the full sample estimates. Forward looking behavior is always im-
portant. For the GDP deflator, in the first two sub-periods, the estimate of w is
close to the full sample estimate; i.e. roughly 0.25. Interestingly, though, in the last
sub-period the estimate of w drops in half to about 0.12. The pattern is the oppo-
site for the non-farm deflator: estimates of w near zero for the first two sub-samples
(which correspond to the full-sample estimates), but rising slightly to 0.22 in the last
sub-sample.

Another interesting result with the GDP deflator is that the estimate of 6 for the

25n an earlier version of the paper we also allowed for increasing returns (in the form of overhead
labor) in constructing the measure of marginal cost. Since this modification does not affect the
results, we do not report the exercise here.
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first two sub-samples drops from the full sample estimate of 0.8 to the range 0.75 —
0.77. The important implication is that pre-1990, the estimated average duration a
price is fixed is around four quarters, which is directly in line with the survey evidence.
For the last sample, 1980:1 -1997:4, the estimate of € rises to roughly 0.85, implying
duration of six quarters. The longer duration might reflect the fact that inflation was
lower over the last sub-sample. As a consequence, the average length between price
adjustments may have increased (as, for example, a model of state-dependent pricing
might imply.)

4.4 Actual vs. Fundamental Inflation

Our econometric Phillips curve, as given by equation (26), takes the form of a differ-
ence equation for inflation, with expected real marginal costs as the forcing variable.
The solution for inflation implied by the model will depend on a discounted stream
of expected future marginal costs, as well as lagged inflation. As a way to assess the
model’s goodness-of-fit, we consider how well the solution to the difference equation
lines up against the actual data. We term our model-based measure of inflation “fun-
damental” inflation because it is analogous to Campbell and Shiller’s (1987) construct
of fundamental stock prices in terms of forecasts of discounted future dividends.

Our baseline estimates of v, and v, imply the existence of one stable and one
unstable root associated with the stationary solution to the difference equation for
inflation given by (26). Let §; < 1 denote the stable root and 6, > 1 denote the
unstable root. The model’s solution is then given by:

A 00 1 k
T = O01m—1 + (5—> Z (_> By {st1x} (29)
27f k=0 62
The lagged term in equation (29) arises from the presence of backward looking price
setters. In the benchmark case with pure forward looking behavior, the lagged term
disappears (i.e., §; = 0).
Let I, = {my, m—1,.. 21, Z1—1, ...} where z; is a vector of variable other than inflation
observed as of time ¢. Taking expectations conditional on [, on both sides of (29):

A\ /1N .

T =611 + (6—> Z (_> El six | It) = 7} (30)
27f k=0 62

We construct our measure of fundamental inflation 7} using equation (30) based on

I = {m, m-1. Sty Si—1,...}. Figure 2 plots fundamental inflation 7} versus actual

inflation 7;. 20

20In experimentation, we found that the model estimates based on method (1) do better in terms
of tracking inflation than those based on method (2). Specifically, we found that the sum of squares
of deviations between actual and fundamental inflation is lowest with method (1). We thus report
only method (1) estimates in performing the exercise.
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Overall fundamental inflation tracks the behavior of actual inflation very well.?”

It is particularly interesting to observe that it does a good job of explaining the recent
behavior of inflation. During the past several years, of course, inflation has been below
trend. Output growth has been above trend, on the other hand, making standard
measures of the output gap highly positive. As a consequence, traditional Phillips
curve equations have been overpredicting recent inflation.?® However, because, real
unit labor costs have been quite moderate recently despite rapid output growth, our
model of fundamental inflation is close to target.

5 Conclusions

Our results suggest that, conditional on the path of real marginal costs, the baseline
new Phillips curve with forward looking behavior may provide a reasonably good
description of inflation dynamics. When tested explicitly against an alternative that
allows for a fraction of price setters to be backward looking, the structural estimates
suggest that this fraction, while statistically significant, is not quantitatively impor-
tant. One qualification, however, is that there is some imprecision in our estimates
of the importance of backward looking behavior. Yet, across all specifications for-
ward looking behavior remains dominant. In the estimated hybrid Phillips curve, the
weight on inflation lagged one quarter is generally small. Further, additional lags of
inflation beyond one quarter do not appear to matter much at all. Taken as a whole,
accordingly, the results suggest that it is worth searching for explanations of inflation
inertia beyond the traditional ones that rely heavily on arbitrary lags.

One important avenue to investigate, we think, involves the cyclical behavior of
real marginal cost. Figure 1 presents sets of cross-correlations that help frame the
issue. The data are quarterly from 1960:1-1997:4 and HP-detrended. The top panel,
discussed earlier, displays the cross-correlation of inflation (the percent change in
the GDP deflator) with the output gap (i.e., detrended log GDP). The middle one
compares the output gap and the labor income share (our measure of real marginal
costs), while the last one looks at the labor share and inflation.

Among other things, the figure makes clear why real unit labor costs outperforms
the output gap in the estimation of the new Phillips curve. As the top panel indicates,
the output gap leads inflation, rather than vice-versa, in direct contradiction of the
theory (see equation (7)). In contrast, as the third panel indicates, real unit labor
costs exhibit a strong contemporaneous correlation with inflation. Further, lagged
inflation is positively correlated with current unit labor costs, consistent with the

27Sbordone (1998) similarly finds that inflation is well explained by a discounted stream of future
real marginal costs, though using a quite different methodology to parametrize the model.

28 An exception is Lown and Rich (1997). Because they augment a traditional Phillips curve
with the growth in nominal unit labor costs, their equation fares much better than the standard
formulation. Though the way unit labor costs enters our formulation is quite different, it is similarly
the sluggish behavior of unit labor costs that helps the model explain recent inflation.
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theory. Thus, (with the benefit of this hindsight), it is perhaps not surprising why
real unit labor costs enters the structural inflation equation significantly and with the
right sign. The middle panel completes the picture: the labor income share lags the
output gap in much the same way as does inflation. The lag in the response of real
unit labor costs explains why the output gap performs poorly in estimates of the new
Phillips curve.

It is also true that the sluggish behavior of real marginal cost might help account
for the slow response of inflation to output and thus (possibly) why disinflations
may entail costly output reductions.?? For this reason, modifying existing theories to
account for the rigidities in marginal costs suggested by Figure 1 could offer important
insights for inflation dynamics.*® Given the link between unit labor costs and marginal
costs, a candidate source for the necessary friction is wage rigidity. Indeed, a likely
reason for the strong counterfactual contemporaneous positive correlation between
output and real marginal cost in the standard sticky price framework is the absence of
any type of labor market frictions [see, e.g., the discussion in Christiano, Eichenbaum
and Evans (1997)]. At this stage, one cannot rule out whether it is nominal or real
wage rigidities that can provide the answer. Both seem worth exploring.

2nterestingly, Blanchard and Muet (1992) find that disinflations in France have been associated
with declines in real unit labor costs. In this respect it seems worth exploring data from other
countries.

30The existing literature on business cycle models that features sticky prices has long emphasized
the need to incorporate real rigidities (see, e.g., Blanchard and Fischer (1989) and Ball and Romer
(1990)). Typically, however, the discussion is in terms of trying to explain a large response of output
to monetary policy: Real rigidities help flatten the short run marginal cost curve. However, it is
also the case, as we have been arguing, that real rigidities may be needed to account for inflation
dynamics, and in particular the sluggish response of inflation to movements in output.
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Table 1
Estimates of the New Phillips Curve

0 B A

GDP Deflator

(1) 0.829 0.926 0.047
(0.013)  (0.024)  (0.008)

(2) 0.884 0.941 0.021
(0.020)  (0.018)  (0.007)

Restricted [

(1) 0.829 1.000 0.035
(0.016) (0.007)
(2) 0.915 1.000 0.007
(0.035) (0.006)

NFB Deflator

(1) 0.836  0.957 0.038
(0.015)  (0.018)  (0.008)

(2) 0.884 0.967 0.018
(0.023)  (0.016)  (0.008)

Note: Table 1 reports GMM estimates of the structural parameters of
equation (15). Rows (1) and (2) correspond to the two specifications of
the orthogonality conditions found in equations (18) and (19) in the text,
respectively. Estimates are based on quarterly data and cover the sample
period 1960:1-1997:4. Instruments used include four lags of inflation, labor
income share, long-short interest rate spread, output gap, wage inflation,
and commodity price inflation. A 12 lag Newey-West estimate of the
covariance matrix was used. Standard errors are shown in brackets.



Table 2
Estimates of the New Hybrid Phillips Curve

w 0 B Yo V¥ A

GDP Deflator

(1) 0.265 0.808 0.885 0.252 0.682 0.037
(0.031)  (0.015)  (0.030)  (0.023)  (0.020)  (0.007)

(2) 0.48 0.834 0.909 0.378 0.591 0.015
(0.040)  (0.020)  (0.031)  (0.020)  (0.016)  (0.004)

Restricted [

(1) 0.244 0.803 1.000 0.233 0.766 0.027
(0.030)  (0.017) (0.023)  (0.015)  (0.005)
(2) 0.522 0.838 1.000 0.383 0.616 0.009
(0.043)  (0.027) (0.020)  (0.016)  (0.003)

NFB Deflator

(1) 0.077 0.830 0.949 0.085 0.871 0.036
(0.030)  (0.016)  (0.019)  (0.031)  (0.018)  (0.008)

(2) 0.239 0.866 0.957 0.218 0.755 0.015
(0.043)  (0.025)  (0.021)  (0.031)  (0.016)  (0.006)

Note: Table 2 reports GMM estimates of parameters of equation (26).
Rows (1) and (2) correspond to the two specifications of the orthogonal-
ity conditions found in equations (27) and (28) in the text, respectively.
Estimates are based on quarterly data and cover the sample period 1960:1-
1997:4. Instruments used include four lags of inflation, labor income share,
long-short interest rate spread, output gap, wage inflation, and commod-
ity price inflation. A 12 lag Newey-West estimate of the covariance matrix
was used. Standard errors are shown in brackets.



Table 3
Robustness Analysis: Extra Inflation Lags

w 0 < Y Yo Vi A

GDP Deflator 0.244 0.860 0.772 0.090 0.231 0.628 0.033
(0.062)  (0.025) (0.054)  (0.040)  (0.050)  (0.033)  (0.007)

Restricted (3 0.291 0.787 1.000 -0.025 0.270 0.729 0.029
(0.039)  (0.023) (0.014)  (0.028)  (0.021)  (0.006)

NFB Deflator 0.018 0922 0.779 0.208 0.019 0.767 0.022
(0.041)  (0.023)  (0.050)  (0.058)  (0.043)  (0.046)  (0.007)

Note: Table 3 reports GMM estimates of a version of equation (26) with
three extra lags of inflation added. 1 represents the sum of the coefficients
of the extra lags. using the specification of the orthogonality conditions
found in equation (27) in the text. Estimates are based on quarterly data
and cover the sample period 1960:1-1997:4. Instruments used include four
lags of inflation, labor income share, long-short interest rate spread, output
gap, wage inflation, and commodity price inflation. A 12 lag Newey-West
estimate of the covariance matrix was used. Standard errors are shown in
brackets.



Table 4
Robustness Analysis: Subsample Stability

w 0 B b Vr A

GDP Deflator

60:1-79:4 0.244 0.770 0.892 0.245 0.691 0.054
(0.027)  (0.017)  (0.027)  (0.022)  (0.016)  (0.007)

70:1-89:4 0.222 0.756 0.820 0.234 0.653  0.07
(0.026)  (0.014)  (0.036)  (0.024)  (0.028)  (0.010)

80:1-97:4 0.116 0.843 0.773 0.123 0.696 0.051
(0.022)  (0.007)  (0.030)  (0.021)  (0.027)  (0.006)

Restricted

60:1-79:4 0.233 0.753 1.000 0.236 0.763 0.047
(0.022)  (0.016) (0.018)  (0.015)  (0.006)
70:1-89:4 0.196 0.734 1.000 0.211 0.788 0.060
(0.026)  (0.017) (0.025)  (0.018)  (0.007)
80:1-97:4 0.116 0.843 1.000 0.339 0.539 0.020
(0.022)  (0.007) (0.020)  (0.026)  (0.004)

NFB Deflator

60:1-79:4 -0.043 0.799 0.948 -0.057 1.001 0.066
(0.022)  (0.012)  (0.012)  (0.030)  (0.015)  (0.008)

70:1-87:4 0.066 0.785 0.913 0.078 0.846 0.913
(0.018)  (0.013)  (0.020)  (0.020)  (0.017)  (0.020)

80:1-97:4 0.219 0.823 0.778 0.219 0.638 0.049
(0.023)  (0.008)  (0.046)  (0.023)  (0.034)  (0.005)

Note: Table 4 reports GMM estimates of parameters of equation (26)
for alternative sample periods, using the specification of the orthogonal-
ity conditions found in equation (27) in the text. Estimates are based
on quarterly data. Instruments used include four lags of inflation, labor
income share, long-short interest rate spread, output gap, wage inflation,
and commodity price inflation. A 12 lag Newey-West estimate of the
covariance matrix was used. Standard errors are shown in brackets.



Figure 1. Dynamic Cross-Correlations
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Figure 2. Inflation: Actual vs. Fundamental
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