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Throughout history, painters have created images that reflect the social, political, and
economic conditions of their world, offering visual records of ritual and daily life, power
and protest, and poverty and prosperity, especially in contexts where other forms of data
are sparse or absent. Yet despite their richness, paintings have rarely been used at scale
to systematically study historical societies. This paper introduces novel, algorithmic
methods to analyze the socioeconomic conditions of the past through the lens of 630,846
paintings by more than 29,000 artists.

Figure 1. Paintings as testaments to their times and contexts.

(a) Liberty Leading the People (b) Guernica

(c) Dance at the Moulin de la Galette (d) The Potato Eaters

Notes: Panel (a) shows Liberty Leading the People (Eugène Delacroix, 1830), which captures the short-lived July Revolution of 1830 in
France. Panel (b) displays Guernica (Pablo Picasso, 1937). Panel (c) shows Dance at the Moulin de la Galette (Pierre-Auguste Renoir,
1876), which depicts a lively scene at a popular Parisian dance hall. Panel (d) shows The Potato Eaters (Vincent van Gogh, 1885), a
portrayal of rural life in Nuenen, which van Gogh described in a letter to his brother Theo: “By continually observing peasant life,
at all hours of the day, I have become so involved in it that I rarely think of anything else” (April 1885). Additional illustrations
discussed in this introduction are provided in Appendix A.

The following examples illustrate how paintings recover societal contexts from the
visual traces left by artists. Political turbulence and protest are portrayed in Eugène
Delacroix’s Liberty Leading the People (1830), which celebrates the fight for freedom by
citizens from markedly different social classes (panel a of Figure 1), and in Pablo Picasso’s
Guernica (1937), which conveys the collective trauma and horror of the Spanish Civil War
(panel b). Depictions of ritual and daily life reveal contrasting social realities: Pierre-
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Auguste Renoir’s portrayal of the Parisian bourgeoisie (panel c) reflects the emerging
culture of urban leisure, growing prosperity, and the rhythms of modern life during the
Belle Époque, while Vincent van Gogh’s representation of peasant life (panel d) highlights
the harsh conditions of rural poverty beyond urban centers. In some cases, the message
is more symbolic or indirect. For instance, Hieronymus Bosch’s The Garden of Earthly
Delights captures fantastical creatures during a time of exploration and discovery, instill-
ing both excitement and anxiety in a period marked by uncertainty. While the previous
examples contrast different historical contexts, paintings can also offer multiple, distinct
interpretations of the same subject, shaped by the artist’s perspective: William-Adolphe
Bouguereau and Gustave Courbet both depict rural labor in 19th-century France, yet
Bouguereau presents a romanticized pastoral ideal, while Courbet delivers a realist cri-
tique of social hardship. These examples illustrate that paintings capture dimensions
of historical experience typically absent from standard data sources—how societies per-
ceived themselves, what they valued, and what they feared—enriching our understand-
ing of past preferences, beliefs, and perceptions of living standards.

This paper leverages large, open-access repositories of artwork to develop an algo-
rithm capable of predicting emotions conveyed through paintings—such as sadness, fear,
anger, awe, contentment, excitement, amusement—and systematically analyzes artworks
as reflections of their historical and cultural contexts. Our findings show that the emo-
tional content of paintings fluctuates in ways that align with well-known economic and
societal transformations, including those associated with Medieval Europe, the Renais-
sance, the Reformation, and the Enlightenment. For example, depictions of fear increase
during turbulent periods, while contentment is frequently expressed during times of sta-
bility; sadness tends to be more prominent during times of hardship, at the expense of
amusement or excitement. In addition, variation in emotional expression across contem-
poraneous artworks appears to follow the trend of economic inequality. The fine-grained
nature of our data allows us to exploit subtle differences in dynamics across different lo-
cations and to identify expressive changes within the oeuvre of a single artist. This
granularity, combined with a demanding empirical specification, enables us to detect lo-
calized emotional responses to historical events, including climatic fluctuations and food
security, trade shifts, technological innovations, the dynamics of knowledge production,
and political transitions. Together, these insights offer a new window into the lived emo-
tional experience of societal transformation(s) across countries from 1400 onward.

To extract the contextual information embedded in historical paintings, we exploit
open-access repositories from Google Arts and Culture (139,371 paintings), WikiArt
(264,821 paintings), and Wikidata (226,654 paintings). Our empirical strategy develops
a state-of-the-art learning algorithm based on Convolutional Neural Networks (CNNs)
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to identify the emotions conveyed through a painting. The model is trained using large-
scale annotations comprising over 1.5 million emotion labels from prior studies (Achliop-
tas et al., 2021; Mohamed et al., 2022), covering 79,860 paintings from WikiArt. Anno-
tators assigned a single dominant emotion to each painting from nine predefined cat-
egories: anger, fear, sadness, disgust, awe, contentment, amusement, excitement, and the
residual category other. Alongside each label, annotators provided free-text descrip-
tions justifying their choice. We rely on these justifications to understand the quality of
annotations, notably (i) benchmarking emotion labels against a sample of artists’ own
descriptions of their work (“external validity”) and (ii) analyzing the semantic alignment
between each selected emotion and its textual justification (“internal validity”). In prac-
tice, these annotators can be more or less “trained” in interpreting artwork from certain
regions or periods, depending on their own cultural background and their knowledge
of art and of the historical context. We find that, while the 15-25 distinct annotators la-
beling a given artwork may disagree, there is a strong wisdom-of-the-crowd effect: the
distribution of annotated emotions closely aligns with artists’ stated intentions.

Our learning algorithm is optimized to best predict a probabilistic vector of emotions,
for any given painting. The neural network architecture consists of two components: a
pre-estimated “encoder” that extracts features from images—typically capturing patterns
or objects—and a “regression head” that maps these extracted features into probabilis-
tic emotion scores. The former is common to most image recognition models, usually
trained to process “real-life” pictures. The latter is instrumental to our purpose: the
regression head and its interaction with the encoder model, which is re-estimated in a
sequential manner, help capture the nature of paintings and how they convey emotions
through their composition or “texture.” The minimization target—the Kullback-Leibler
divergence, an entropy measure capturing distances between probability distributions—
is hard to interpret, but we provide an array of evidence to show that (i) our model
closely and consistently matches the targeted emotion probabilities across periods, ex-
ercises, or specific emotions and (ii) generalizes well beyond the subsample of paintings
in our annotated dataset.1

We apply our learning algorithm to 630,846 paintings, generating a set of predicted
emotion probabilities that reflect how a non-specialist viewer might perceive their emo-
tional tone. This perceived tone may echo the more or less permanent mindset of the
artist, the prevailing mood of their contemporary audience, and other influences shaped

1The validity of our procedure relies on two hypotheses: (H1) Can the model predict emotions, as
actually (and hypothetically) provided by annotators? (H2) Do these contemporary predictions capture
the intentions of the artist? We validate the model in three steps: (i) we analyze the model fit and over-fit,
on average and across periods and exercises; (ii) we produce visuals and heatmaps for a set of images with
a dominant emotion; and (iii) we benchmark our predictions against actual descriptions from artists.
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by their (changing) socio-economic context. Our focus is the distribution of these per-
ceived emotions across paintings produced within a specific context—defined as a partic-
ular location and year—adjusted for artist-specific characteristics and potential misper-
ceptions tied to particular exercises or genres.2 One concern is that preserved artworks
in our data sources may reflect the tastes of both contemporary and later audiences, and
historical contingencies, such as wealth accumulation, inheritance, museum donations,
or destruction. To assess potential selection biases and the impact of commercializa-
tion on emotional expression, we analyze over one million art transactions from 1650
to 1950. We find a small price premium of approximately 10% for artists in our sample.
Differences between artists whose works were or were not sold are limited, and we find
no significant variation in emotional content between highly valued and lower-valued
artists. While we cannot rule out selection into which artworks have survived, our find-
ings suggest that these effects are unlikely to be the primary driver of our results.

We use this new measure—emotions extracted from historical artworks—as a novel
lens to examine how societies perceived major socio-economic transformations. As a
first step, we analyze aggregate patterns of emotions in 12 selected countries to cap-
ture both the prevailing mood and the emotional diversity within each context. Our
aggregate-level analysis indicates that excitement, amusement, and awe are more com-
mon during times of improved living standards; sadness is more prominent during peri-
ods of hardship, particularly for vulnerable populations; and emotions such as content-
ment and fear tend to correspond to periods of stability and uncertainty, respectively. Im-
portantly, while the average dynamics of emotions within a context are informative, the
degree of disagreement across artworks produced at the same time and place also carries
explanatory power, especially in relation to economic inequality. We formalize and val-
idate these interpretations by correlating (i) the predicted probabilities of evoking each
emotion, (ii) a positivity index, and (iii) a disagreement index, with conventional mea-
sures of economic development, economic uncertainty, and economic inequality, where
and when such data are available (using, among others, data from Bolt and Van Zanden,
2025; Alvaredo et al., 2020).

In a second step, we examine emotional expressions at the level of individual art-
works to investigate how societies responded to structural economic changes, develop-
ment trajectories, short-term fluctuations in livelihoods, and geopolitical shocks. Con-
ditioning on artist, location, year fixed effects, and 40 harmonized artistic genres, we
systematically investigate five key response dimensions, denoted R1 through R5. (R1)
We study how emotions respond to climatic variability in Europe between 1500–2000,

2To account for these factors, each painting is linked to rich metadata, including artist biography, year
and place of production, artistic movement, genre, and physical attributes such as material and dimensions.
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and to food insecurity, emphasizing the fragility of pre-industrial societies (otherwise
illustrated in Nunn and Qian, 2011; Waldinger, 2022, focusing on the introduction of the
potato or the Little Ice Age). (R2) We explore how trade shapes emotional expressions
across time and space. (R3) We assess the emotional footprint of technological change,
focusing on the diffusion of the steamship (Pascali, 2017) and radio (including its pro-
pagandistic uses; see Adena et al., 2015). (R4) We examine how the rise of scientific
knowledge production and the concurrent decline of religiosity during the Enlighten-
ment shaped collective sentiment. (R5) Finally, we analyze the relationship between
depicted emotions and the political context, showing how moods shift in response to
external conflicts, autocracy, political consolidation, and power transitions.

While well-studied drivers of living standards such as agricultural shocks (R1), trade
(R2), and technological change (R3) are clearly reflected in our emotion metrics, we also
find strong responses to dimensions that have received less attention in the empirical
economic history literature. These include factors related to the rigidity of social order,
such as the gradual shift in values associated with the Enlightenment—emphasizing free-
dom, rationality, experimentation, and collective progress (R4, echoing Mokyr, 2005)—as
well as the stability of political regimes and the emotional impact of political transitions
(R5). Together, these results provide new empirical evidence that emotional expression
in art can trace both localized disruptions and long-run societal transformations.

The main contributions of our research are twofold: (i) we show the predictive power
of artwork as measurement of socioeconomic contexts; and (ii) we use these measures
to provide new insights into the dynamics of economic development, uncertainty, and
inequality across time and space. More specifically, we construct a novel measure of
emotions from a new source of data—historical paintings produced by diverse artists—to
shed light on how societies perceived and responded to socioeconomic transformations.
In doing so, we depart from well-established contributions in economic history that rely
on more direct and objective indicators of past economic conditions (e.g., Bairoch, 1988;
Bolt and Van Zanden, 2014; Bolt et al., 2018; Clark, 2005, 2007; Schularick and Taylor,
2012). Our work differs both in the nature of the data and in the nature of the measure
itself—an indirect, subjective depiction of socioeconomic conditions.3

3Prominent contributions to our understanding of historical economic performance across regions
come from Angus Maddison (Maddison, 2007) and the subsequent Maddison Project (Bolt and Van Zanden,
2014; Bolt et al., 2018; Bolt and Van Zanden, 2025), or work by Bairoch on city populations (Bairoch, 1988).
These indicators have been instrumental in understanding the patterns of growth, structural change and
urbanization in the very long run (see, e.g., Acemoglu et al., 2005a; North, 2010; Fujita et al., 2001; Galor,
2005, 2011). Other contributions have constructed economic indicators covering smaller regions in the
long run (see, e.g., Clark, 2005, 2007; Bouscasse et al., 2024, in England) or a larger set of countries but
in more recent times (see, for instance, Schularick and Taylor, 2012; Jacks et al., 2011; Jordà et al., 2017,
providing various macroeconomic indicators or commodity prices for the most advanced economies).
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The most closely related contributions are Safra et al. (2020), who use an algorithm
to predict perceived trustworthiness in approximately 2,000 English portraits from 1505
to 2016, and Hills et al. (2019), who infer welfare trends in four countries through a tex-
tual analysis of books. Like these earlier contributions, our approach offers a proof of
concept that indirect depictions of society, preserved in cultural artifacts, can be used
as windows into their times and socioeconomic contexts. However, we differ in three
key aspects: (i) the scale of our exercise, covering about 630,000 paintings, 29,000 artists,
and 34 present-day countries with at least 1,000 artworks each; (ii) the richness of our
measurement, using the overall composition of a painting, i.e., shapes, texture, content,
and color, to predict complex emotional messages; and (iii) a wide-ranging analysis of
perceived responses to shocks across five societal domains: rural livelihoods, trade dy-
namics, technology adoption, knowledge production, and political events.

Our study contributes to a growing body of research that infers economic devel-
opment from indirect data sources, imagery in particular. The novel use of images as
data is best illustrated in a recent contribution studying societal evolutions through
photographs (Voth and Yanagizawa-Drott, 2024). This emerging literature also includes
studies based on satellite imagery (Overman et al., 2006; Chen and Nordhaus, 2011; Hen-
derson et al., 2012; Jean et al., 2016; Donaldson and Storeygard, 2016) or street views
(Gebru et al., 2017; Naik et al., 2017). Our procedure relies on deep convolutional neural
networks (see Dell, 2025, for a review), and the key contribution of our study is to extend
these techniques to the measurement of economic activity in the distant past, rather than
improving the measurement of contemporary economic activity (e.g., at more disaggre-
gated levels or in setting with limited data coverage).

Our research also relates to the literature using arts and creative work in economics.
One strand of research studies the life of artists to understand what drives their produc-
tivity and creativity (Galenson and Weinberg, 2000, 2001; Hellmanzik, 2010; Borowiecki,
2017, 2022). A second strand of research employs artistic production to better under-
stand the importance of protecting novel ideas (Giorcelli and Moser, 2020; Whitaker and
Kräussl, 2020); and finally, there is a strand of literature that studies art markets (Gins-
burgh and Jeanfils, 1995; Ashenfelter and Graddy, 2006; Ursprung and Wiermann, 2011;
Graddy, 2013; Renneboog and Spaenjers, 2013; Spaenjers et al., 2015; Etro, 2018; Etro and
Stepanova, 2021) and art consumption (Scitovsky, 1972; Throsby, 1994). We contribute
to this literature by highlighting another channel through which art informs our under-
standing of the economy: the preserved messages conveyed by artists themselves.4

4This complements the work of Logothetis et al. (2025), which shows how historical critical junctures
can influence artistic expression across generations, shaping how music reflects and transmits cultural
memory and identity.
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Finally, our work indirectly relates to the literature discussing the measurement of
economic activity or welfare (as surveyed in Hulten and Nakamura, 2022). Recent dis-
cussions have emerged to better account for aggregate welfare and find alternatives to
the Gross Domestic Product (GDP), e.g., the Human Development Index and related mea-
sures of happiness (Benjamin et al., 2024). Our approach rests on the premise that con-
veyed emotions can offer novel insights into subtle societal responses—either comple-
menting or, where absent, substituting for traditional data sources. For instance, expres-
sions of fear (against contentment) capture periods of uncertainty in ways that parallel
more conventional economic indicators (Bloom, 2014; Jurado et al., 2015).5 Despite this
potential, emotions have remained unconventional metrics in economics, likely due to
long-standing measurement challenges. While early thinkers such as Bentham acknowl-
edged that preferences—and thus choices—are rooted in emotions, these constructs have
historically been more difficult to quantify than observable variables like prices, pro-
duction costs, or output. However, recent interdisciplinary work has reasserted the im-
portance of emotions in shaping behavior and decision-making (Elster, 1998; Damasio,
2006), influencing risk preferences (Meier, 2022), and informing policy attitudes (Algan
et al., 2025).6 A key contribution of this study is the construction of historical time series
of emotions. These series offer insights into underlying societal values and beliefs, shed-
ding light on the psychological foundations of collective behavior as reflected in policy
preferences, political movements, and broader cultural transformations.

Our analysis is structured as follows. Section 1 provides insights from art history
and psychology about our working hypotheses. Sections 2 and 3 introduce the data and
discuss the modelling approach to produce a vector of emotions associated with each
painting. Section 4 presents our strategy, sheds light on the dynamics of emotions, and
studies the response to different socioeconomic transformations. Section 5 concludes.

1 Artwork and emotions as a window into socio-economic contexts

Our formal approach uses a learning algorithm to explore historical contexts through
the lens of painters who documented their times. Before developing such an approach,
this chapter will briefly summarize insights from the fields of art history, anthropology,
evolutionary biology, and psychology that inform our working hypotheses.

5Our emotion categories align with the concept of basic emotions (Ekman, 1999), which are thought
to emerge from evolutionarily adaptive tasks and social learning. Because these emotions are universal
across cultures and relatively stable across time and space (Tooby and Cosmides, 1990), they serve as
reliable indicators of how past societies responded to changing material conditions driven by economic,
social, and political transformations.

6For more comprehensive discussions of the role of emotions in economics, see DellaVigna (2009);
Wälde and Moors (2017).

8



The joint evolution of art and societies Research into the evolutionary roots of
artistic behavior suggests that aesthetic practices were essential components of human
cultural and cognitive evolution (Dissanayake, 1992; Dutton, 2009; Brown, 2021), and
art has long been acknowledged as a critical factor in the evolution of societies and
their cultures, acting both as a reflection of and a catalyst for social change. Recent
contributions from economics echo this perspective, e.g., Michalopoulos and Xue (2021),
or Michalopoulos (2025) for a more comprehensive discussion.

An important insight from the literature is that art serves not only as an aesthetic
experience but also as a record of the emotional and social life of individuals and com-
munities (a reflection of society; see, e.g., Albrecht, 1954; Alexander, 2020). Artworks
aim to convey emotions, ideas, and knowledge. This reflective function underlies our
own approach, which rests on the premise that the evolution of artwork can reveal the
evolution of societies. However, artistic expression also shapes social interactions and
helps societies articulate cultural patterns (a catalyst channel; see Dissanayake, 1992;
Gell, 1998). Indeed, interdisciplinary research at the intersection of anthropology, evo-
lutionary biology, neuroscience, and art history paints a complex picture in which art is
not merely a byproduct of human civilization but an active participant in the cognitive
and social development of humans (Henrich et al., 2016).

Quantifying the meaning of artwork Art historians seek to recover the meaning
of artwork, employing methods that have influenced our work at different stages. We
broadly categorize these methodologies into three groups: (i) those focusing on the vi-
sual and symbolic aspects of the artwork, such as formalism and iconography; (ii) those
focusing on the artist, such as psychoanalytic art history, which explores artists’ subcon-
scious influences on art, and biographical approaches that consider the artist’s personal
life and intentions; and (iii) those focusing on the broader social context, which stud-
ies the social, political, and economic conditions surrounding the creation of artworks.
We draw inspiration from all these areas in our attempt to decode the information that
artists embedded in their work and to relate it to societal developments.

Our algorithmic approach emulates formalism and iconography to predict emotions
expressed in the artwork. The algorithm flexibly accounts for the Elements of Art, e.g.,
color, form, line, shape, space, and texture, and for the Principles of Art, e.g., scale, pro-
portion, unity, variety, rhythm, mass, shape, space, balance, volume, perspective, and
depth. The attempt to link art elements and composition principles to emotions is per-
haps best described by Leo Tolstoy’s (1898) description of the artist’s creative process:
“To evoke in oneself a feeling one has once experienced, and having evoked it in oneself,
then by means of movements, lines, colors, sounds, or forms expressed in words, so to
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transmit that feeling that others may experience the same feeling.” Our approach essen-
tially inverts this process: we observe the emotions associated with artworks by a large
set of individuals and train an algorithm to learn how visual elements and principles of
art translate into the feelings perceived by viewers.

Our procedure to quantify the meaning of art is closely related to the emerging field
of digital art history, which explores how quantitative and computational techniques
can enrich traditional art-historical inquiry. A 2013 special issue of the journalVisual Re-
sources provided scholars with a forum to explore future directions for the field. Among
the areas of interest identified were algorithmic computational methods, including ma-
chine learning and natural language processing. As noted by Jaskot (2019), “digital art
history lets us address the tradition of the social history of art in new ways,” because dig-
ital methods are particularly well suited to engaging with broader art-historical debates
that examine artworks in their social context and require large bodies of evidence. This
objective aligns with the core of the social history of art, which “is not satisfied with a
social context for art, but rather reverses this equation by arguing that an analysis of art,
artist, and audience must tell us something structurally about society.” Building on this
intuition, we propose a method to uncover what paintings can reveal about society and
its historical circumstances, as we discuss next.

Societal influence, creativity, and personal circumstances Retrieving societal in-
fluence from the painter’s creative process implies two difficulties. First, predicted emo-
tions consist of individual, artist-specific effects and broader societal effects. For in-
stance, there was a shift in Goya’s way of painting after 1793 which was likely driven
by personal circumstances (a near-fatal illness) and societal developments (political tur-
moil in Spain and the effects of the Napoleonic wars). This example illustrates how both
personal and social factors find reflection in artwork. In this paper, our focus lies on
the latter—the social effects. To disentangle social effects from personal idiosyncrasies,
our empirical design controls for artist-specific circumstances and identifies group ef-
fects, i.e., the commonality behind artists’ joint reflections on historical conditions and
social changes. Second, a key working hypothesis is that the message and emotions per-
ceived by a contemporary audience are a proper reflection of the message and emotions
intended by artists of very different backgrounds.7 The following sections will provide

7A related question concerns the stability of emotional expression across time and cultures. This
question connects our work to (i) psychological research on the evolutionary basis of emotions, to (ii)
work on the neuroscience of emotions (Damasio, 2006), and to (iii) psychoanalytic art history that ex-
plores emotions in art. While a full discussion of these literatures lies beyond the scope of this paper, we
refer the interested reader to work by Ekman on basic emotions, Damasio on emotions as support to the
reasoning process, and Robinson on emotions in art (Robinson, 2005). Our analysis focuses on the detec-
tion of basic emotions in historical paintings. Ekman (1999) argues that basic emotions are evolutionary
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empirical support for these working hypotheses.

2 Data sources

This section describes our main data sources. Our baseline empirical analysis relies on
two main sources: (i) large, open-access repositories of art collections, where each paint-
ing is associated with an artist, an estimated year of production, and a geographic lo-
cation; and (ii) a smaller sample of paintings with manually annotated emotions. We
provide further descriptive statistics on these data sources in Appendix B, including the
available information, their coverage, and a detailed description of the annotations.

Figure 2. Temporal and spatial coverage of our image collection(s).

(a) Time of production (b) Selected countries

Notes: Panel (a) shows the distribution of production years in Google Arts and Culture, Wiki-Art, and Wiki-Data. Google Arts and
Culture and Wiki-Art provide more consistent coverage of the Renaissance, the later Reformation, and the Enlightenment. The two
main modes correspond to the Dutch Golden Age and the French Belle Époque. Wiki-Data primarily covers the more recent period
from 1800 to 2000. Panel (b) shows the relative coverage over time for the following “harmonized” countries and country groups:
Austria (AT, red), Belgium (BE, gold), Denmark (DK, light red), France (FR, navy blue), Germany (DE, black), Italy (IT, green), Japan
(JP, pink), the Netherlands (ND, orange), Russia (RU, light blue), Spain (SP, yellow), the United Kingdom (UK, red), the United States
(US, blue), other major European countries with more than 1,000 artworks (O1, e.g., Portugal, Sweden), other major Asian countries
(O2, e.g., China, India), other major producers from other continents (O3, e.g., Argentina, Australia, Brazil, Mexico, South Africa),
and smaller producers (O4, all countries with fewer than 1,000 artworks). We provide additional descriptive statistics on the coverage
of these data sources in Appendix B.1, including their representation of different movements and types of artwork over time.

A harmonized collection of paintings Our primary dataset is a collection of high-
resolution images, retrieved from three large repositories of art collections: Google Arts

adaptations to recurring life challenges. We adopt a commonly used framework that mostly relates to six
such emotions: happiness; surprise; fear; disgust; anger; and sadness. According to Frijda (2007), each
basic emotion is triggered by specific environmental stimuli and is associated with distinct behavioral
responses. For example, disgust arises from contact with potentially harmful substances, prompting with-
drawal and physiological reactions like retching; fear is evoked by perceived threats, leading to defensive
responses like freezing or fleeing. These patterns reflect species-wide adaptive mechanisms that evolved
to solve recurrent survival problems, and such emotions are universal and largely independent of cultural
variation (Tooby and Cosmides, 1990).
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and Culture; Wiki-Art; and Wiki-Data.8 We collect information from Google Arts and
Culture and Wiki-Art using a headless browser, which downloads images at the highest
available resolution, along with tags (e.g., production year, style, or movement), and
retrieves additional details from the artists’ Wikipedia pages. Access to Wiki-Data is
facilitated through an API. The data contain high-quality information on each painting’s
production date and physical characteristics (e.g., material and size).

Figure 2 presents the temporal coverage of these distinct data sources. Google Arts
and Culture and Wiki-Art offer consistent coverage of the Renaissance, the later Refor-
mation, and the Enlightenment, as well as the golden ages of painting (such as the Dutch
Golden Age and the French Belle Époque). Wiki-Data, by contrast, is more focused on
the period from 1800 to 2000 (panel a). Combined, these sources provide consistent cov-
erage of the major European economies between 1400 and 2000 (panel b). Panel (b) of
Figure 2 also illustrates how the geography of cultural production shifts over time in
our curated sample: Italy is the dominant producer before 1600 (with the Holy Roman
Empire also prominent around 1500); the Netherlands and the Low Countries lead from
the late fifteenth to early seventeenth century; France emerges as a major center from
1700 to 1950; Great Britain peaks around 1800; and the United States, along with other
world regions, gain prominence from 1900 onward.

Our data sources—Google Arts and Culture, Wiki-Art, and Wiki-Data—provide partial
information about the artist or the artwork. To enrich and harmonize this information,
we employ several strategies to associate each painting with approximately 100 harmo-
nized artistic movements (e.g., post-impressionism, mannerism, fauvism), 40 harmonized
exercises (e.g., allegorical painting, landscape, still life), and standardized artist identi-
fiers, along with data on the artist’s nationality, birth and death details, and possible
main residences over the course of their career.9

This procedure yields a dataset of 630,846 paintings by more than 29,000 artists, for
8There is some overlap between these collections, e.g., for the most notable artwork. To identify

duplicates, we rely on a fuzzy matching procedure and apply the algorithm described in Section 3 which
produces—in an intermediary step—a vector of 1,260 embeddings for each painting. More specifically, we
focus on paintings from the same artist within a given period, construct the squared difference between
embeddings of separate pieces across different collections, and predict a probability to be “duplicates”.
The last step is informed by the constitution of a small training sample, in which we flag duplicates and
non-duplicates for about 1,000 pairs of paintings from the same artists. The convenient representation of
images into embeddings—allowing to create multi-dimensional indicators of distance—is used by a few
recent contributions attempting to estimate demand for differentiated products (see, e.g., Han and Lee,
2025; Compiani et al., 2025).

9We rely on three main strategies. First, many artworks in Google Arts and Culture, Wiki-Art, and
Wiki-Data include sufficient information to retrieve the artist’s Wikipedia page, from which we request
structured data via the Wikipedia API. Second, we use pre-trained Named Entity Recognition models to
systematically clean and harmonize tags across sources (e.g., artist name, genre, art movement), which we
complement with tagging information from over 500,000 paintings in the ART500K dataset (Mao et al.,
2017). Third, we use a large language model (GPT-4o) to classify the remaining artists and paintings.
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which we have reliable, comprehensive information on artwork characteristics (title,
movement, genre, physical features), context of production (year, location), and creator
identity. These geolocated and dated artworks span 110 contemporary countries, with
12 (and 34, respectively) accounting for more than 10,000 (resp. 1,000) distinct pieces.
The leading contributors include Austria, Belgium, Denmark, France (115,286), Germany
(40,792), Italy (60,375), Japan, the Netherlands (69,723), Russia, Spain, the United King-
dom (56,470), and the United States (68,454).

Figure 3. Annotations and the highest emotion scores.

(a) Contentment (b) Amusement (c) Excitement (d) Awe

(e) Fear (f) Anger (g) Sadness (h) Disgust

Notes: This figure shows the paintings with the highest emotion scores among 79,860 annotated artworks, by emotion (amusement,
anger, awe, contentment, disgust, excitement, fear, sadness, and other—not shown). The most frequent emotions are: contentment
(typically associated with landscapes, nature morte, and peaceful scenes); awe (typically associated with displays of power or op-
ulence); sadness (often linked to melancholic portraits, depictions of poverty, or religious imagery); fear (typically associated with
chaotic images, either through the subject or through texture—a ship engulfed by waves, for instance); excitement; amusement; and
disgust (frequently associated with nudity). Sources: ArtEmis (Achlioptas et al., 2021, approximately 450,000 annotations), ArtELingo
(Mohamed et al., 2022, approximately 1,000,000 annotations). We collapse the different emotion ratings for each painting into an
empirical probability distribution, i.e., the probability that a labeler reports a given emotion.

A collection of annotated images Our empirical procedure requires labeled data,
i.e., a subsample of paintings with associated annotations (e.g., emotion intensity), in or-
der to map a painting 𝑗 onto a vector of emotion 𝐩𝑗 . We rely on ArtEmis (Achlioptas et al.,
2021, which provides approximately 450,000 annotations for a subset of 79,860 Wiki-Art
paintings discussed above) and ArtELingo (Mohamed et al., 2022, which provides over
1,000,000 annotations for the same 79,860 paintings). These two sources collect emotion
scores along nine dimensions: amusement, anger, awe, contentment, disgust, excitement,
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fear, sadness, and something else (which we hereafter label as other). In practice, individ-
uals were shown paintings and asked to select one dominant emotion from the nine cat-
egories. ArtEmis includes an average of 5.6 annotations per painting, while ArtELingo
includes an average of 15.3; each annotation corresponds to a different evaluator. We
treat these multiple annotations as if they resulted from the probabilistic evaluation of a
single individual: each painting 𝑗 is allocated a probabilistic vector of emotions, 𝐪𝑗 , based
on the 15-25 labels provided by the various annotators. This vector records the share of
evaluators who selected each of the nine emotions, such that the entries sum to 1.

The most frequently mentioned emotions are: contentment (often associated with
landscapes); awe (typically linked to beauty or displays of power and opulence); sadness
(associated with melancholic portraits, depictions of poverty, or religious imagery); fear
(often linked to chaotic scenes, either through subject matter or visual texture—such as
a ship engulfed by waves); excitement; amusement; and disgust.

Figure 4. Understanding the reported emotion from the annotators’ free descriptions.

(a) Contentment (0.302) (b) Amusement (0.101) (c) Excitement (0.071) (d) Awe (0.168)

(e) Fear (0.095) (f) Anger (0.018) (g) Sadness (0.101) (h) Disgust (0.048)

Notes: These figures rely on Term Frequency-Inverse Document Frequency (TF-IDF) to measure the importance or distinctiveness of
a word within a corpus, and we cluster these words by emotion labels. TF-IDF captures the distinctiveness of a term in a document
relative to the corpus, with idf(𝑡) = ln

(
1+𝑛

1+df(𝑡))
+ 1 and T(𝑡, 𝑑) = tf(𝑡, 𝑑) × idf(𝑡), where tf(𝑡, 𝑑) is the share of term 𝑡 in document

𝑑, and df(𝑡) is the number of documents—here, textual justifications by annotators—containing 𝑡 in a corpus of size 𝑛. Intuitively,
words that appear in a small number of documents receive higher scores than those that are common across all documents. We
report the average probabilistic score of each emotion in parentheses.

How do annotators interpret the artist’s intentions and categorize emotions in paint-
ings? Different choices may reflect differences in the personalities of labelers, as well as
in their training, cultural background, and knowledge of art and historical context. Con-
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veniently, annotators select a dominant emotion but also provide a short description
to justify their choice. We illustrate the mapping between paintings, annotators’ per-
ceptions, and their chosen emotions in Figures 3 and 4. Figure 3 shows paintings that
received the highest scores among evaluators for each emotion: one can see that annota-
tors respond to the subject (e.g., a clown for amusement), to color (e.g., the bright palette
in the artwork associated with excitement), and to texture and composition (e.g., the
sharp angles and layout in the artwork associated with fear). Another way to shed light
on how annotators interpret emotion labels is to exploit the free text that they provide
for each painting. Figure 4 visualizes the most frequently used terms in these justifica-
tions: contentment is linked to calm, peace, and nature; sadness to darkness and death;
fear to both the subject (especially facial expressions or eyes) and the composition (e.g.,
darkness and shadows); and disgust appears to be triggered by bodily representations.

Figure 5. The internal and external validity of annotated emotions.

(a) Descriptions against labels (b) Descriptions against quotes

Notes: Panel (a) displays the distribution of squared errors, ∑𝑒(𝜗
𝑒 − 𝑞𝑒)2, between the probabilistic vectors of emotions averaged

across the dominant emotions chosen by annotators, {𝑞𝑒}𝑒 , and the probabilistic vectors of emotions associated with their textual
justifications, {𝜗𝑒}𝑒 . The green line shows averages across textual justifications, while the beige line reports distances between the
probabilistic vectors of emotions and each individual textual justification from each of the 15–25 annotators. Panel (b) displays the
distribution of squared errors, ∑𝑒(𝑞

𝑒 − 𝜌𝑒)2, between the probabilistic vectors of emotions averaged across textual justifications
provided by annotators, {𝑞𝑒}𝑒 , and the probabilistic vectors of emotions derived from quotes by the artists, {𝜌𝑒}𝑖, across 34 distinct
paintings (including: The Potato Eaters by Vincent van Gogh, depicted in Figure 1; A Sunday Afternoon on the Island of La Grande
Jatte by Georges Seurat; The Massacre of the Innocents by Peter Paul Rubens; and Moscow (1916) by Wassily Kandinsky). The red
distribution provides a benchmark in which quotes are randomly allocated across paintings. The textual classification of quotes into
a probabilistic emotion score, {𝜌𝑒}𝑖, relies on a transformer model (DistilBERT; see Sanh et al., 2019).

We further exploit these justifications to assess the suitability of the annotations for
our purposes and ask: do these contemporary predictions accurately capture the artist’s
intentions? In a first step, we test the “internal validity” of these annotations and analyze
the proximity between the average chosen emotions and the textual justification (panel a
of Figure 5): the distribution of squared errors, ∑𝑒(𝜗

𝑒 − 𝑞𝑒)2, between the probabilistic
vectors of emotions, as averaged across the dominant emotions chosen by annotators,
{𝑞𝑒}𝑒, and the probabilistic vectors of emotions associated with their textual justifications
by a transformer model (DistilBERT, Sanh et al., 2019), {𝜗𝑒}𝑒, features low values. One
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advantage of using a probabilistic target is that it allows for a wisdom-of-the-crowd
effect, attenuating the influence of annotators’ idiosyncrasies (e.g., their mood, cultural
background, or knowledge of art and historical context).

In a second step, we benchmark these textual justifications against a selection of
artists’ own descriptions of their work, covering 34 distinct paintings (panel b of Fig-
ure 5). The average emotion vector, 𝐪, closely matches the artists’ stated intentions.10

Socio-economic changes, shocks to livelihoods, and auctions The main empirical
novelty of our research is to exploit paintings as data points. However, our analysis also
requires access to more conventional data sources, most notably: indicators of economic
development and inequality to validate and interpret fluctuations in measured emotions,
such as GDP per capita (Bolt and Van Zanden, 2025), wealth concentration (Alvaredo et
al., 2020), happiness (a valence index based on sentiment analysis of published books,
see Hills et al., 2019), and life expectancy (Zijdeman and Ribeira da Silva, 2015); large,
observable socio-economic changes, including the adoption of new technologies (Cross-
country Historical Adoption of Technology, see Comin and Hobijn, 2004), the first wave
of globalization (Jordà-Schularick-Taylor Macrohistory Database, see Jordà et al., 2017),
and the intensification of knowledge production (The Rise of Universities in Medieval
and Early Modern Europe, see De La Croix et al., 2024); shocks to livelihoods over the
period of interest, such as political turbulence (Marshall et al., 2014), wars, climatic vari-
ability (Luterbacher et al., 2004), and short-term changes in the prices of basic commodi-
ties (Allen-Unger Global Commodity Prices Database, see Allen and Unger, 2019); and
roughly 1,200,000 recorded transactions for a subset of artworks dated between 1650 and
1950, which we use to examine the selection of preserved artworks and the role of art
commercialization. We describe these data sources in Appendix B.4.

3 An emotion prediction model

This section briefly describes the convolutional neural network architecture used to pre-
dict emotion scores from paintings. We defer a more detailed discussion to Appendix C.

3.1 Structure and optimization

Image pre-processing While convolutional networks typically require standardized
input, for instance, square images of a uniform size, the raw images vary in both res-

10We provide supplementary material in Appendix B.2, where we discuss differences across movements
and types of exercise (e.g., portraits, landscapes, religious or allegorical works), as well as measurement
issues related to the number of ratings per image.
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olution and aspect ratio. The canvas dimensions would, however, mostly fall within a
longer-side-to-shorter-side ratio between 1:1 and 1:1.5 (see Figure C1 in the Appendix),
and the nature of artwork usually implies that the center of the piece is its most impor-
tant part. We therefore center-crop each image while preserving its aspect ratio, and
then resize it to a 384 × 384 × 3 array, where the last dimension represents the three color
channels: red, green, and blue. For example, Figure 3 shows pre-processed paintings,
demonstrating that cropping and resizing do not significantly affect visual perception.

A convolutional network structure We adopt a transfer learning approach to pre-
dict the emotions conveyed by paintings (i.e., our algorithm learns from initial, generic
priors; see Bengio et al., 2013). Our model operates in two stages. First, a large, pre-
trained image model—the encoder—extracts generic features from the image. These in-
clude visual elements such as edges, textures, motifs, shapes, and objects that capture
the essential visual characteristics of the artwork. Second, an additional layer maps these
features onto emotion probabilities.

First, the pre-trained encoder extracts multiple generic features from each image.
This encoder consists of the convolutional layers of an EfficientNetV2-S model (Tan
and Le, 2021), originally trained on the ImageNet dataset (Deng et al., 2009, a multino-
mial classification task involving 1.4 million photographs of objects from 1,000 different
classes, with the output layer removed). The model produces an array of dimensions
12 × 12 × 1280, where the 12 × 12 grid divides the input image into coarse spatial regions,
and each of the 1,280 variables encodes the presence of a specific image feature within
those regions. We then apply global average pooling by computing the mean value of
each feature across all spatial locations, effectively ignoring any variation in importance
between central figures and peripheral details.

Second, a regression head is added to the encoder, mapping the 1,280 average feature
values into 9 scores associated with each emotion. This regression head—preceded by a
dropout layer to mitigate overfitting (Tompson et al., 2014)—is more flexible than a basic
multinomial logit model, allowing it to better capture the complexity of the encoder
output, though it serves a similar function. The outcome is a distribution over emotions,
with scores summing to 1 and interpretable as probabilities. Letting 𝑗 ∈  denote a
painting, 𝐱𝑗 the vector of extracted features from the encoder model, and 𝑦𝑗 the latent
emotion of painting 𝑗 , the regression head assumes,

𝑝
𝑒
𝑗 = 𝑃 (𝑦𝑗 = 𝑒|𝐱𝑗) =

𝑒𝑧𝑒,𝑗

∑𝑒∈ 𝑒
𝑧𝑒,𝑗

,

where latent factors, 𝑧𝑒,𝑗 = 𝑓𝑒(𝐱𝑗 , 𝐛), are estimated through a non-parametric estimation,
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allowing to capture non-linearities and interactions between input variables.
The model minimizes the Kullback-Leibler divergence—or relative entropy—between

the predicted and observed distributions of probabilistic scores, allowing us to account
for the fact that the target is a probability distribution. The Kullback-Leibler divergence
metric between the actual probability distribution, {𝑞𝑒}𝑒∈ , and the predicted probability
distribution, {𝑝𝑒}𝑒∈ , is defined as,

∑

𝑒∈
(𝑞
𝑒
ln(𝑞

𝑒
) − 𝑞

𝑒
ln(𝑝

𝑒
)) .

Model parameters are estimated by maximum likelihood using the AdamW optimizer
(i.e., with an adaptive learning rate for each parameter, dynamically adjusted learning
rates, and sub-sampling of 32 images at each optimization step; see Loshchilov and Hut-
ter, 2017). In practice, the model is implemented using the GPU-enabled version of the
PyTorch library and can be run on a standard high-specification laptop with a properly
configured Python environment; access to high-performance computing is not required.

Optimization The model optimization proceeds in two stages. First, we align the pre-
trained encoder parameters with the randomly initialized parameters of the regression
head. To do so, we optimize the model while keeping the encoder parameters fixed—
effectively treating the encoder’s output as given and updating only the regression head
that maps these features onto emotion probabilities. Directly optimizing the entire model
from the start could result in large gradient updates from the randomly initialized head,
potentially disrupting the encoder’s ability to extract meaningful features. Second, we
fine-tune the full model by (i) unfreezing the encoder parameters—except for the batch
normalization layers, which remain frozen to preserve the stable feature distributions
acquired during pre-training—and (ii) training the model with a low learning rate to mit-
igate over-fitting. This step effectively adapts the model from the “photograph domain”
(and more specifically, from ImageNet-style images) to the painting domain, encourag-
ing it to extract features that are predictive of emotions.

The hierarchical structure of convolutional neural networks allows them to build
increasingly complex representations by combining simpler features learned in earlier
layers. As illustrated in Appendix C, early layers capture low-level characteristics such
as brush strokes, color gradients, and textures; mid-level layers extract more abstract
elements such as shapes and lighting; and later layers focus on high-level aspects in-
cluding composition, subject matter, and expressive details such as facial expressions
and posture.
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Figure 6. Model validation—Kullback-Leibler divergence.

(a) Distribution (b) Period (c) Genre

Notes: These figures present statistics on the Kullback-Leibler divergence between the emotion ratings and the predicted ratings
within the training sample and the test sample. The metric is defined as ∑𝑒∈ (𝑞

𝑒 ln(𝑞𝑒) − 𝑞𝑒 ln(𝑝𝑒)), where {𝑞𝑒}𝑒∈ is the target
probability distribution and {𝑝𝑒}𝑒∈ is the predicted distribution. Panel (a) shows the distribution of this divergence metric within
the training sample (light blue) and the test sample (red); the median values for each are displayed as dashed lines (long dash for
training, shorter dash for test). For interpretive purposes, we also report the median divergence between predictions and randomly
reshuffled labels as a fully uninformed benchmark (dashed gray line). Panels (b) and (c) show median divergence values across sub-
samples defined by: (i) production period, and (ii) genre or type of exercise. The following categories are used: Abstract (abstract,
genre painting); Landscape (cityscape, landscape, marina); Still (animal painting, flower painting, still life); Sketch (sketch and study);
Nude (nude painting); Portrait (portrait, self-portrait); Religious (religious painting); Myth. (mythological painting); and Allegorical
(allegorical painting).

3.2 Validation

The validity of our overall procedure relies on two key hypotheses: (H1) the model pre-
dicts the emotions sensed by annotators, and (H2) the contemporary labels—and the
resulting predictions—capture the artists’ intentions. This section offers empirical evi-
dence to assess model fit and potential over-fitting both overall and across genres and
periods (H1) and provides a discussion of the less testable assumption that the predic-
tions meaningfully reflect the emotions that the artist(s) intended to transmit (H2).

Fit and over-fitting We validate the model by splitting the annotated sample into
three subsets: a training set (70%); a validation set (15%); and a test set (15%). The train-
ing set is used to estimate the parameters of the encoder and regression head; the valida-
tion set is used to interrupt training when the model starts overfitting and to select the
parameters with the best generalization performance; and the test set is used to evaluate
model performance.11 Appendix C provides a comprehensive description of the model
performance, and the main takeaways are illustrated in Figure 6.

First, the Kullback-Leibler divergence is similar across the training and test sets, indi-
cating that the model is not subject to major over-fitting (panel a). The actual prediction

11To further limit over-fitting, random transformations, such as flipping, zooming, and rotation, are
applied to each training batch, which increases the size of the training sample and provides invariance
properties to these transformations. Since we also apply dropout layers to avoid over-fitting, we can use
Monte-Carlo Dropout (Gal and Ghahramani, 2016) to compute standard errors for our predictions.
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is four to five times more likely to outperform a reshuffled random prediction. Second,
the divergence increases gradually with the time since production, in both the training
and test sets (panel b). This appears to be driven by variation in sample size, as shown
by the better fit for paintings produced between 1850 and 1950, which corresponds to
the modal period in our harmonized collection of paintings (see Figure 2). Third, the
divergence is slightly higher for sketches, nude, religious, and mythological paintings,
reflecting their lower incidence in the annotated sample (panel c). Overall, however, the
model successfully limits over-fitting across periods and artistic exercises.

The nature of the prediction, i.e., a probability distribution
{
𝐩𝑗 , ∀𝑗 ∈ 

}
, and its as-

sociated evaluation metric, namely the Kullback-Leibler divergence (or relative entropy),
make it difficult to extract intuitive indicators of performance. To illustrate model accu-
racy in more accessible terms, we compute mean squared errors in Appendix C, where
we show that the median mean squared error within the training sub-sample (0.056) is
equivalent to allocating a probability of 0.830 to a dominant emotion and 0.170 to a sec-
ondary emotion, instead of a probability of 1 to the dominant emotion and 0 to all others.
Given the limited over-fitting, the median mean squared error in the test set (0.067) is
comparable—equivalent to assigning a probability of 0.815 to the dominant emotion and
0.185 to a secondary one.

To further illustrate the model’s strengths and limitations, we extract eight addi-
tional images from the test sample, each selected to convey a specific emotion (see Ap-
pendix Figure C6). The model predicts well the most common emotions. For example, it
identifies awe in depictions of opulent buildings or dramatic landscapes; contentment in
peaceful natural scenes; excitement through warm colors, lighting, and human activity;
fear through cold tones and indistinct textures that evoke uncertainty; and sadness via
facial expressions or muted colors. The prediction is slightly weaker for less frequent
emotions, as discussed below. The prediction also inherits the prejudices of evaluators.
For instance, nudity is often associated with disgust, possibly reflecting moral codes and
beauty standards of our times—maybe more than the artist’s original intention.

The main prediction errors stem from two well-known issues. First, predicting a truly
multidimensional emotion vector is difficult, especially given the skewed distribution of
emotions in both the annotated data and the predictions. Subtle, secondary emotions are
often captured less precisely than the primary, more salient emotional tone of an image.
A second issue is neutrality versus distinct emotions. In effect, many images evoke con-
tentment to evaluators, and the model tends to slightly over-predict such outcome at the
expense of more distinctive emotions.

20



Identification One drawback of neural networks is that they are highly complex pre-
dictors, combining numerous parameters across connected layers. This complexity often
makes it difficult to identify which sources of variation are most important for predic-
tion. By contrast, regression models allow the statistician to measure the contribution
of individual variables to explaining the overall variance in the outcome.

Figure 7. The identification of emotion in paintings.

(a) Contentment (b) Amusement (c) Excitement (d) Awe

(e) Fear (f) Anger (g) Sadness (h) Disgust

Notes: This figure displays heatmaps generated using Class Activation Mapping (Zhou et al., 2016), which isolates the parts of the
image most used by the network to predict a latent emotional probability. We apply this method to the paintings with the highest
emotion scores—for each emotion—among 79,860 annotated artworks; these paintings were previously shown in Figure 3. The
color scale, ranging from blue to green, yellow, and red, indicates the zones of activation associated with each dominant emotion.
For example, amusement (panel b) is detected through the faces of the audience and the central dancing figure; the balloons in
panel (c) evoke excitement to the trained algorithm; and depictions of naked bodies are predicted to elicit disgust (panel h). Additional
illustrations are provided in Appendix C.3.

We cannot provide an equivalent decomposition. Instead, we illustrate the quality
of the identification of probabilistic emotion scores through a set of examples. In Fig-
ure 3, we generate heatmaps using Class Activation Mapping (Zhou et al., 2016), which
highlights the parts of an image most used by the network to predict a latent emotional
probability. To this end, we use the eight paintings previously selected as most evoca-
tive of a dominant emotion (see Figure 3), and we report the heatmap for this dominant
emotion. The results show that the algorithm often focuses on central, conspicuous el-
ements, e.g., the angry face in panel (b), but can also infer emotion from background
objects (balloons in panel c) or secondary characters (panel b). In general, bright colors
and motion evoke excitement; sharp angles are associated with fear ; and exposed body
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parts tend to signal disgust. In Appendix C.3, we provide additional evidence, including
examples of Class Activation Mapping for different emotions within the same image.

Predictions and the intentions of artists In this section, we briefly summarize more
indirect evidence that our contemporary predictions capture the artists’ intentions. First,
our predictions are essentially targeting the labeling process of annotators, such that
any desirable or undesirable features of their annotation process will be projected onto
the model. In Section 2, we showed that there is non-negligible heterogeneity across
annotators, but that the average annotator appears to understand the emotion categories
(see Figure 3), to be internally consistent in their classifications (see Figure 4 and panel a
of Figure 5), and to broadly align with the stated intentions of artists, at least in the subset
of examples where such intentions are available (see panel b of Figure 5). Second, the
previous identification illustrations serve as sanity checks for a selection of artworks.
Third, in Appendix C.3, we quantify the proximity between the predicted probabilistic
emotion vectors and those derived from artist quotes.

Attrition, commercialization, and selection into conservation Finally, our har-
monized collection of paintings reflects a selection of artworks produced within a specific
historical context—a selection shaped by the tastes of contemporary and later audiences,
the idiosyncrasies of wealth accumulation, inheritance patterns, museum donations, and
the destruction of art through wars and revolutions. In Appendix B.4, we analyze dig-
itized sales catalogs covering approximately 1.2 million transactions between 1650 and
1950 in the Low Countries, France, Great Britain, and Germany. This analysis allows
us to examine the selection of artworks and artists into preservation and conservation,
and to address two key questions: (1) Which artworks produced in a given period were
selected for preservation and inclusion in today’s digital collections? and (2) To what
extent were preserved artists more highly valued around the time of production?

We find a moderate price premium—around 10%—for artists included in our sample,
a difference that can be identified within the same auction. A related question concerns
the role of commissioned art, and whether the artists in our sample—those whose works
were commercialized or later appeared in digitized auctions—produced pieces that dif-
fered in technique or emotional expression from those of their peers. Here, we find
limited differences between “selling” artists and others. Likewise, we find no evidence
of a significant gap in emotional content between highly valued artists and those who
commanded lower prices at the time.
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4 The dynamics of emotions over time

The previous exercise produces a probabilistic vector of emotions, 𝐩𝑗 , for each painting
𝑗 ∈  . This section describes how we exploit these painting-specific characteristics to
examine the dynamics of emotions and their reflection of large socioeconomic changes.

4.1 Empirical strategy

Empirical strategy The data construction described in the previous Sections 2 and 3
yields a dataset of images with the following attributes: emotion scores, genre and move-
ment, title, author, and year and location of production.

Let 𝑗 denote a given painting and 𝑝𝑒𝑗 an associated emotion indicator—for instance,
the predicted probability to evoke emotion 𝑒. This image has been produced by a certain
artist 𝑎 in location 𝓁 and year 𝑡, characterized by socio-economic conditions 𝐬𝓁,𝑡 . In this
setting, the equivalent to a standard two-way fixed effects specification corresponds to
the model,

𝑝
𝑒
𝑗,𝓁,𝑡 = 𝛼𝐬𝓁,𝑡 + 𝛽𝐗𝑗 ,𝓁,𝑡 + 𝜈𝓁 + 𝜂𝑡 + 𝜀𝑗 ,𝓁,𝑡 , (1)

where 𝐗𝑗 ,𝓁,𝑡 includes covariates such as fixed, unobserved artist effects, 𝛼𝑎(𝑗), the artist’s
age, the type of exercise, or the adopted style; and 𝜈𝓁 and 𝜂𝑡 denote location and year
fixed effects.

This specification is demanding, leveraging variation in conveyed emotions within
an artist’s production cycle. In Appendix D.1, we quantify the respective explanatory
power of year, country, artist, and context fixed effects: country differences account for
less than 2-3% of the overall variance in depicted emotions; common yearly dynamics
across countries explain less than 8% for most emotions; unobserved, latent artist factors
explain between 40 and 50% of the variance; and adding context-specific unobservables,
(𝓁, 𝑡), to artist fixed effects increases the explained variance across our emotion indicators
by 3-4 percentage points. The subsequent analysis shows that this “limited” within-artist
variation is nonetheless sufficient to capture significant fluctuations in emotions across
contexts. In Appendix D.1, we further leverage our empirical strategy using a sample of
30 prominent artists, highlighting variation in the content of their work and how their
emotional expression may reflect broader societal changes.

One variant of the previous model would replace observable measures of socio-
economic conditions, 𝐬𝓁,𝑡 , with a set of dummy variables, 𝜓𝓁,𝑡 , associated with a context
(𝓁, 𝑡). This alternative specification identifies the average latent emotion, 𝜓𝓁,𝑡 in a setting
that is well-known to the labor literature as an AKM decomposition (where artists play
the role of “workers” and contexts correspond to “firms,” with the objective of extracting
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firm productivity while isolating it from worker selection; see Abowd et al., 1999).12

Derivatives of the emotion scores Our empirical evidence primarily relies on the
probabilistic vector of emotions, 𝐩𝑗 , associated with each painting 𝑗 . In addition, we
associate indices to this probabilistic vector of emotions. The first index combines the
nine emotion scores into a single value,

𝑙𝑗 = ∑

𝑒∈+

𝑝
𝑒
𝑗 − ∑

𝑒∈−

𝑝
𝑒
𝑗 ,

where 𝑙𝑗 represents a positivity index ranging from −1 to 1, calculated by summing the
positive emotion scores (contentment, excitement, amusement, awe) and subtracting the
negative ones (fear, anger, sadness, disgust). This dimensionality reduction might help
better visualize the general dynamics of emotions conveyed by different paintings, but
such a simplistic index may overlook important nuances: both fear and sadness are neg-
ative emotions, but fear may be forward-looking and tied to uncertainty, while sadness is
more often backward-looking; similarly, contentment and excitement are both positive,
though contentment tends to reflect calmness. Emotions like awe and disgust are also
more difficult to interpret or categorize.13 We also construct an artwork-specific mea-
sure of disagreement, 𝑑𝑗 , defined as the distance to the average emotion vector within a

12This decomposition relies on two assumptions: additivity in artist and context effects; and mean
independence of the error term, i.e., the error is mean independent of previous (and future) contexts.
Violations of these assumptions—discussed in recent contributions (see, e.g., Bonhomme et al., 2020)—can
bias the estimated context-specific effects𝜓𝑙,𝑡 . For instance, if there were complementarities between artist
and context effects, the decomposition would fail because the effects are no longer additively separable.
Similarly, if the error term was correlated with past or future contexts, the estimates would again be
biased. Several factors may validate such concerns. First, there may be a “limited mobility bias.” While
artists do move across contexts in the sense that 𝑡 varies across their works (which could theoretically
be distinguished from life-cycle effects if age was modeled separately), they move less frequently across
locations 𝓁. Moreover, mobility patterns likely vary across historical eras, as apprenticeship systems were
gradually replaced by formal training, and across the life-cycle, as apprenticeship gives way to more formal
invitations. Second, mobility is not random. Artists are invited to specific places at specific times in
response to their previous works, expectations about local economic conditions, or other unobserved
factors. For example, François I, who directly influenced economic and cultural developments in France
between 1515 and 1547, invited Leonardo da Vinci, Benvenuto Cellini, Andrea del Sarto, Rosso Fiorentino,
Francesco Primaticcio, Joos van Cleve, and Godefroy le Batave, in part to disseminate the Italian and
Northern Renaissance in France. Third, previous contexts might spill over to the future production of
artists and introduce spurious time and spatial auto-correlation across context-specific effects 𝜓𝓁,𝑡 .

13To better understand the latent variation underlying our nine correlated variables, we perform a
Principal Component Analysis (PCA) on the probabilistic vector of emotions, 𝐩𝑗 , and select the eigenvec-
tors of the covariance matrix with eigenvalues above or close to 1. The loadings for each emotion are
reported in Appendix D.1 and Appendix Table D1. The first principal component (𝑝𝑐1𝑗 ) loads positively on
negative emotions (fear, anger, sadness) and negatively on contentment. The second principal component
(𝑝𝑐2𝑗 ) loads positively on positive emotions (amusement) and disgust. The third component (𝑝𝑐3𝑗 ) captures
awe (and excitement), while the fourth c(𝑝𝑐4𝑗 ) predominantly reflects the residual category other.
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context, �̄�𝓁,𝑡 ,
𝑑𝑗 =

1

| |
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𝑗 − �̄�

𝑒
𝓁,𝑡 |.

Commonality, disparity, and aggregation In the next section, we present descrip-
tive evidence at the context level, defined by (𝓁, 𝑡). We perform two conceptually distinct
aggregations: first, we compute average emotion indices within a context, capturing its
commonality; second, we measure within-context dispersion, capturing its disparity.14

In practice, the number of observations within each year-location cell may be limited.
For visualization purposes (but not in any of our formal exercises), we interpolate the
residuals along the time dimension (see, e.g., Figure 8). Specifically, we apply a Hodrick-
Prescott filter using the standard smoothing parameter for annual data, as in business
cycle analysis. Unlike that literature, however, our focus is on the smoothed series itself
rather than deviations from it.

4.2 The dynamics of emotions across countries

This section describes the dynamics of emotions over time and sheds light on the per-
ception of large socioeconomic changes.

The average emotions over time We begin by presenting descriptive statistics on
the dynamics of emotions over time. Figure 8 illustrates the evolution of fear 𝑓 , 𝑝𝑓𝓁,𝑡 ,
within the borders of twelve contemporary countries that have contributed more than
10,000 artworks: France, the United Kingdom, the United States, Germany, Italy, Spain,
the Netherlands, Austria, Denmark, Belgium, Russia, and Japan. The figure reveals sig-
nificant variation in the depiction of fear through paintings, with some fluctuations re-
flecting long-term secular trends and others being more transient. Likewise, some of
these changes are common across countries, while others are more idiosyncratic.

First, changes in depicted fear appear to correlate with major historical events: fear
increases markedly during periods of conflicts, often by 3-4 percentage points within a
few years—whether these conflicts involve multiple countries (e.g., World Wars I and II)
or are more localized (e.g., the War of the Austrian Succession or the Spanish Civil War).
Second, many European countries exhibit relatively higher expressions of fear during the
Little Ice Age and throughout much of the twentieth century. Third, there are substantial
idiosyncrasies in these dynamics: less than 2% of the variance is explained by common
yearly fluctuations across countries or fixed cross-country variation.

14To assess divergent views within a context, one could alternatively compute average emotions for
different groups of artists, for example, based on socio-economic status. While artists reflect the spirit of
their time, they may have experienced different living standards depending on their social position.
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Figure 8. The dynamics of fear across countries and over time.

(a) France (b) United Kingdom (c) United States

(d) Germany (e) Italy (f) Spain

(g) Netherlands (h) Austria (i) Denmark

(j) Belgium (k) Russia (l) Japan

Notes: These figures illustrate the dynamics of the predicted probability of evoking fear, 𝑝𝑓𝓁,𝑡 , in France, the United Kingdom, the
United States, Germany, Italy, Spain, the Netherlands, Austria, Denmark, Belgium, Russia, and Japan. For illustration purposes, we
represent the raw time series as a thin line and a smoothed time series—using a Hodrick-Prescott filter with a smoothing parameter
of 100—as a thicker line. The respective starting dates are adjusted to exclude the first percentile of artworks in terms of production
year. Each observation within a year is weighted to account for duplicates and the overall production volume of each artist. We also
include shaded areas indicating periods of major wars for affected countries: e.g., the Wars of the Roses (1455–1487), the Italian Wars
(1494–1559), the Eighty Years’ War (1568–1648), the Anglo-Spanish War (1585–1604), the Thirty Years’ War (1618–1648), the English
Civil Wars (1642–1651), the Franco-Dutch War (1672–1678), the Nine Years’ War (1688–1697), the Great Northern War (1700–1721),
the War of the Spanish Succession (1701–1714), the War of the Austrian Succession (1740–1748), the Seven Years’ War (1756–1763),
the French Revolutionary Wars (1792–1802), the Napoleonic Wars (1803–1815), the American Civil War (1861–1865), World War I
(1914–1918), the Spanish Civil War (1936–1939), and World War II (1939–1945).

In Appendix D.2, we present the long-term evolution of all negative emotions (fear,
sadness, and anger in Appendix Figure D5), positive emotions (excitement, amusement,
and contentment in Appendix Figure D6), and the remaining emotions (awe, disgust, and
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other in Appendix Figure D7). We also aggregate all emotion probabilities into a positiv-
ity index, 𝑙𝓁,𝑡 , and analyze its behavior across countries. While there are clear differences
in levels (e.g., Great Britain, the United States, and Denmark are persistently more posi-
tive before 1900, whereas Italy, Spain, and Germany are persistently more negative) and
in volatility (e.g., France, Spain, Belgium, and Austria exhibit greater volatility), a notable
feature of the data is the marked negativity observed during the Little Ice Age and the
twentieth century. This contrasts with a prolonged “positive” period spanning the eigh-
teenth and nineteenth centuries. Interestingly, these broader fluctuations in positivity
do not appear to be strongly driven by the rising living standards or the expansion of
mass leisure at the turn of the twentieth century in many of the producing countries.

How do conveyed emotions compare to standard economic measures? Visual
inspection of the time series of depicted emotions across major economies offers in-
tuitive insights into their economic and social significance. First, Appendix Figure D5
shows peaks in sadness during periods of hardship for vulnerable populations, such as
the Industrial Revolution or the Little Ice Age. In contrast, emotions like excitement,
amusement, and even disgust tend to be more prevalent during times of rising living
standards (Appendix Figures D6 and D7). Second, Figure 8 illustrates that depictions of
fear correspond with periods of war and broader uncertainty, including civil conflicts
(e.g., the Huguenot diaspora in France), regime transitions (e.g., the fall of communism),
and major political shifts (e.g., the Meiji Restoration in Japan). Conversely, Appendix Fig-
ure D6 suggests that contentment moves inversely with fear, becoming more prominent
during stable periods. Third, Appendix Figure D9 shows elevated levels of disagreement
in times of high economic inequality—for example in France, Great Britain or Germany
at the turn of the twentieth century.

In Figure 9, we formalize these interpretations by examining how the predicted prob-
ability of evoking each emotion 𝑒 ∈  , denoted 𝑝𝑒𝑗 , as well as the positivity index 𝐼𝑗 and
the disagreement index 𝑑𝑗 , correlate with three key macroeconomic indicators (see Ap-
pendix Figure B12 for historical trends): (a) economic development, measured as log GDP
per capita (Bolt and Van Zanden, 2025); (b) economic uncertainty, proxied by six-year
volatility in GDP per capita (Bloom, 2014); and (c) wealth inequality, measured by the
share of total wealth held by the top 1% (Alvaredo et al., 2020).

These relationships are estimated using Specification (1), which leverages within-
artist variation while controlling for year, country, harmonized exercise, and artist age
fixed effects. A 169% increase in GDP per capita—equivalent to sustained annual growth
of 2% over 50 years—is associated with a 0.25 standard deviation decline in sadness, along
with moderate increases in amusement (0.14 sd) and excitement (0.12 sd). Overall, the
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Figure 9. How do conveyed emotions compare to standard economic measures?

(a) GDP per capita (b) Uncertainty (c) Wealth inequality

Notes: These figures display the estimates of regressions relating the predicted emotions of a given painting, {𝑝𝑒}𝑒∈ , to indicators of
economic development and inequality. We consider Equation (1), with location, year, artist, age, and genre fixed effects, and replace
the right-hand side variable 𝐬𝓁,𝑡 with: (a) recently revised estimates of (log) GDP per capita (Maddison Project Database, see Bolt
and Van Zanden, 2025); (b) the volatility of GDP per capita calculated over a window of [-2,+4] years (∑4

𝜏=−2 |�̂�𝑡+𝜏 |, controlling for
∑

4
𝜏=−2 �̂�𝑡+𝜏 ); and (c) the concentration of wealth among the top-1% wealthiest individuals, mostly available from the mid-nineteenth

century onward (Alvaredo et al., 2020). For (b), the measures �̂�𝑡 are residualized using a Hodrick-Prescott filter with a smoothing
parameter of 100. The coefficients represent separate regressions with the following left-hand side variables: the predicted probability
of expressing emotion 𝑒, 𝑝𝑒𝑗 for painting 𝑗 , where 𝑒 is fear (dark-blue, plain circle), sadness (light-blue, plain square), disgust (teal,
plain diamond), anger (black, plain triangle), other (gray, cross), awe (gold, hollow square), contentment (salmon, hollow triangle),
amusement (pink, hollow diamond), and excitement (orange, hollow circle); the positivity index, 𝑙𝑗 = ∑𝑒∈+ 𝑝

𝑒
𝑗 −∑𝑒∈− 𝑝
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𝑗 , in light

blue; and a measure of disagreement, defined as the sum of deviations from the mean emotion in a given context, 1
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All left-hand side variables are standardized, so the reported estimates can be interpreted in terms of standard deviations. The bands
represent 10%, 5%, and 1% confidence intervals, and standard errors are clustered at the level of country/half-century.

positivity index rises by 0.15 standard deviations, driven primarily by the reduction in
sadness and the presence of more positive emotional tones (Figure 9, panel a).

Economic uncertainty, defined as the sum of absolute short-run output deviations
(∑4

𝜏=−2 |�̂�𝑡+𝜏 |), triggers a distinct emotional pattern: artists depict higher levels of fear and
disgust, lower levels of contentment and awe, and increased emotional variation within
the same context (Figure 9, panel b).

Wealth inequality primarily influences the dispersion of emotions. For instance, the
share of total wealth held by the top 1% in Europe declined by roughly 40 percentage
points between the late 19th century and 1980, before rising again by about 10 points
in recent decades. A 10-point increase in wealth concentration is associated with a 0.15
standard deviation increase in the disagreement index (Figure 9, panel c).

Together, these patterns offer a framework for interpreting emotional fluctuations:
changes in sadness, amusement, or excitement broadly reflect material living standards
and well-being; shifts in contentment or fear capture transitions between stable and un-
certain times; and variation in disagreement signals rising or falling inequality, or het-
erogeneous emotional responses to external shocks.15

15In Appendix D.2, we benchmark our main emotion-based indicators—𝑝𝑒𝑗 , 𝐼𝑗 , and 𝑑𝑗—against indepen-
dent measures of well-being, including sentiment trends in books from select countries (Hills et al., 2019),
and historical life expectancy at birth (Zijdeman and Ribeira da Silva, 2015). These benchmarks support
the interpretation of sadness as a particularly informative proxy for overall living standards.
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4.3 The perception of large socio-economic changes

We now turn to a systematic analysis of variation in our emotion indices over time
and across countries. The analysis proceeds in five steps: (i) we examine the impact
of climatic variability and basic subsistence costs, emphasizing the vulnerability of ear-
lier societies near subsistence levels, as illustrated by the effects of the Little Ice Age
(Waldinger, 2022) and the introduction of the potato (Nunn and Qian, 2011); (ii) we in-
vestigate the connection between conveyed emotions and trade dynamics; (iii) we an-
alyze the influence of technology adoption, focusing on the steamship (Pascali, 2017)
and the radio (including its potential negative effects; see Adena et al., 2015); (iv) we
discuss the rise of integrated knowledge production, the decline of religiosity, and the
emergence of the scientific revolution; and (v) we examine the relationship between
conveyed emotions and (geo-)political events, highlighting the effects of power shifts,
political consolidation, and autocratic episodes.

Across all exercises in this section, we estimate specification (1) using the following
dependent variables: the predicted probabilities of depicting each of the nine emotions,
{
𝑝𝑒𝑗

}
; the positivity index, 𝑙𝑗 ; and the measure of disagreement, 𝑑𝑗 . This demanding

specification, which isolates variation within the output of the same artist, shows that
the emotions conveyed through paintings are closely linked to contemporaneous societal
and historical conditions.

Climatic variability and basic subsistence costs Many studies have examined the
long-run impact of major historical shocks on European economies prior to the Industrial
Revolution. For example, Waldinger (2022) investigates the effects of climatic variability
during the Little Ice Age on agricultural productivity and mortality, while Oster (2004)
explores scapegoating and witch trials in response to the same climatic shock. Some
paintings directly reflect these climatic fluctuations—most notably the increased preva-
lence of winter landscapes, such as The Hunters in the Snow by Pieter Bruegel the Elder.
However, the broader societal effects of these fluctuations (see panel a of Figure 10 for
variation across a subset of countries) may have been more subtly and systematically
embedded in artistic expressions.

To investigate this, Figure 10 (b) presents regression estimates relating the predicted
emotions conveyed in a painting, {𝑝𝑒}𝑒∈ , to the annual temperature (in degrees Celsius)
during its year of production, available from 1500 onward for all European economies. A
one-degree Celsius increase is associated with a 0.12 standard deviation decrease in the
predicted probability of evoking fear (consistent with reduced uncertainty) and a 0.17
standard deviation decrease in sadness (consistent with a lower incidence of poverty).
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Figure 10. Climatic variability and the emotions conveyed through paintings.

(a) Temperature (evol.) (b) Temperature (effect)

Notes: Panel (a) illustrates variation in climate, defined as the (residualized) 30-year moving average of predicted annual temperature
in Celsius degrees in France, Germany, Italy, Spain, and the United Kingdom between 1500 and 2000 (Luterbacher et al., 2004).
Panel (b) displays the estimates of regressions relating the predicted emotions of a given painting, {𝑝𝑒}𝑒∈ , to climatic variability
across all countries and periods. We consider Equation (1), with location, year, artist, and genre fixed effects, and replace the right-
hand side variable 𝐬𝓁,𝑡 with the 30-year moving average of predicted annual temperature in Celsius degrees (Luterbacher et al., 2004).
The coefficients represent separate regressions with the following left-hand side variables: the predicted probability of expressing
emotion 𝑒, 𝑝𝑒𝑗 for painting 𝑗 , where 𝑒 is fear (dark-blue, plain circle), sadness (light-blue, plain square), disgust (teal, plain diamond),
anger (black, plain triangle), other (gray, cross), awe (gold, hollow square), contentment (salmon, hollow triangle), amusement (pink,
hollow diamond), and excitement (orange, hollow circle); the positivity index, 𝑙𝑗 = ∑𝑒∈+ 𝑝

𝑒
𝑗 −∑𝑒∈− 𝑝
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variables are standardized, so the reported estimates can be interpreted in terms of standard deviations. The bands represent 10%,
5%, and 1% confidence intervals, and standard errors are clustered at the level of a country/decade.

Conversely, the likelihood of conveying positive emotions rises—for example, by 0.19
standard deviations for awe and 0.13 for excitement.

Climatic variation may have had such strong effects because much of the population
at the time lived just above subsistence level. To provide more direct evidence of sub-
sistence shocks, we incorporate data on commodity prices across markets and over time
(Appendix Figure D11) and examine the relationship between bread prices and conveyed
emotions. A 50% increase in the price of bread raises the probability of evoking anger
and sadness (often linked to depictions of poverty) by 0.023-0.033 standard deviations,
at the expense of awe and contentment. Both climatic variability and basic subsistence
costs also have a pronounced effect on our measure of emotional disagreement.

Trade and the first wave of globalization One key driver of economic development
during our period of interest was the expansion of commerce and the opening of new
trade routes (Acemoglu et al., 2005b; Pascali, 2017). This shift spurred the rise of a mer-
chant class, increased demand for luxury goods such as silk and spices, and encouraged
the adoption of new crops (Nunn and Qian, 2011). However, reliable measures of trade
prior to the nineteenth century are limited. To address this, we draw on two sources: (i)
a measure of trade openness from the mid-nineteenth century onward (imports as a frac-
tion of output, from Jordà et al., 2017), and (ii) the prices of luxury goods in commodity
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markets before 1850, shown in Appendix Figure D11 (b) (Allen and Unger, 2019).

Figure 11. Trade and the first wave of globalization.

(a) Trade openness (evol.) (b) Trade openness (effect)

Notes: Panel (a) illustrates the variation in trade openness—defined as the ratio of imports to output—in France, Germany, Italy, Spain,
and the United Kingdom (Jordà-Schularick-Taylor Macrohistory Database, see Jordà et al., 2017). Panel (b) displays the estimates of
regressions relating the predicted emotions of a given painting, {𝑝𝑒}𝑒∈ , to this indicator of trade across all countries and periods.
We consider Equation (1), with location, year, artist, and genre fixed effects, and replace the right-hand side variable 𝐬𝓁,𝑡 with trade
openness. The coefficients represent separate regressions with the following left-hand side variables: the predicted probability of
expressing emotion 𝑒, 𝑝𝑒𝑗 for painting 𝑗 , where 𝑒 is fear (dark-blue, plain circle), sadness (light-blue, plain square), disgust (teal,
plain diamond), anger (black, plain triangle), other (gray, cross), awe (gold, hollow square), contentment (salmon, hollow triangle),
amusement (pink, hollow diamond), and excitement (orange, hollow circle); the positivity index, 𝑙𝑗 = ∑𝑒∈+ 𝑝

𝑒
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All left-hand side variables are standardized, so the reported estimates can be interpreted in terms of standard deviations. The bands
represent 10%, 5%, and 1% confidence intervals, and standard errors are clustered at the level of a country/decade.

Figure 11 (b) shows that the first wave of globalization—along with access to cheaper
food and raw materials—coincided with a markedly more positive emotional outlook
in artwork across countries and time periods. A 20 percentage point increase in trade
openness (as observed in England during the mid-nineteenth century) is associated with
a 0.14–0.16 standard deviation decline in the probability of fear or sadness. More broadly,
negative emotions give way to positive ones, and the overall positivity index very sig-
nificantly rises by 0.19 standard deviations.16

Technology adoption The first wave of globalization was partly driven by techno-
logical advances in maritime transportation (Pascali, 2017). How societies perceive tech-
nological progress is a fascinating question (see, e.g., Mokyr et al., 2015, on the “cultural
anxiety” often associated with major innovations). Studying this question is challenging,
not only due to limited data availability before 1800, but also because major technologi-
cal shifts typically unfold gradually over time, whereas our empirical strategy relies on
“shorter-horizon” variation within an artist’s production cycle.

16Appendix Figure D11 (b) shows that higher prices for luxury goods—potentially reflecting increased
demand from elites before the first wave of globalization—are associated with a less positive outlook: more
frequent depictions of excitement, but also of anger.
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Figure 12. Technology adoption (steamship, radio).

(a) Steamship (b) Radio

Notes: These figures display the estimates of regressions relating the predicted emotions of a given painting, {𝑝𝑒}𝑒∈ , to indicators
of technology adoption. We consider Equation (1), with location, year, artist, and genre fixed effects, and we replace the right-hand
side variable 𝐬𝓁,𝑡 with: (a) the annual ratio of tons of cargo transported using steamships over the population between 1788 and 1880;
and (b) the ratio of radios per inhabitant between 1923 and 1950. Both variables are extracted from the Cross-country Historical
Adoption of Technology (Comin and Hobijn, 2004). The coefficients represent separate regressions with the following left-hand
side variables: the predicted probability of expressing emotion 𝑒, 𝑝𝑒𝑗 for painting 𝑗 , where 𝑒 is fear (dark-blue, plain circle), sadness
(light-blue, plain square), disgust (teal, plain diamond), anger (black, plain triangle), other (gray, cross), awe (gold, hollow square),
contentment (salmon, hollow triangle), amusement (pink, hollow diamond), and excitement (orange, hollow circle); the positivity
index, 𝑙𝑗 = ∑𝑒∈+ 𝑝

𝑒
𝑗 −∑𝑒∈− 𝑝

𝑒
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All left-hand side variables are standardized, so the reported estimates can be interpreted in terms of standard deviations. The bands
represent 10%, 5%, and 1% confidence intervals, and standard errors are clustered at the level of a country/decade.

In Figure 12, we examine the rapid and uneven diffusion of two innovations from
the nineteenth and early twentieth centuries: the steamship, which transformed trade
and mobility, and the radio, which influenced entertainment, information, and, in some
cases, propaganda (Adena et al., 2015; Castiello, 2025). The figure shows that reactions to
new technology can vary considerably. Steamship adoption is associated with positive
emotional responses: awe increases by 0.036 standard deviations following an increase
in steamship cargo equivalent to the rise observed in the United States during the nine-
teenth century—approximately 0.03 tons per capita per year. By contrast, the spread of
radio corresponds to increased depictions of extreme emotions (such as anger, disgust,
and excitement) at the expense of contentment. The 15 percentage point increase in radio
ownership among the French or German populations between 1900 and 1950 would be
associated with a 0.084 standard deviation increase in depicted anger. While disagree-
ment declines following steamship adoption, it rises sharply in the case of radio.

Universities, the decline of religiosity, and the scientific revolution Whereas
data on technological adoption in the distant past are limited, recent efforts have helped
to document the substantial evolution of academic knowledge production from 1200
onward (De La Croix et al., 2024, see Appendix B.4)—a broad expansion with impor-
tant implications for economic development (Cantoni and Yuchtman, 2014; Squicciarini
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and Voigtländer, 2015). We draw on this dataset of scholars and their host institutions
to characterize knowledge production within a given context, focusing on a country’s
global academic influence, its openness to foreign scholars, the role of religiosity in its
academic output (Cantoni et al., 2018; Blasutto and De La Croix, 2023; Cummins and
Noble, 2025), and the emergence of scientific research.

Figure 13. Universities and the scientific revolution.

(a) Foreign scholars (evol.) (b) Sciences (evol.)

(c) Foreign scholars (effect) (d) Sciences (effect)

Notes: The top panels illustrate the variation in the intensity and nature of knowledge production in France, Germany, Italy, Spain,
and the United Kingdom between 1400 and 1800 (De La Croix et al., 2024). Panel (a) reports a measure of academic openness,
defined by the (log) number of foreign scholars; and panel (b) reports the weighted share of knowledge production in sciences. The
bottom panels display the estimates of regressions relating the predicted emotions of a given painting, {𝑝𝑒}𝑒∈ , to these indicators of
knowledge production. We consider Equation (1), with location, year, artist, and genre fixed effects, and we replace the right-hand
side variable 𝐬𝓁,𝑡 with: (c) the (log) number of foreign scholars; and (d) the weighted share of knowledge production in sciences.
The coefficients represent separate regressions with the following left-hand side variables: the predicted probability of expressing
emotion 𝑒, 𝑝𝑒𝑗 for painting 𝑗 , where 𝑒 is fear (dark-blue, plain circle), sadness (light-blue, plain square), disgust (teal, plain diamond),
anger (black, plain triangle), other (gray, cross), awe (gold, hollow square), contentment (salmon, hollow triangle), amusement (pink,
hollow diamond), and excitement (orange, hollow circle); the positivity index, 𝑙𝑗 = ∑𝑒∈+ 𝑝

𝑒
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𝑒
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of deviations from the mean emotion in a given context, 1
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𝓁,𝑡 |. All left-hand side variables are standardized, so the

reported estimates can be interpreted in terms of standard deviations. The bands represent 10%, 5%, and 1% confidence intervals,
and standard errors are clustered at the level of country/decade.

Figure 13 (panels a and b)—academic openness to foreign scholars and scientific
research—and Appendix Figure D12 (panels a and b)—research quality and religiosity—
illustrate the substantial variation in the extent and nature of academic production within
the borders of five contemporary countries (France, Germany, Italy, Spain, and the United
Kingdom) between 1400 and 1800. For example, Great Britain experiences a significant
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rise in scientific production during the seventeenth century (much larger than in France
or Germany), which persists through 1800 and predates the Industrial Revolution. By
contrast, Spain and Italy undergo episodes of enlightenment—such as the Scientific Rev-
olution involving Galileo Galilei—but these are followed by abrupt counter-reformations.

Figure 13 (panel c) and Appendix Figure D12 (panel c) show that the overall quality
of academic production tends to positively influence the emotional tone of contempo-
rary artistic output across all countries and periods. However, the effect of “openness”—
measured by the number of foreign scholars—is particularly pronounced. The increase
observed in France between 1500 and 1600 (equivalent to a rise of 2 in the “foreign schol-
ars” variable) is associated with a decline in depictions of fear (0.077 standard devia-
tions), sadness (0.065), and anger (0.042), and a sharp increase in amusement (0.10) and
contentment (0.074). The relative dominance of religiosity over scientific research in aca-
demic production yields a mirrored pattern (Figure 13, panel d, and Appendix Figure D12,
panel d): a higher prevalence of religiosity is associated with more frequent depictions of
sadness and less amusement, whereas the opposite pattern is observed in contexts with
a stronger emphasis on scientific research.

Building on our claim that emotions offer insight into how societies perceived their
historical moment, these results help illuminate the transformation brought about by the
Enlightenment in Europe. Prior to this period, societies were hierarchically structured,
with rulers often seen as governing by divine right. Religious doctrine reinforced these
arrangements, and the widespread emphasis on the “fear of God” conveyed more than
theological devotion—it helped legitimize authority and maintain the social order, often
at the expense of intellectual inquiry and innovation. The Enlightenment marked a de-
cisive break from this worldview. Thinkers rejected inherited hierarchies and advocated
for a society grounded in reason, science, and individual rights. This vision elevated
values such as freedom, rationality, and collective progress, fostering an environment
conducive to discovery and experimentation. Scientific advancement became not just a
practical pursuit but a cultural symbol of autonomy and forward-looking thought.

Our emotion-based metrics capture this transformation in ways that conventional
indicators—such as the volume of scientific output—do not. Periods dominated by reli-
giosity are emotionally characterized by heightened expressions of sentiments consistent
with a constraining social structure (fear and sadness). In contrast, scientific production
is associated with greater amusement and contentment, reflecting a climate of optimism,
intellectual curiosity, and growing self-determination. This emotional shift resonates
with Mokyr’s concept of Industrial Enlightenment (Mokyr, 2005): a transformation not
only in knowledge and institutions, but in the underlying disposition toward progress.
This example illustrates the potential of our approach to uncover the affective contours
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of historical change as they were lived and expressed.

Regime characteristics, regime transitions, and wars Finally, we estimate Specifi-
cation (1) using several short- to medium-term sources of fluctuation in the (geo)political
environment, denoted 𝐬𝓁,𝑡 in Equation (1). These include: a binary indicator for participa-
tion in a major war; a standardized measure of “institutionalized autocracy” from Polity
IV (a composite score capturing executive recruitment, constraints on the executive, and
the regulation and competitiveness of alternative viewpoints); a standardized measure
of current regime durability (measured as the number of years since the most recent
regime change); and an indicator for the nature of regime transitions in years marked
by discontinuities in regime characteristics.

First, turbulence during our period of interest often stems from inter-state conflicts,
and wars exhibit ambiguous emotional effects (panel a of Figure 14). While depictions of
fear and anger become more common—and the quiet emotion, contentment, declines—
excitement also increases, leading to heightened emotional disagreement among art-
works produced within the same context.

Second, regime characteristics (panel b), regime durability (panel c), and the nature
of regime transitions (panel d) all significantly influence the emotions conveyed in art-
works. A one standard deviation increase in the autocracy score is associated with mod-
est increases in depictions of fear, sadness, and disagreement, each by approximately 0.01
standard deviations. Regime durability has a much stronger—and perhaps surprising—
effect (given the literature comparing “stationary bandits” to “roving bandits,” see Olson,
1993; Clague et al., 1996; Acemoglu and Robinson, 2006): a one standard deviation in-
crease is associated with a decline in positive emotions (e.g., amusement decreases by
0.020 standard deviations), a rise in negative emotions (e.g., sadness increases by 0.024),
and greater emotional disagreement across artworks. In years marked by regime tran-
sitions, positive democratic shifts are associated with more frequent portrayals of awe
and excitement, while negative political shifts tend to elicit sadness.17

5 Conclusion

This paper shows how historical paintings can provide insights into societal moods and
structural changes over time. By analyzing artworks, we complement the limited ex-
isting data on historical living standards at a high frequency across European societies

17In Appendix D.3, we complement this evidence with (i) a specific focus on labor and emancipation
reforms as well as transitions to democratic regimes, and (ii) an event study approach that further examines
the dynamics of conveyed emotions.
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Figure 14. Regime characteristics, transitions, wars, and the emotions conveyed through paintings.

(a) Wars (b) Autocratic regime

(c) Regime durability (d) Regime transitions

Notes: These figures display the estimates of regressions relating the predicted emotions of a given painting, {𝑝𝑒}𝑒∈ , to indicators
of political turbulence and conflicts. We consider Equation (1), with location, year, artist, and genre fixed effects, and we replace
the right-hand side variable 𝐬𝓁,𝑡 with: (a) a dummy for being involved in a major war; (b) a standardized measure of “institution-
alized autocracy” from Polity IV (a score combining the competitiveness/openness of executive recruitment, the constraints on the
executive, and the regulation/competitiveness of alternative views); (c) a standardized measure of current regime durability (the
standardized number of years since the most recent regime change); and (d) the nature of regime transition when there is a dis-
continuity in regime characteristics (a standardized score centered at 0). The coefficients represent separate regressions with the
following left-hand side variables: the predicted probability of expressing emotion 𝑒, 𝑝𝑒𝑗 for painting 𝑗 , where 𝑒 is fear (dark-blue,
plain circle), sadness (light-blue, plain square), disgust (teal, plain diamond), anger (black, plain triangle), other (gray, cross), awe
(gold, hollow square), contentment (salmon, hollow triangle), amusement (pink, hollow diamond), and excitement (orange, hollow
circle); the positivity index, 𝑙𝑗 = ∑𝑒∈+ 𝑝

𝑒
𝑗 − ∑𝑒∈− 𝑝

𝑒
𝑗 , in light blue; and a sum of deviations from the mean emotion in a given

context, 1
| | ∑𝑒∈ |𝑝

𝑒
𝑗 − �̄�

𝑒
𝓁,𝑡 |. All left-hand side variables are standardized, so the reported estimates can be interpreted in terms of

standard deviations. The bands represent 10%, 5%, and 1% confidence intervals, and standard errors are clustered at the level of a
country/decade.

before 1800. We employ a supervised learning approach to uncover the emotions con-
veyed in paintings. The underlying idea is to reverse the creative process, recognizing
that painters are influenced by their contemporary environments and express these in-
fluences in their work. To validate our approach, we compare our extracted emotional
readings with painters’ own descriptions of their work. Reassuringly, our results closely
align with their stated intentions, supporting the effectiveness of our method.

Our results demonstrate that the geography of emotions across locations provides
valuable insights into how societies respond to structural economic changes, develop-
ment, inequality, and geopolitical shocks. We establish the predictive power of expressed
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emotions by correlating their various dimensions with measures of economic develop-
ment, political turmoil, and major societal shocks—such as wars, climatic shocks, trade
expansion, and technological advances with uncertain long-term effects—while con-
trolling for artist identity and the style of the artwork. Our predicted emotions show
pronounced fluctuations around well-documented economic transformations in Europe
from 1400 onward. However, they also reveal previously overlooked variations induced
by less prominent historical events.

This research stands to benefit from ongoing and future efforts in art preservation,
as more museums continue to digitize their collections. Extensions of the present work
could enable broader coverage of earlier time periods, non-European regions, and less
prominent or lesser-known artists. In particular: (i) refining the spatial allocation of
paintings to exact locations would allow for the identification of more granular spatial
patterns within countries; and (ii) artists may have faced vastly different living standards
within the same location depending on their socioeconomic status, gender, or religion
and ethnicity—dimensions that would be important to better understand the geography
and dynamics of inequality.
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