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1 Introduction

Artificial intelligence (or AI) has been advancing due to substantial improvements in machine

learning since 2012. One of the professions that AI may impact is legal work (Susskind and

Susskind (2015), Felten et al. (2021)). While such forecasts have focussed on the complexity

of summarising and evaluating legal documents, startups are emerging whose purpose is

to improve the interpretations and expectations of legal outcomes themselves (Aidid and

Alarie, 2023). For instance, Toronto startup, Blue J Legal, has trained AI algorithms on

available tax law and precedents, launching products that allow tax accounts, lawyers and

even judges to provide assessments of the likely legal outcomes in particular circumstances

(Alarie et al. (2016), Alarie et al. (2018)). And there are many competitors moving into

this space beyond taxation law (Scholosser, 2024), including incumbents such as Thomson

Reuters, Lexis Nexus and Bloomberg Law.

At the core of these products is a simple fact about current AI based on machine learning;

that it is an advance in the computational statistics of prediction (Agrawal et al., 2018a).

This means that AI products are prediction machines, but done at a much larger corpus

of data and capable of returning high-fidelity predictions based, often, on natural language

inputs. While the precise nature of evidence may, say, differ from case to case, AI prediction

is capable of resolving considerable pre-trial uncertainty about the application of the law and

the relevance of precedents so provide litigants a clearer prediction of trial outcomes both on

liability and damages. As Niblett and Yoon (2024) argue, there are important disagreements

that can potentially be resolved by AI.

The goal of this paper is to model the demand for AI products in the context of litigation

settlement negotiations. As those negotiations take place in the shadow of forecasts of trial

outcomes, the potential of AI to shed light on those outcomes and create common knowledge

amongst parties also implies that such products may be valuable to those parties in order to

generate a pre-trial settlement.

In the process of providing this formal analysis, an important subtly emerges. Signifi-

cantly, if parties can use AI prediction to settle outcomes, might they also have incentives to

settle before paying for such AI predictions and eliminate the demand of the AI provider?

If AI products are costly, parties have an additional incentive to avoid paying for the cost

of those products by settling in advance of incurring those costs. Section 2 shows this pos-

sibility has important implications for AI providers and the pricing of AI products in this

area. Section 3 then examines the case where parties have differing priors about trial out-

comes. Interestingly, even in this case, it is shown that only one of the parties will have an

incentive to purchase the AI product in equilibrium. This is because they will disclose the
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AI product’s prediction when it is favourable while a failure to disclose will send a signal of

the prediction to the other party. Finally, section 4 considers the implications of alternative

cost allocation rules following a trial – the American rule (used in the baseline model) and

the English rule. It is demonstrated that differing rules have different implications for the

demand for AI legal products.

2 Baseline Model

Consider the canonical model of settlement negotiations in the face of legal litigation (Shavell,

1982). In that model, a Plaintiff (P ) and defendant (D) negotiate over a settlement payment,

t. All parties are risk-neutral, and they have common knowledge of their costs and priors. If

the matter goes to trial, then with probability p, P wins a judgment of J from D; otherwise,

no payment is made. The trial costs P , cP and D, cD. It is assumed that pJ ≥ cP , so that

P will go to trial if there is no settlement.

2.1 Settlement Negotiations without AI

The timeline for the settlement game is as follows:

1. P and D negotiate over a settlement payment (t) from D to P . Whether a settle-

ment occurs and the payment amount is determined by the bilateral Nash bargaining

solution.

2. If an agreement is reached, the game ends with P receiving t from D.

3. If no agreement is reached, the trial takes place, and both parties pay their respective

trial costs (i.e., costs are allocated according to the American Rule1), and uncertainty

over the judgment is resolved. If the judgment is in P ’s favour, they receive J from D.

Otherwise, no transfers are made.

Under Nash bargaining, the parties settle because the outcome of a judgment is a mere

transfer, and the trial costs are positive. The settlement payment, t̂, is given by:

t̂− (pJ − cP ) = −t̂− (−pJ − cD) =⇒ t̂ = pJ + 1
2
(cD − cP )

Observe that the settlement amount is higher as P ’s prospects increase (p) and as the relative

costs of going to trial move in P ’s favour (cD − cP ).

1Below the English Rule where the loser pays all costs is considered.
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2.2 Settlement Negotiations with AI

How does AI impact these negotiations? What AI potentially allows parties to do is to

predict the outcomes of events they are uncertain about. In the context of the model

presented here, both parties are uncertain whether the judgment will be in the plaintiff’s

or defendant’s favour. While, in practice, AI may reduce this uncertainty by some amount,

here we investigate a limit case where the AI’s prediction is a perfect signal of the trial’s

outcome. It will become apparent that the main qualitative results would be unchanged if

the AI’s prediction were imperfect.2

The AI prediction is supplied by an independent firm (a monopolist). The purchasing

party can disclose that prediction; in which case it becomes common knowledge. In other

words, the report from the AI supplier is verifiable and credible.

The availability of a trial prediction means that, prior to the game in the previous sub-

section, the following timeline takes place:3

1. The AI provider posts a price f for the AI prediction.

2. P and D negotiate over whether to settle prior to either purchasing the AI. The

negotiation outcomes are determined by the Nash bargaining solution.

3. If an agreement is reached, the game ends with P receiving s from D.

4. If no agreement is reached, P and D independently choose whether to purchase the

AI.

5. For any party purchasing the AI, uncertainty over the trial outcome is resolved. That

party can choose whether to disclose the AI prediction to the other party or not.

6. The original settlement game proceeds based on the (possibly) new information sets.

To understand the outcomes of this extended game, we work backwards.

What happens if P purchases the prediction? They will disclose the prediction only if it

is favourable to them; that is, if it predicts they will prevail at trial. Given this, P will have

an incentive to disclose the prediction in this event, and the settlement amount becomes

2The price might change, but the biggest issue is that the beliefs of the parties will not become common
knowledge, which would make the analysis more complicated. The assumption of a perfect signal is designed
to remove these complications although it should be noted that the demand for an AI with an imperfect
signal would be lower than the one model here.

3Casey and Niblett (2020) provide a simple model of AI use in settlement litigation. However, their
analysis does not include the disclosure stage here, and their purpose is not to examine the demand for AI
products themselves.
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tAI = J + 1
2
(cD − cP ). What happens if the prediction is that P will lose at trial? In this

case, P will not disclose the prediction. However, suppose that it was common knowledge

that P purchased a prediction. In this case, D will infer from P ’s non-disclosure that P is

predicted to lose. Given this, D will refuse to settle. However, given that P knows they will

lose, P will not go to trial, and their payoff is 0. In this situation, P ’s willingness-to-pay for

the prediction is, therefore,

vP = p
(
J + 1

2
(cD − cP )

)
−

(
pJ + 1

2
(cD − cP )

)
= −(1− p)1

2
(cD − cP )

In other words, if cD > cP , P will not purchase the prediction in this situation. This

calculation hinges on P ’s purchase of the prediction being common knowledge. Below,

we will show that this outcome is justified if both parties can observe the price at which

predictions are sold.

An analogous argument shows that if D purchases the prediction, it will only be disclosed

if it predicts that P will lose at trial, but that non-disclosure signals the opposite. Thus, D

either discloses the AI report, which causes P not to go to trial, or there is a settlement in

the amount tAI = J + 1
2
(cD − cP ) as P correctly infers that D is predicted to lose at trial. A

settlement is negotiated on that basis. Given this, D’s willingness to pay for the prediction

is, therefore,

vD = −p
(
J + 1

2
(cD − cP )

)
−

(
−pJ − 1

2
(cD − cP )

)
= (1− p)1

2
(cD − cP )

This is only positive if cD ≥ cP . Thus, only one party – the party facing higher relative trial

costs – has a higher (positive) willingness to pay for the AI prediction. If the AI supplier

sets a price less than this willingness to pay, one of the parties will purchase. Given that we

have assumed that the costs, judgment amount, and prior probability of P winning are all

common knowledge, both parties will know if the other has purchased the prediction or not

at the posted price by the firm. This justifies our earlier assumption that a party’s purchase

of an AI report is common knowledge.

2.3 Demand for AI in Negotiations

Having established each party’s willingness to pay for AI prediction, the negotiations prior

to that purchase opportunity can be examined. This brings us to our first main result,

which shows that the parties will have an incentive to settle if only to avoid f , the cost of

purchasing the AI prediction.

Proposition 1 Suppose that the AI provider sets a positive price of f for the prediction.
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Then, neither P nor D purchases the prediction.

Proof. First, note that the AI provider will set f ≥ 0 or it will earn a loss. Second, if

f > max{(1 − p)1
2
(cD − cP ) ,−(1 − p)1

2
(cD − cP )}, then neither party purchases the AI as

it exceeds each’s willingness to pay. This implies that a positive price, t, is not possible if

cD = cP . Third, as only one party has a positive willingness to pay, then any t within these

bounds might be purchased by one party, and if this occurs, this purchase will be common

knowledge.

Following the posting of the price, f , P and D can still negotiate a settlement. If they

reach an agreement, then jointly, this price is a cost that can also be saved. In this case, if

cD < cP , the settlement price is given by:

t−
(
p
(
J + 1

2
(cD − cP )

)
− f

)
= −t−

(
−p

(
J + 1

2
(cD − cP )

))
=⇒ t = p

(
J + 1

2
(cD − cP )

)
− 1

2
f

while, if cD > cP , it is:

t−
(
J + 1

2
(cD − cP )

)
= −t−

(
−p

(
J + 1

2
(cD − cP )

)
− f

)
=⇒ t = p

(
J + 1

2
(cD − cP )

)
+ 1

2
f

Thus, the AI’s existence causes the settlement payment to change but does not change

anything else or reduce the joint surplus accruing to the parties.

If an AI provider exists and sets a positive price, the parties have an incentive to avoid this

cost in addition to the trial costs. The incidence of this cost depends on which party faces

the higher trial cost. However, the result here is a negative one regarding the existence of

AI, suggesting that no provider would enter this particular market.

This suggests that if such an AI provider did enter, it would not charge for an AI on a

‘per case’ basis but, instead, a subscription. In that situation, it would not be clear which

party would be on which side of any particular case – especially if it was a law firm. This

type of ‘software as a service’ is currently how AI-legal tech firms operate, and the pricing

difficulties driving firms towards this are similar to those explored in other AI settings (see

Agrawal et al. (2018b)).

3 Differing Priors

In the baseline model, a trial never takes place. For the same reason, parties would not

purchase an AI to predict an individual trial’s outcome. To enrich the model and explore

the impact of AI on trial incidence, we now turn to consider a model whereby each party
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holds different priors to the likelihood that P wins at trial. This extension is part of the

literature on settlement (e.g., Shavell (1989)) and has been the subject of recent work in the

area (e.g., Yildiz (2011)).

Let pP and pD be P and D’s priors respectively. We assume that pP > pD; that is, both

parties are relatively optimistic about their prospects. In this case, a settlement will only

occur if (pP − pD) J ≤ cD + cP and the settlement amount will be given by:

t̂− (pPJ − cP ) = −t̂− (−pDJ − cD)

=⇒ t̂ = 1
2
(pP + pD) J + 1

2
(cD − cP )

Thus, in addition to the expected cost differential, the settlement amount, t̂, is increasing

the average prior probability that the plaintiff will be successful at trial. AI prediction,

by providing certainty, can remove this factor from the settlement amount, making that

component J or 0 as the case might be. Interestingly, the prior probabilities of each party

will factor into their expected benefit from having uncertainty resolved. The question to be

addressed next is whether this is a source of differential demand between the parties.

3.1 Demand for AI

With a common prior, we demonstrated above that the AI provider would set a price for

AI prediction that would induce only one party to purchase the prediction as the other

party’s willingness to pay would be negative. When there are differing priors, it will be

demonstrated that both parties may have a positive willingness to pay. Nonetheless, under

certain conditions, the AI provider will have an incentive to exploit their differences so that

only one (possibly) purchases that AI prediction.

In the baseline model, a settlement was always guaranteed to occur whether AI was

purchased or not. With differing priors, a settlement may not occur. The demand for AI

depends on whether a settlement will occur. Each distinct case will be considered in turn.

First, suppose that (pP − pD) J ≤ cD + cP , which implies that a settlement will always

occur even with differing priors. If the AI prediction is purchased by one party, the disclosure

arguments with the baseline model carry over to this case. The settlement outcomes are then

the same as those in the baseline model when AI is purchased; that is, the AI eliminates any

differences in priors. Thus, the willingness to pay for AI is, for P ,

vP = pP
(
J + 1

2
(cD − cP )

)
−

(
1
2
(pP + pD) J + 1

2
(cD − cP )

)
= 1

2
(pP − pD) J − (1− pP )

1
2
(cD − cP )
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and for D,

vD = −pD
(
J + 1

2
(cD − cP )

)
−
(
−1

2
(pP + pD) J − 1

2
(cD − cP )

)
= 1

2
(pP − pD) J + (1− pD)

1
2
(cD − cP )

Note that at least one willingness to pay and perhaps both can be positive (for instance,

if cD = cP , in which case, vP = vD > 0). Note that vP > vD if (1− pD) (cD − cP ) <

−(1 − pP ) (cD − cP ) or cP > cD. That is, one party’s willingness to pay is higher than the

other based solely on the relative trial costs, as was the case in the baseline model.

These willingnesses to pay are calculated on the assumption that only one party purchases

the AI prediction. However, if both vP and vD are positive, the AI provider could choose to

set f ≤ min{vP , vD} with the aim of both parties purchasing the prediction. The problem

is that if one party knew the other was purchasing the prediction, their willingness to pay

for the prediction would fall to zero. This implies that if there were to exist an equilibrium

where both parties purchased the AI prediction, each one’s willingness to pay would be

lower than vP or vD derived thus far. Given this, a simple assumption is made that excludes

an equilibrium where both purchase the prediction. It is assumed that 2min{vP , vD} <

max{vP , vD}. This is a sufficient condition for the AI provider to prefer to sell to the party

with the highest willingness to pay than to both based on the lower willingness to pay of the

two parties.4

Turning now to the case where (pP − pD) J > cD+cP and there is no pre-trial settlement,

note that if an AI is purchased by one party, it now enables a settlement. Assuming that f

is set so that only one party buys the AI, the willingnesses to pay for the AI are given by:

vP = pP
(
J + 1

2
(cD − cP )

)
− (pPJ − cP ) = cP + pP

1
2
(cD − cP )

vD = −pD
(
J + 1

2
(cD − cP )

)
− (−pDJ − cD) = cD − pD

1
2
(cD − cP )

In this case, both parties’ willingnesses to pay for the AI are positive and do not depend on

the prior of the other party. Note that vP > vD if and only if cP > cD. Note that, as for the

first case above, this calculation applies if it is assumed that 2min{vP , vD} < max{vP , vD}.
4This is a sufficient condition because calculating the willingness to pay associated with both parties

purchasing the prediction, even if they were to purchase with some probability as part of a mixed strategy,
will be lower than the willingness to pay derived on the assumption that one is the only purchaser of the
prediction. The full set of equilibria could be characterised but involves a more complex analysis than is
warranted here, where the idea is simply to explore whether an equilibrium exists where any of the parties
purchase an AI prediction.
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3.2 Equilibrium AI purchases

When there are differing priors, will the parties come to a settlement prior to any one of

them paying for the AI prediction? The following result characterises the conditions under

which an AI purchase will occur in equilibrium.

Proposition 2 Suppose that cP ̸= cD.

• If (pP − pD) J ≤ cD + cP and 1
2
(pP − pD)J < max{(3

2
− pP − 1

2
pD)(cD − cP ), (

3
2
− pD −

1
2
pP )(cP − cD)}, the AI price (f) will be at most (pP − pD)

(
J + 1

2
(cD − cP )

)
.

• If (pP − pD) J > cD+cP and cP < min{(2− 1
2
pP−pD)(cP−cD), (1− 1

2
pD−pP )(cD−cP )},

the AI price (f) will be at most max{cP + pP
1
2
(cD − cP ), cD − pD

1
2
(cD = cP )}

In each case, one party will purchase the AI, and a settlement will emerge.

Proof. The condition that cP ̸= cD ensures that vP ̸= vD. The two cases are the one

where a settlement will occur without AI prediction and one where it will not otherwise

occur. The other conditions associated with each case are assumptions that 2min{vP , vD} <

max{vP , vD} ruling out the AI provider from attempting to sell AI prediction to both parties.

First, suppose that (pP − pD) J ≤ cD+cP and the parties expect to settle in the absence

of AI. If P might otherwise buy the AI prediction (i.e., if cD < cP ), then a settlement will

take place prior to the purchase of an AI prediction if the joint expected surplus following an

AI purchase is less than 0 (or the joint surplus if a settlement would otherwise take place).

That is,

−pP
(
J + 1

2
(cD − cP )

)
+ f + pD

(
J + 1

2
(cD − cP )

)
≥ 0

⇒ f ≥ (pP − pD)
(
J + 1

2
(cD − cP )

)
= vP + vD ≡ f

Thus, the AI provider cannot set f above this amount as this would trigger a settlement

instead of a purchase. This is only a constraint on the AI provider if:

vP ≥ f =⇒ (pP − pD) J ≤ −(1− pD) (cD − cP )

This may or may not hold. Thus, for cD < cP , f ≤ min{f, vP}.
On the other hand, if D might otherwise purchase the AI prediction (i.e., if cD > cP ),

then a settlement will take place prior to AI prediction if

−pP
(
J + 1

2
(cD − cP )

)
+ pD

(
J + 1

2
(cD − cP )

)
+ f ≥ 0

⇒ f ≥ (pP − pD)
(
J + 1

2
(cD − cP )

)
= f
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This is the same condition as where P might buy the AI prediction. This is only a constraint

on the AI provider if:

vD ≥ f =⇒ (pP − pD) J ≤ (1− pP ) (cD − cP )

This may or may not hold. Note, however, that, because f = vP + vD if cD < cP , then

vD < f < vP and if cD > cP , then vP < f < vD. Thus, f ≤ min{f, vP , vD} and there exists

a f such that only P or D will purchase the AI. Thus, so long as f is set strictly greater

than vP or vD, then it is common knowledge that one party will purchase the AI, and hence,

a settlement will be forthcoming.

Second, suppose that (pP − pD) J > cD + cP and the parties expect to go to trial in

the absence of AI. Will the parties settle prior to either purchasing the AI? Comparing the

expected joint surplus from settling with that of going to trial, we have:

pP
(
J + 1

2
(cD − cP )

)
− pD

(
J + 1

2
(cD − cP )

)
− f ≥ pPJ − cP − pDJ − cD

⇒ (pP − pD)
1
2
(cD − cP ) + (cP + cD) = vD + vP ≥ f

This places an upper bound on the AI’s price, but it will not bind. As vP and vD, are both

positive, if f ∈ (min{vP , vD},max{vP , vD}], the AI will be purchased by one of the parties

and a settlement will take place thereafter.

When there are differing priors, AI prediction is purchased in equilibrium. The reason is

that those differing priors create a reason why a settlement might be harder to achieve and

when there is an AI prediction purchased, uncertainty and, importantly, any disagreement

between the parties on the outcome of a trial are resolved. That resolution can only occur

if AI prediction is actually purchased, and so it is in equilibrium.

Interestingly, the mechanism by which the AI provider selects one party only to purchase

the AI prediction and creates common knowledge that it is purchased only works if there

is a sufficient differential between the litigation costs of P and D. If these are equal, then

vP = vD and, thus, there is no price, f , whereby just one party is guaranteed to purchase

the prediction. When cD = cP , this creates a collective action problem as each party would

like the other to purchase the prediction and incur f . The proposition assumes that the

cost differential is high enough to rule out this outcome. If this was not the case, deriving

the equilibrium with a collective action problem is more complex and is left for future

research. One solution also not explored is whether the parties might collectively purchase

the prediction from the AI provider in this situation.
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4 Alternative Cost Allocation Rules

Two broad rules govern the allocation of costs following a trial. Thus far, we have assumed

that both parties are in a Court that follows the American Rule where parties bear their own

costs regardless of the trial outcome. The contrasting rule is the English Rule, whereby the

party that loses at trial bears all the costs. Here, we examine how our results above change

if the English rather than American Rule is used.

If the matter goes to trial and there remains uncertainty over a judgment, P expects to

earn pPJ − (1− pP )(cP + cD) while D expects −pD(J + cP + cD). In this case, a settlement

will only occur if (pP − pD) J ≤ (1− pP − pD)(cD + cP ) and the settlement amount will be

given by:

t̂− (pPJ − (1− pP )(cP + cD)) = −t̂− (−pD(J + cP + cD))

=⇒ t̂ = 1
2
(pP + pD) J − 1

2
(1− pP − pD) (cP + cD)

Note that the English Rule makes it less likely a settlement will be reached than under the

American Rule.

When AI prediction is utilised, it assumed here that it is common knowledge that at

least one of the parties has purchased the prediction. Then t̂AI = J + 1
2
(cP + cD) if the AI

predicts that P will win at trial and is 0 otherwise.

Once again, there are two cases. First, suppose that (pP − pD) J ≤ (1−pP −pD)(cD+cP )

and the parties expect to settle in the absence of AI. Then the relevant willingnesses to pay

for AI are:

vP = pP t̂AI − t̂AI =
1
2
(pP − pD)J + (1− pD)(cP + cD)

vD = −pD t̂AI − (−t̂AI) =
1
2
(pP − pD)J − (1− pP )(cP + cD)

Note that, vP ≥ vD ⇔ 1 ≥ 1
2
(pP +pD). Hence, the average beliefs regarding P ’s likelihood of

success drive which party is more willing to pay for the AI. As before, the parties will settle

before purchasing AI if f > vP + vD. So long as one party’s willingness to pay is strictly

different from the other, then the AI will be purchased if f ≤ min{vP + vD, vP , vD}.
Alternatively, suppose that (pP − pD) J > (1− pP − pD)(cD + cP ) and the parties do not

expect to settle in the absence of AI. Then the relevant willingnesses to pay for AI are:

vP = pP t̂AI − (pPJ − (1− pP )(cP + cD)) = (1− 1
2
pP )(cP + cD)

11



vD = −pD t̂AI − (−pD(J + cP + cD)) =
1
2
pD(cP + cD)

Note that, vP ≥ vD ⇔ 1 ≥ 1
2
(pP + pD). Hence, again, the average beliefs regarding P ’s

likelihood of success drive which party has the higher willingness to pay for the AI. In this

case, both parties have a positive willingness to pay for AI. As before, the parties will settle

before purchasing AI if f > vP + vD. So long as one party’s willingness to pay is strictly

different from the other, then the AI will be purchased if f ∈ (min{vP , vD},max{vP , vD}].
Given this, we can now compare the outcomes under the English versus the American

Rule.

Proposition 3 If at least one party expects to settle under either rule, the maximum possible

price paid for the AI is higher under the English Rule than the American Rule. If neither

party expects to settle under both rules, the maximum possible price paid for the AI is lower

under the English Rule than the American Rule.

Proof. First, suppose that under each rule, the parties are expected to settle without AI.

Note that, under the English Rule, max{vD, vP} is greater than the same calculation under

the American Rule. This can be shown by comparing the willingnesses to pay and noting

that, under the English Rule, vP ≥ vD ⇔ 1 ≥ 1
2
(pP + pD). By contrast, as the pre-AI

settlement amounts are the same in both cases, f = vP + vD are the same under both rules.

Thus, the maximum price that can be paid in equilibrium for the AI is higher under the

English than the American Rule.

Second, suppose that, under each rule, the parties are expected to go to trial in the

absence of AI. In this case, it is easy to demonstrate that both parties’ willingnesses to pay

for the AI are lower under the English Rule than the American Rule. Consequently, the

maximum price that can be paid in equilibrium for the AI is lower under the English than

under the American rule.

Finally, suppose that, under the English Rule, the parties are expected to go to trial

in the absence of AI, whereas they are expected to settle under the American Rule. This

happens if cD + cP ≥ (pP − pD) J > (1− pP − pD)(cD + cP ). In this case, P ’s willingness to

pay for the AI under the English Rule exceeds that under the American Rule if

(1− 1
2
pP )(cP + cD) >

1
2
(pP − pD) J − (1− pP )

1
2
(cD − cP )

⇒ 2(1− pP )cD > (pP − pD) J − (cP + cD)

The LHS of this inequality is positive while the RHS is negative and so this inequality always
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holds. For D, the comparison is:

1
2
pD(cP + cD) >

1
2
(pP − pD) J + (1− pD)

1
2
(cD − cP )

⇒ −2(1− pD)cD > (pP − pD) J − (cP + cD)

Note that, in this case, the RHS of this inequality is greater than − (pP − pD) (cD+cP ) while

the LHS is less than this if 1−pD
pP−pD

> cP+cD
2cD

which holds for cD > cP (as the LHS is > 1 while

the RHS < 1). Thus, where the willingness to pay under the American Rule for D exceeds

that of P , the willingness to pay is lower under the American Rule.

The value of AI prediction is potentially higher under the English Rule precisely because

that rule encourages more settlement amongst the parties, and that the prediction is valuable

should the parties actually settle. However, suppose neither party were to settle regardless

of the cost allocation rule applied. In that case, the English Rule implies that each party’s

willingness to pay for the AI prediction is lower than that under the American Rule. Thus,

AI prediction will likely obtain a higher price if parties anticipate the American Rule is

applied.

5 Conclusion

This paper has shown that AI can create conditions that facilitate settlements in pre-trial

negotiations. However, the price that would be paid for AI prediction in these settings

is constrained by the possibility of settling without actually purchasing the AI prediction.

Broadly, this demonstrates that the role of AI prediction in negotiations of this kind can

have subtle effects.

There are many other contexts in which similar issues might arise. For instance, a buyer

and a seller of a house negotiating over a sale price could use AI to predict the likely value

of the real estate itself. Alternatively, when a union negotiates with a firm over a wage

outcome, it might use AI prediction to understand whether the firm can afford to pay for a

wage increase. In each case, AI can resolve uncertainty and potentially facilitate a resolution

of negotiations, but, at the same time, the price the AI provider might receive may be

constrained by the disclosure-inference issue discussed in this paper.

Nonetheless, it is important to note that the situation considered here is stylised. While

there was uncertainty, there were no information asymmetries. AI prediction could po-

tentially resolve these, leading to another dimension upon which AI influences negotiation

outcomes.
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