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ABSTRACT

Does international trade affect the growth of cities, and vice versa? Assembling disaggregate data 
for four countries, we document a novel stylized fact: Export activity is disproportionately 
concentrated in larger cities – even more so than overall economic activity. We rationalize this 
fact by marrying a standard quantitative spatial economics model with a heterogeneous firm 
model that features selection into the domestic and the export market. Our model delivers novel 
predictions for the bi-directional interactions between trade and urban dynamics: On the one 
hand, trade liberalization shifts employment towards larger cities, and on the other hand, 
liberalizing land use raises exports. We structurally estimate the model using data for the universe 
of Chinese manufacturing and French firms. We find that trade policies have quantitatively 
meaningful impacts on urban outcomes and vice versa, and that the aggregate effects of trade and 
urban policies differ from more standard models that do not account for the interaction between 
trade and cities. In addition, a distinguishing prediction of our model – which we confirm in the 
data – is that local trade elasticities vary systematically with city size, so that a country's 
aggregate trade elasticity depends on the spatial distribution of production within its borders.
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1 Introduction

Over the last decades, two mega-trends have shaped economies across the globe: rapid urbaniza-
tion and a surge in international trade.1 These trends have traditionally been examined by two
separate strands of literature – international trade and economic geography.2 We ask whether the
growth of cities and trade are related and what implications such a connection would have for
welfare and income inequality.

We examine the relationship between city size and ‘export intensity’ (city-level exports rela-
tive to overall city-level revenues). Using data for China, France, Brazil, and the United States, we
establish a novel stylized fact: Larger cities systematically export a higher fraction of their output,
even after controlling for geographic characteristics and market access (Figure 1). Moreover, the
majority of this association can be attributed to variation within industries. Thus, differences in
industrial composition (such as car manufacturing vs. real estate services) cannot explain why ex-
porting is concentrated in larger cities. Within industries, in turn, the intensive margin (i.e., export
intensity of exporting firms) is relatively unimportant. Thus, systematic differences in variable
trade costs cannot account for our stylized fact. Instead, it is driven by the extensive margin: In
larger cities, a higher proportion of firms participate in export markets. This implies that heteroge-
neous firms play an important role in giving rise to the novel stylized fact.

Motivated by our empirical findings, we propose a simple model that marries core mecha-
nisms from international trade and urban economics. The model features multiple locations and
– in each location – heterogeneous firms that select into serving the domestic and export market
(Melitz, 2003). We first highlight this mechanism in a simple framework without domestic trade
costs (Rosen-Roback) and symmetric countries. A straightforward prediction is that in equilibrium,
firms in larger cities are more productive. Crucially, however, differences in average productivity
across cities are not sufficient to produce differences in export intensity. This may seem surpris-
ing; it results because average productivity affects the domestic and the export entry thresholds
proportionately so that exports relative to total output of a location remains the same. However,
adding a well-known empirical regularity to the model can replicate the disproportionate concen-
tration of exporters in larger cities: We introduce differences in the upper tail of the productivity
distribution across locations, reflecting the empirical pattern documented in the literature on city
size and productivity (see Combes, Duranton, Gobillon, Puga, and Roux, 2012) – a productivity
pattern that we also document in our data (see Figure 2). Thus, in our model, entrants in more

1The average urbanization rate in the world grew from 37 to 57 percent between 1970 and 2022. During the same
period, exports as a share of GDP almost tripled, from 13 to 31 percent (https://data.worldbank.org/indicator).

2More recently, a literature at the intersection of these fields has emerged, but it focuses more broadly on the spatial
effects of trade (and its sectoral patterns) within countries, thus speaking only indirectly to urbanization. We discuss
this literature in detail below.
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productive (and hence larger) cities draw from Pareto distributions with thicker upper tails.3 This
increases the proportion of high-productivity firms – that select into exporting – in larger cities,
leading to a disproportionate concentration of exporting in larger cities.4

Our simple model delivers another novel prediction: The (international) trade elasticity varies
across space and is smaller for larger cities. This is a surprising result; the spatial heterogeneity
in trade elasticities is driven by the different shapes of the local productivity distributions.5 While
our key assumptions naturally lead to this prediction, it does not follow from workhorse spatial
models without differences in the upper tail of the firm productivity distribution (e.g., Allen and
Arkolakis, 2014; Redding, 2016). Thus, we can use this prediction to validate the core assumption
of our model vis-à-vis alternative mechanisms. We find strong support, using the identification
strategy from Pierce and Schott (2016) for Chinese exporters. Our results show the trade elasticity
is about 25% smaller in large cities (90th percentile of population) relative to small cities (10th
percentile).

In addition to explaining these patterns in the data, our model delivers novel predictions that
are relevant for policy-making, highlighting important interactions between trade and economic
geography. First, a reduction in international trade costs shifts economic activity towards larger
cities. Second, the model leads to a novel mechanism that connects trade and wage inequality. A
large literature has argued that trade can raise inequality. Our model makes a similar prediction, but
with an important twist: Trade liberalization shifts population towards larger and more productive
cities, where nominal wages are higher. Thus, trade raises nominal wage inequality across space.
To the best of our knowledge, we are the first to identify this spatial effect of trade on (nationwide)
wage inequality. However, prices are also higher in larger cities. Hence, using nominal wages as
the sole metric may mislead policymakers, as it exaggerates the effect of trade on inequality. Third,
the model also allows us to study the reverse relationship – between urbanization and international
trade. This leads to our fourth prediction: Deregulating housing supply raises nationwide exports
because it leads to disproportionate growth of larger cities.

To explore the quantitative implications of our theory, we extend our simple model to a multi-
location quantitative spatial model that allows for arbitrary bilateral trade costs, asymmetric coun-

3We are – to the best of our knowledge – the first to explore the implications of the thicker productivity upper tail in
larger cities for the spatial distribution of exporting, and more broadly for aggregate outcomes. While the thicker upper
tail in larger cities is exogenous in our model, we discuss how this feature could be endogenized via sorting (similar
to Gaubert (2018)), natural advantage, or agglomeration mechanisms. The latter could be further microfounded via a
search mechanism à la Chen (2024), with agglomeration leading to lower search costs in larger cities.

4This goes beyond what can be explained by differences in foreign market access. In fact, an important strand
of the trade literature predicts the opposite pattern: A direct implication of the gravity model is that larger cities (or
countries) have lower export intensities (Anderson and van Wincoop, 2004) because they sell disproportionately to the
local (home) market.

5Intuitively, the thicker upper tail in larger cities implies a relatively higher mass of firms above the export cut-off.
Thus, the mass of firms that enter the export market after a reduction in variable trade costs is lower relative to the
mass of firms that are already exporting.
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tries, heterogeneity across locations in amenities, mobility frictions due to idiosyncratic tastes for
locations, as well as a richer pattern of productivity differences across space, combining elements
from Redding (2016) and Melitz (2003). We structurally estimate this model using Chinese and
French firm-level data. The model can account for the bulk of the correlation between export in-
tensity and city size in the data, and it also provides a good fit for the relationship between local
trade elasticities and city size. We show that for both features, the thick productivity upper tail in
large cities is the crucial driving force, while differences in trade costs or in average productivity
across cities play only a very limited role. To quantify the policy implications highlighted above,
we perform two types of counterfactual experiments: reducing variable international trade costs
and increasing the nationwide housing supply elasticity. First, moving from autarky to trade in-
creases the spatial concentration of economic activity (measured as the share of population in the
highest relative to the lowest decile of city sizes) by 11.4% (8.1%) for China (France). Second,
trade benefits workers in larger relative to smaller cities as it increases real wages in the highest
relative to the lowest decile of the city size distribution by 2.5% (2.7%) relative to autarky. Note
that the higher welfare gains in larger cities mean that rising house prices there only partially erode
the benefits of increasing nominal wages and decreasing tradable goods prices. Third, raising the
housing supply elasticity nationwide from the 25% to the 75% percentile increases exports by 4.8
percent for China and 0.8 percent for France.

Lastly, we examine whether our model has quantitatively different predictions for the welfare
gains from trade and increased housing supply, when compared to standard models that do not
feature interactions between trade and geography. The gains from trade in our model are smaller
as compared to i) a standard heterogeneous firm model without geography, and ii) a geography
model with homogeneous firms. This results from the fact that exporting is concentrated in larger
cities, where wages and house prices are higher, which makes it more costly for firms to expand.
This dimension is missing in standard models. Hence, our unified setup has significant implications
for the welfare gains from trade and urban policies.

Our paper is related to several strands of the literature. The effect of international trade on the
spatial distribution of economic activity has been one of the foundational questions of economic
geography. Early – mostly theoretical – contributions by Krugman and Livas Elizondo (1996),
Monfort and Nicolini (2000), and Behrens, Gaigne, Ottaviano, and Thisse (2006a,b, 2007, 2009)
identify different mechanisms through which trade can increase or decrease the spatial concen-
tration of economic activity. We bring novel empirical evidence and a new mechanism to this
literature. Our model marries recent advances in spatial economics (Allen and Arkolakis, 2014;
Redding, 2016) with the standard trade model with heterogeneous firms (Melitz, 2003).6 In order

6The quantitative part of our paper is also related to Ducruet, Juhasz, Nagy, and Steinwender (2020), Coşar and
Fajgelbaum (2016) and Fajgelbaum and Redding (2022), who use quantitative spatial equilibrium models to highlight
the role of domestic transport costs for the local effects of country-level trade openness.
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to replicate the observed relationship between city size and export intensity, these standard ingre-
dients need to be combined with a thicker upper tail of the firm productivity distribution in larger
cities (as documented by Combes et al., 2012). Thus, our results highlight the practical relevance
of this well-known empirical pattern.

Our work also relates to a large literature on trade and inequality (see Helpman, 2018, for a re-
view). Our findings highlight that it is important to distinguish between nominal wages and welfare
when examining how trade affects inequality. This results from local prices adjusting differentially
across space – a feature that is missing in trade models and that was first introduced in the urban
literature by Moretti (2013).7 In addition, our result that the spatial distribution of production af-
fects the country-level trade elasticity contributes to a growing literature on the variability of this
parameter (Helpman, Melitz, and Rubinstein, 2008; Novy, 2013; Melitz and Redding, 2015; Adão,
Arkolakis, and Ganapati, 2020).

Finally, we contribute to strands of the literature within international trade and economic ge-
ography. Regarding the former, we relate to the rich literature on heterogeneous firms in trade
(c.f. Bernard and Jensen, 1999; Pavcnik, 2002; Melitz, 2003), as well as to more recent work on
the heterogeneous effects of trade across locations within a country (Autor, Dorn, and Hanson,
2013; Dauth, Findeisen, and Suedekum, 2014; Cheng and Potlogea, 2020). In urban economics,
our novel stylized fact adds to a growing literature on sorting, selection, and agglomeration across
city size (Eeckhout, Pinheiro, and Schmidheiny, 2014; Davis and Dingel, 2014; Gaubert, 2018;
Davis and Dingel, 2019; Schoefer and Ziv, 2022), and our policy counterfactual on housing supply
constraints speaks to the literature that quantifies their importance (c.f. Hsieh and Moretti, 2019).
Exploring the systematic differences in the effects of trade across cities of different sizes also re-
lates to a growing literature on regional divergence across cities in advanced economies: Giannone
(2022) studies the role of skill-biased technical change, Eckert, Ganapati, and Walsh (2022) em-
phasize the importance in the rise of services, (Walsh, 2023) underlines the importance of new
firm creation, and Chen, Novy, Perroni, and Wong (2023) study the role of trade and structural
transformation for the growth of French cities. We show that combining the core elements of both
literatures – heterogeneity across firms and across space – leads to novel insights with important
policy implications.

The rest of the paper is organized as follows: Section 2 presents the data and Section 3 our styl-
ized fact and its robustness. In Section 4 we develop a simple model that illustrates the economic
forces behind the stylized fact and explores their policy implications. Section 5 extends this to a
quantitative model and performs counterfactual policy analyses. Section 6 concludes.

7Note that we abstract from endogenous amenity changes as highlighted by Diamond (2016). If those adjusted
endogenously following a trade shock, there would be another margin to consider when studying the effects of trade
on inequality.
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2 Data

Our main empirical analysis uses firm-level data from the 2004 Chinese Economic Census of Man-
ufacturing and from the 2000 French Unified Corporate Statistics System (FICUS). One important
advantage of the Chinese and French data is that they provide detailed information on the location
of firms. This allows us to study the distribution of firms and exporters across cities. In addition,
we use more aggregate information at the city level from the United States (at the MSA level) and
Brazil (at the microregion level) for 2012 to confirm the main patterns we derive for China and
France. We begin by discussing the Chinese and French data in detail, followed by a description
of the U.S. and Brazilian data. For each country, we discuss what constitutes a “city” in our data.

2.1 China

Data for the Chinese Economic Census of Manufacturing are collected by the National Bureau

of Statistics, covering the universe of firms in China, irrespective of their size. The Chinese data
contain detailed information on plant characteristics such as sales, spending on inputs and raw
materials, employment, investment, and export value. In the data, the reported location of firms
reflects the county where their headquarters are based. We show in Section 3.2 that this feature is
unlikely to confound our results.

Our main analysis defines Chinese cities as metropolitan areas with contiguous lights in night-
time satellite images. We use the correspondence constructed by Dingel, Miscio, and Davis (2019)
to map counties into metropolitan areas with a threshold for light intensity equal to 30.8 This value
is in the middle of the set of thresholds provided by these authors. Importantly, our results do not
depend on the particular light intensity threshold. For each metropolitan area, we use information
on the urban population of the underlying counties, which is provided by the Chinese Population
Census of 2010 (i.e., the Chinese Census distinguishes between rural and urban population within
each county). We then define ‘city size’ as the aggregate urban population of the Metropolitan
Area.9

The Chinese Census of Manufacturing contains information for approximately 1,240,000 firms
located in cities to which we can match population information in 2004. We drop firms with zero
or missing sales (67,286 observations, corresponding to 5.4% of the sample), non-manufacturing
or missing industry codes (124,310, 10.0% of the sample), or export intensity above 100% (5,397

8Counties are the third administrative division in China, below provinces and prefectures – the other administrative
division researchers typically use to define cities (e.g., Brandt, Van Biesebroeck, and Zhang, 2014). For reference,
large metropolitan areas (urban population over 1 million) have, on average, about nine counties. In contrast, most
small metropolitan areas (population below 100,000) comprise a single county.

9A large body of research using information from China defines cities in terms of prefecture-level cities. A
prefecture-level city is an integrated political and economic unit, often including rural areas. We avoid defining cities
in terms of prefectures because administrative boundaries may fragment economically integrated areas into distinct
cities or circumscribe places, including rural areas.
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observations, 0.4% of the sample). We also drop processing trade (9,672 observations, defined
as firms where processing exports account for over 90% of their sales). In addition, to ensure
meaningful variation in export intensity at the city level, we only consider cities with at least 250
firms. Our final sample consists of 916,870 firms in 629 cities (metropolitan areas).

2.2 France

Our analysis for France uses firms from the 2000 Unified Corporate Statistics System (FICUS).
FICUS is an administrative data set collected by the French National Statistical Institute (Institut

National de la Statistique et des Études Économiques, INSEE), covering the universe of private
sector firms. It reports information on domestic and export revenue, industry classification, head-
quarters location (commuting zones), employment, capital, value-added, and production.

We define cities in France in terms of commuting zones (zone d’emploi). We use the definition
of commuting zones published by INSEE in 2011 that assigns municipalities (“ communes”) to
commuting zones (“zone d’emploi”) to create “geographical area[s] within which most of the

labour force lives and works.”10 City size reflects the overall commuting zone population, which
we obtain by aggregating municipality-level information from the French Population Census of
1999. As in the case of China, we restrict the analysis to firms with positive information on exports
and sales and to cities with at least 250 firms. The final sample contains all 304 commuting zones
in mainland France.

2.3 United States

In the case of the United States, we define cities in terms of Metropolitan Statistical Areas (MSA).
MSAs are defined by the United States Office of Management and Budget as one or more adjacent
counties with at least one urban area with a population of at least 50,000 inhabitants and charac-
terized by a high degree of social and economic integration, as measured by commuting flows to
work and school. As Dingel et al. (2019) show, MSAs are well-approximated by cities defined in
terms of contiguous areas of lights in nighttime satellite images, making the city definition compa-
rable to China. Our analysis considers 324 U.S. metropolitan areas with a population over 100,000
inhabitants in 2012.

To develop our main analysis, we combine data from several sources.11 Data for exports at
the MSA level are provided by the International Trade Administration of the U.S. Department of
Commerce and include overall exports.12 We combine this with establishment-level information
of sales and employment aggregated at the MSA level from the 2012 Economic Census.13 Con-

10https://www.insee.fr/en/metadonnees/definition/c1361.
11Most U.S agencies provide tabulations on key economic accounts at the MSA level. This contrasts with China,

where we aggregate county-level information to derive statistics for metropolitan areas.
12https://www.export.gov/Metropolitan-Trade-Data.
13https://www.census.gov/programs-surveys/economic-census/data/datasets.2012.html
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sequently, city-level export intensity is constructed as overall exports over sales across all sectors.
Finally, we use MSA population from the population projections of the U.S. Census Bureau.14

2.4 Brazil

Finally, in the case of Brazil, we consider microregions as the main unit of analysis. Microregions
are defined by the Brazilian Institute of Geography and Statistics (IBGE) as urban agglomerations
of economically integrated contiguous municipalities with similar geographic and productive char-
acteristics.15 Although microregions do not directly capture commuting flows (in contrast to U.S.
Metropolitan Areas, or French employment zones), they are constructed according to information
on integration of local economies, which is closely related to the notion of local labor markets.
Our sample includes 420 microregions with more than 100,000 inhabitants in 2012.

We use municipality-level overall exports from the COMEX Stat database (compiled by the
Brazilian Ministry of Industry, Foreign Trade and Services).16 We complement this data source
with municipal-level GDP from IBGE.17 We aggregate both exports and GDP from the municipal-
ity level to the level of microregions using the correspondence provided by the IBGE, and compute
city-level export intensity as the ratio of overall exports over GDP. Finally, we use population pro-
jections from the 2010 population Census to measure city (microregion) size.18

2.5 Summary Statistics and Export Intensity

Before turning to our empirical results, we show descriptive statistics for the sample of cities
considered in the analysis for China, France, the United States, and Brazil. Table 1 shows statistics
for the distribution of population and export intensity for the four samples. Average city size varies
importantly across the datasets. U.S. cities are larger on average (about 800,000 inhabitants),
followed by China (710,000), Brazil (464,000), and France (193,000). These reflect the fact that
the population in the U.S. is more concentrated in larger cities.19 While for the U.S., two-thirds
of the cities in our sample have populations above 500,000, in China and Brazil, 16 percent of the
cities surpass this threshold, and in France, only 6 percent.

We define export intensity as the share of a city’s sales that are exported. Correspondingly, we

14https://www.census.gov/data/tables/2012/demo/popproj/2012-summary-tables.html
15A number of researchers have used microregions as their main unit of analysis (see Kovak, 2013; Dix-Carneiro

and Kovak, 2015, 2017b, 2019; Costa, Garred, and Pessoa, 2016; Chauvin, Glaeser, Ma, and Tobio, 2017).
16The COMEX Stat database can be publicly accessed through an interactive interface in the website

http://comexstat.mdic.gov.br. In our analysis, we downloaded the version compiled by the Ministry of Economics from
the information in the COMEX Stat database at the municipal level (https://www.gov.br/produtividade-e-comercio-
exterior/pt-br/assuntos/comercio-exterior/estatisticas/base-de-dados-bruta).

17https://www.ibge.gov.br/en/statistics/economic/national-accounts/19567-gross-domestic-product-of-
municipalities.html

18https://www.ibge.gov.br/en/statistics/social/education/18391-2010-population-census.html?=&t=microdados.
19This is consistent with evidence in Au and Henderson (2006), who show that about half of prefecture-level cities

in China are smaller than their optimal size. They argue that this is most likely due to the existence of strong migration
restrictions.
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define the export intensity in city i (ρi) as follows:

ρi =
xi
ri
, (1)

where xi and ri denote city-level exports and revenues, respectively (i.e., aggregated across all
firms operating in city i). The distribution of export intensity is positively skewed for all countries
in our sample, with a substantially fatter upper tail in Brazil and China than in France and the
United States (see Figure A.1). In the U.S. and France, all cities in our sample have exporting
firms; in contrast, about 2 and 6 percent of the cities record no export activity in China and Brazil,
respectively. While noteworthy, the presence of cities with zero exports does not affect the magni-
tude of our results because these cities represent a small fraction of output (0.3% and 0.9% of the
production in China and Brazil, respectively).

3 Empirical Results: Export Activity and City Size

This section presents our main empirical results. Using data from China, France, the United States,
and Brazil we find that export activity is concentrated in larger cities. We show that this pattern
(i) is predominantly driven by within-industry variation, (ii) holds when using different definitions
of export activity and city size, and (iii) is not driven by manufacturing alone. We then provide
evidence that heterogeneity in firm productivity is an important underlying mechanism.

3.1 Baseline Results: The Stylized Fact in Four Countries

We run the following regression to establish our core stylized fact:

ln(ρi) = α + β ln(popi) + γXi + εi, (2)

where ρi is the export intensity of city i, as defined in (1), popi is city population, andXi is a vector
of several proxies for domestic and international trade costs: Average distance to other domestic
cities, distance to the border, distance to the coast, border dummies, and coastal dummies.20 Our
coefficient of interest is β, reflecting the elasticity between export intensity and city size. Table
2 presents the results: We obtain statistically highly significant estimates for all four countries,
ranging from 0.16 for the U.S. to 0.34 for China. Thus, doubling city size in China is associated
with raising export intensity by about one-third. With an average export intensity of 8.8%, this
corresponds to an increase in the fraction of exported (relative to total) local output by about
3 percentage points. Importantly, the coefficients remain quantitatively similar and statistically
highly significant when we include the geographical controls Xi (even columns).

Since our empirical findings are robust to controlling for (domestic and foreign) market access,

20For a city, a border dummy takes on value 1 if the city boundaries overlap with a border segment.
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they cannot simply be explained by larger cities emerging in locations with lower international
trade costs. Figure 1 provides binscatter plots for the regressions from even columns in Table 2,
illustrating that our results are not driven by outliers.

3.2 Robustness Checks

We implement several tests to check the robustness of our main finding for China and France,
where we have the most detailed data. We summarize these results here; the corresponding tables
and figures are shown in Appendix A.
Alternative measure of export intensity. Our baseline export intensity measure uses city-level ex-
ports relative to sales. While this is the natural normalizing variable, we present results with an
alternative denominator – city population. Using this variable, we repeat our main analysis with
per capita exports as a proxy for export activity. Figure A.2 plots per-capita exports against city
size, and Table A.1 shows the corresponding elasticities. All coefficients are statistically significant
at the 1 percent level, with magnitudes similar to our baseline results.
Population density. Our baseline specification uses city population as the main explanatory vari-
able. An alternative measure of agglomeration that is widely used in the literature is population
density (see for instance Combes et al., 2012). This measure can deviate substantially from city
size, especially when cities vary widely in the size of their geographic areas.21 Panel A of Table
A.2 shows that our results hold when we use population density as the explanatory variable, and
Figure A.3 visualizes the relationship between export intensity and population density (both in
logs). Finally, we also obtain similar results when using per-capita exports as dependent variable
in combination with population density (see Panel B of Table A.1 and Figure A.4.
Export intensity in manufacturing vs. services. Our baseline analysis for China only considers
production and export information for the manufacturing industry. The French data allow us to
estimate (2) separately for manufacturing, services and the primary sector. Table A.3 reports the
results, show that the gradient of export intensity with city size is remarkably similar for firms
in manufacturing and in services. We also provide a placebo check, showing that export activity
of the primary sector – which depends on land abundance and natural resources – is indeed less

concentrated in larger cities.
China-specific robustness checks. We perform a number of robustness checks for our results for
China in the appendix. Table A.4 shows that our results are not affected by i) controlling for Special
Economic Zones (SEZ) and Coastal Development Areas (CDA), ii) by using only direct exports
when computing export intensity, iii) when using prefecture-level Chinese cities as the main unit
of analysis (e.g., Au and Henderson, 2006).
Multi-location firms. For our firm-level data (France and China), firm location is only defined at

21See Henderson, Nigmatulina, and Kriticos (2021) for a recent study discussing the power of different measures to
estimate urban agglomeration effects in the context of six Sub-Saharan African countries.
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the headquarter-level. This may introduce an upward bias if export-intensive companies with pro-
duction based in small cities locate their headquarters in large cities.22 As we describe in Appendix
A.3, we can directly address this concern for France, using administrative data on employment and
wages by establishment. We show in Table A.5 that i) elasticities are very similar when restricting
the analysis to the sample of firms that are active in a single commuting zone (Panel A), and ii) for
firms with establishments in multiple commuting zones, our results hold when we assign domestic
and export revenue across each firm’s establishments proportionally to the respective wage bill
(Panel B). For China, we build on the fact that fewer than 10 percent of firms are multi-plant firms
in the Chinese manufacturing industry, and these tend to be relatively large (Brandt et al., 2014).
Thus, excluding large firms is a way to (indirectly) control for the role of multi-plant firms. Table
A.6 shows that the estimated elasticity is very similar when dropping the top 1%, 5%, or 10% of
the overall or within-sector employment distribution. We conclude that our baseline results are
unlikely to be driven by export-intensive companies locating their headquarters in large cities.

3.3 2SLS Results

An important concern with our empirical results is that unobserved endogenous factors may drive
the relationship between export intensity and city size. For example, larger cities may have in-
vested disproportionately in export-enabling infrastructure, or there may even be a reverse channel,
with high exporting activity raising firm efficiency (c.f. Garcia-Marin and Voigtländer, 2019) and
leading to larger city size. To further address this issue, we implement a two-stage least squares
(2SLS) strategy for our two main countries of analysis – China and France. We use historical
city population from the 16th and 19th century, respectively, as an instrument for modern popu-
lation. The underlying assumption is that historical population was not determined by the same
factors that affect city size and export intensity today. This assumption is reasonable, given the sig-
nificant changes in transport technology, industry composition, and policy over the last centuries.
Trade patterns have changed significantly over this period, weakening the link between current and
historical exporting. As in our baseline specification, we control for a number of time-invariant
geographic features associated with trade costs, such as location on the coast and distance to the
border.

For China, we instrument current population using prefecture-level population in the 1580s
from Bai and Jia (2021).23 For France, we use population records for 1876 as an instrument for the

22This problem is not present in the U.S. data, where exports are aggregated to the city level from the establishment
level. For Brazil, the data is aggregated from the tax domicile of the company, which can be at the establishment or
the firm level, depending on how the firm files taxes.

23Firms in our data are located in 344 prefectures. However, Bai and Jia (2021) only provides historical population
information for the 260 prefectures belonging to China proper – i.e., excluding the remaining 74 prefectures from
Inner China provinces, such as the Tibet or Inner Mongolia provinces. Our 2SLS regressions for China use the 260
prefectures with available data. Table A.4 provides OLS results for the full set of prefectures. See Bai and Jia (2021)
for details on the mapping of historical population records to current prefecture geographical areas. We recompute our
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current population. INSEE recently published this information at the level of current municipali-
ties, thus avoiding issues related to changing municipality borders.24 We aggregate the municipal
population records to the commuting zone level, using the official correspondences provided by
INSEE.25

Table 3 presents our 2SLS results on export intensity and city size. We begin by describing
the results for China (columns 1-4). Column 1 confirms that the elasticity from the baseline OLS
regression remains similar in magnitude and highly significant when using prefectures instead of
metropolitan areas to define cities. Column 2 presents results from a reduced-form specification,
where we directly regress contemporaneous export intensity on the 1580s prefecture-level popu-
lation. We find a strong positive relationship between the two variables. Next, in column 3, we
report the first-stage results, where we regress contemporaneous urban population on historical
prefecture-level population. We obtain a strong first stage, with an F-statistic substantially above
the Stock-Yogo critical value of 16.4 for 10% maximal IV bias. We also note that the coastal
prefecture dummy is the only statistically significant control; no other geographical variable is sig-
nificant in the first-stage regression. The estimated first stage coefficient implies that a 10% higher
historical population in 1580 predicts a 3% larger population today. Finally, column 4 shows the
second-stage result. The estimated coefficient on city size is statistically significant and remarkably
similar to the OLS coefficient in column 1.

Columns 5-8 in Table 3 present our 2SLS results for France. The reduced-form coefficient is
similar to the one for China. The first-stage coefficient is stronger, which is likely due to the shorter
time gap between the instrument and contemporaneous city size. Finally, the 2SLS coefficient
(column 6) is statistically significant and similar to its OLS counterpart.

An important caveat with our 2SLS results is that the exclusion restriction may be violated if
historical city size is associated with unobservables that also affect contemporaneous exporting.
Our controls for market access can only partially alleviate this concern, so that our 2SLS results
need to be interpreted with caution. We are, however, confident that these results can address
reverse causality (exporting fostering firm productivity and city size) as well as endogenous in-
vestments in modern infrastructure (which could drive exporting and may vary systematically with
city size).

3.4 Mechanisms

In what follows, we shed light on the mechanism that drives our novel stylized fact. We build on
prominent features of existing trade models to motivate two decompositions that distinguish our
new-new-trade-theory mechanism from alternative explanations.

control variables using the location and borders of prefecture-level cities, and link them to the prefecture-level dataset.
24Historique des populations communales: Recensements de la population 1876-2019, available at

https://www.insee.fr/fr/statistiques/3698339.
25https://www.insee.fr/fr/information/2114596
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Within- and between-industries variation. Theories of comparative advantage could explain our
stylized fact through differences across industries, while new-new-trade-theory-based mechanisms
would generate variation in export intensity within industries, across firms. To distinguish between
these mechanisms, we decompose export intensity into its underlying within- and between-industry
components (see Appendix A.4 for detail). The between-industry component is the counterfactual
measure that would result if city-level export intensity only varied due to differences in industry
composition across cities.26 The within-industry component is the residual variation that is not
accounted for by differences in the sectoral composition of cities.

Table 4 shows the results of the decomposition for our main datasets, China and France. Note
that by construction, the within- and between-industry coefficients add up to the overall elasticity
between export intensity and city size from Table 2. Columns 3 and 6 in Table 4 report the share
of the overall variation that is accounted for by the within-industry component – 90% and 52% for
China and France, respectively. Thus, for China, the relationship between export intensity and city
size is almost exclusively driven by differences within industries. For France, differences across
industries play a larger role. This is likely due to the fact that the French data comprise all sectors,
including many with minimal exporting such as construction (recall that the Chinese data only
include manufacturing). In fact, if we restrict the sample to manufacturing in France, the within-
component accounts for 67%. Thus, within-industry differences account for the majority of our
stylized fact in both countries.27 In sum, for both countries, the majority of the variation is driven
by systematic differences in exporting behavior across firms within the same industry.

Intensive margin and differences in transport costs. Next, we check whether a standard gravity
model could explain our stylized fact through differences in variable trade costs. In particular,
could our stylized fact be driven by larger cities facing systematically lower variable trade costs (for
example, because they are more likely to be located on the coast or benefit from larger endogenous
infrastructure investments)? In order to test for this possible mechanism, we decompose export
intensity into the intensive margin (export revenue over the total revenue of exporters: xi/rxi ) and
the remainder (the total revenue of exporters over the total revenue of all firms rxi/ri):

ln

(
xi
ri

)
= ln

(
xi
rxi

)
+ ln

(
rxi
ri

)
(3)

In gravity models, differences in variable transport costs would affect export intensity through the

26We use detailed, 4-digit industries in our decomposition. The decomposition cannot be performed for Brazil and
the United States, as for these countries we only have access to aggregate city-level exports (i.e., not by sector).

27Another way to gauge the importance of the industry dimension is to run our main regression (2) at the city-
industry level with and without industry fixed effects. Table A.7 in Appendix A.4 shows that adding industry fixed
effects does not change our core result for China, while it reduces the city-size – export intensity coefficient by about
one-third for France. We prefer our main specification at the city level as it avoids issues with the presence of zeros at
the city-industry level and allows for the entire analysis to be conducted at the same level of aggregation.

12



intensive margin.28 We thus focus on this component in our analysis but also report results for
the remainder.29 In Table 5, we regress these components on city size and geographical controls.
Since this is an exact decomposition, the coefficients add up to our baseline result (reported again in
columns 1 and 4). The intensive margin is negatively correlated with city size in China (column 2)
and uncorrelated with city size in France (column 5).30 For both countries, we find an economically
large and statistically significant correlation between city size and the importance of exporters in
local economic activity (rxi/ri). Most importantly, however, the negative or insignificant role of the
intensive margin implies that our stylized fact is not driven by systematically lower variable trade
costs in larger cities.

In sum, the results of the two decompositions suggest that our stylized fact is driven by differ-
ences across firms within industries that are unrelated to differences in variable trade costs. This
leaves systematic differences in productivity across small and large cities (as first documented by
Combes et al., 2012) as the natural mechanism behind our stylized fact.

4 Simple Model

In this section, we present a simple model to highlight the key mechanism that can explain our
novel stylized fact. The model also serves as the foundation for our quantitative analysis in Sec-
tion 5. It incorporates firm heterogeneity (Melitz, 2003) driven by differences in the upper tail of
the local productivity distribution into an open economy Rosen-Roback framework. In the model,
locations only differ in their exogenous firm productivity distribution, which we assume to be
Pareto with location-specific shape parameters. Domestic and export market entry of firms, to-
gether with labor mobility across locations, give rise to the equilibrium distribution of economic
activity, where productive locations i) host larger cities and ii) are more export-intensive.

4.1 Setup

We consider a world economy featuring 2 symmetric countries.31 Each country is endowed with
an exogenous population L of identical workers and an exogenous number of locations i = 1, ..., I .

28It is important to note that for competing models without firm heterogeneity to match our main stylized facts, it
is not sufficient for larger cities to have systematically better foreign market access. What is required instead is that
larger cities have systematically better foreign relative to domestic market access than smaller cities. This, in turn,
would lead to a higher intensive margin of exporting in larger cities.

29The remainder can be interpreted as the importance of exporters in economic activity, reflecting both differences
in export participation and in the size (revenues) of exporting firms across cities. We do not disentangle the term into
these sub-components, as it would not lead to additional insights on mechanisms.

30The negative coefficient for China can be rationalized as follows: Larger cities have larger domestic market access
due to the larger local home market. This will lead c.p. to lower exports relative to domestic sales (i.e., lower export
intensity). Thus, to account for our stylized fact, any differences in international variable trade cost would have to
outweigh and overcompensate the home market effect for larger cities. Our results suggest that this is far from being
the case in China, while some of the negative home market effect is absorbed in France.

31We therefore suppress country subscripts in the description of the model.
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Within countries, all locations are endowed with the same stock of local landN . In each location i,
a city with endogenous population Li emerges. Workers are assumed to be perfectly mobile across
locations within countries but immobile internationally. In order to focus on the role of differences
in the productivity distribution across locations, our simple model abstracts from within-country
trade costs and differences in amenities.

Preferences. Workers are homogeneous; they decide where to locate and consume a bundle of
goods and housing, while earning the local wage wi in city i. Worker preferences are given by:

Ui = cβi h
1−β
i (4)

where hi denotes (individual) housing consumption in city i, and ci is a CES composite of the
consumption of tradable varieties:

ci =

[∫
ci(x)

σ−1
σ dx

] σ
σ−1

(5)

In each city, housing is produced by atomistic housing developers j, using land and capital accord-
ing to the technology:

hi(j) = ki(j)
1−γni(j)

γ (6)

where ki(j) and ni(j) denote capital and land used by developer j at location i. Both land and
housing markets are assumed to be perfectly competitive at the local level. Capital is provided in
perfectly elastic supply at the exogenous rental rate rK = 1, while each location i has the same
land endowment N . Land market clearing implies

∫
j
ni(j) = N . Total housing supply at the city

level is then given by
Hi = K1−γ

i Nγ (7)

where Ki =
∫
j
ki(j). Land and capital income are assumed to be fully taxed by local governments

and redistributed lump-sum to local residents as in Helpman et al. (1995).

Production. In each country and city, there is an unlimited supply of potential entrants. Each firm
produces a differentiated tradable variety using local labor. Once they’ve chosen a city to enter
and paid the entry cost Fe in units of local labor, firms draw their productivity ψ from the location-
specific productivity distribution gi(ψ). In each location, productivity is distributed Pareto with a
common scale parameter set to value 1 and a location-specific shape parameter αi. The production
technology is given by:

q = ψl (8)

where l denotes the local labor input required to produce a quantity of output q for a firm of pro-
ductivity ψ. Depending on their productivity, firms choose to exit immediately, serve the domestic
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market paying fixed cost Fd (in units of local labor), or serve both the domestic and the export
market (paying an additional fixed cost Fx to export).32 All fixed costs as well as the variable costs
of exporting (τ ) are identical across locations. We adopt the standard simplifying assumption of
zero domestic transport costs.

Firms engage in monopolistic competition. Given CES demand, this implies that prices are set
at a constant mark-up over marginal cost. Because firms can serve all domestic locations without
incurring variable trade costs, and because imported varieties also reach each location at the same
international trade cost, the price index of the tradable good is the same across locations. We
choose P = 1 as the numeraire.

For a firm with productivity draw ψ, operational profits from serving the domestic and foreign
market, respectively, are given by:

πdi (ψ) =
rdi (ψ)

σ
− wiFd =

R

σ

(
ψρ

wi

)σ−1

− wiFd (9)

πxi (ψ) =
rxi (ψ)

σ
− wiFx = τ 1−σ

R

σ

(
ψρ

wi

)σ−1

− wiFx (10)

where rdi (ψ) and rxi (ψ) denote the revenue from serving the domestic and foreign market. Finally,
we define ρ ≡ σ−1

σ
, R denotes the aggregate revenue of the tradable sector in each country, and wi

is the wage in location i.
As in Melitz (2003), the industry equilibrium (in our model, for each location) can be charac-

terized using two zero-profit cutoff conditions (11) that yield expressions for the minimum produc-
tivity threshold for successful entry into the domestic market (ψdi

∗) and for successful entry into
the foreign market (ψxi

∗), as well as a free entry condition (12). The latter states that the expected
operational profits of market entry π̄i are equal to the fixed cost of market entry (in terms of local
labor).

πdi (ψ
d
i

∗
) = 0 and πxi (ψ

x
i
∗) = 0 (11)

π̄i =

∫ ∞

ψd
i
∗
πdi (ψ)gi(ψ)dψ +

∫ ∞

ψx
i
∗
πxi (ψ)gi(ψ)dψ = wiFe (12)

We use (12) to solve for the measure of entrants (M e
i ) in each city:33

M e
i =

Li

σ
[
Fe + ψdi

∗−αiFd + ψxi
∗−αiFx

] (13)

32We impose the parametric restriction that τσ−1Fx > Fd, which ensures that firms serving the foreign market
represent a strict subset of the firms that operate in the domestic market.

33Me
i represents the measure of firms that pay the fixed cost of entry Fe at each location. This measure includes

both active firms (that serve at least one market) and inactive firms (i.e., firms with 0 total revenues) in each city.
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The thick upper tail assumption. A key ingredient of our model is the thicker upper tail of the
productivity distribution gi(ψ) in larger cities. This assumption reflects an empirical pattern in
our data that has previously been documented by Combes et al. (2012). We show below in Sec-
tion 5.2 that the same pattern holds in our data. Our model takes the differential fat-tails as given
and explores their consequences for the spatial distribution of exporting and other macroeconomic
outcomes. Before continuing with the model setup, we note that these city-level productivity dis-
tributions could be readily endogenized, albeit at some cost in terms of tractability and notational
complexity.

For instance, we could assume that intrinsic firm productivity distributions are identical across
space but that the realized firm-level productivity also depends on location-specific characteristics
(“natural advantages”): lnψi(z) = θi ln(z), where θi is a location-i-specific productivity shifter
and z are firm-level productivity draws from a standard Pareto distribution with shape parameter
α that is identical across locations. Such a formulation would be equivalent to our model, with the
resulting city-level productivity distributions being standard Pareto with shape parameters αi =
α/θi. We could further endogenize θi by introducing agglomeration economies: θi = θ(Li),
where the productivity shifter θ(·) is increasing in city population Li. Such a formulation would
capture a tight connection between productivity, city size, and the shape of city-level productivity
distributions. However, it would likely come at the cost of multiple equilibria.

Both the natural-advantage and agglomeration-economies-based accounts can be further micro-
founded via search mechanisms such as the one developed in Chen (2024). Here, exogenous
or agglomeration-driven differences in search costs across space could ground differences in the
thickness of the upper tail: Locations with lower search costs would feature firm productivity
distributions with thicker upper tails.34

Residential choice in spatial equilibrium. In spatial equilibrium, utility is equal across all locations
within each country and given by:

Ui = ββ(1− β)1−β
vi

(phi )
1−β = Ū ∀i (14)

where vi denotes total income per worker, and phi is the price of housing at location i. Since we
assume that capital and land income are fully taxed by local governments and redistributed lump

34Alternative accounts that yield thicker upper tails of firm productivity distributions in more productive locations
(albeit typically not of the tractable Pareto form) involve sorting mechanisms (similar to those in Gaubert (2018) or
Behrens, Duranton, and Robert-Nicoud (2014)) where at least some firms (or entrepreneurs) are mobile across cities
within countries and free to sort into the most desirable locations.
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sum to workers, total income in location i is given by labor income plus expenditure on housing:

viLi = wiLi + (1− β)viLi =
wiLi
β

(15)

The price of housing follows from (7) and is given by:

phi =

(
rK

1− γ

)1−γ (
ri
γ

)γ
=

(
1

1− γ

)1−γ (
ri
γ

)γ
(16)

where ri denotes the (endogenous) land rental rate at location i, and rK = 1 is the (given) rental
rate of capital.

Finally, land market clearing yields the equilibrium land rent:

ri =
1− β

β
γ
wiLi
N

(17)

General equilibrium. The general equilibrium of the model is represented by a measure of workers
Li, a set of entry thresholds for the domestic and the export markets, ψdi

∗ and ψxi
∗, respectively, a

set of wages wi for each location, as well as the level of utility in the economy Ū that satisfy the
following system of equations:

1. The industry equilibrium consisting of the zero profit cut-off conditions and the free entry
condition (equations 11 and 12)

2. Trade balance at each location (wage income in each location equals expenditure on goods
produced in that location)

wiLi =M e
i

(∫
ψd
i
∗
rdi (ψ)gi(ψ)dψ +

∫
ψx
i
∗
rxi (ψ)gi(ψ)dψ

)
∀i (18)

3. Spatial equilibrium for workers among all domestic locations

Ui = Ū ∀i (19)

4. National labour markets clear ∑
i

Li = L (20)

4.2 Matching the Stylized Fact

We now show that our simple model can match the novel stylized fact that we documented in the
data. We begin with an auxiliary result that will facilitate our exposition.
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Lemma 1. Cities whose exogenous productivity distributions feature a thicker upper tail (i.e.,

smaller shape parameters αi) will have higher average firm productivity in equilibrium.

Proof: See Appendix C.1.

The exogenous productivity distributions in cities with a smaller shape parameter feature a
fatter upper tail and thus more firms with high productivity draws. This ex-ante difference is
reinforced by the endogenous selection into entry, since cities with more productive firms feature
stronger labor demand for a given wage and hence stronger selection effects. We will therefore
refer to cities with smaller shape parameters simply as “more productive” cities. We now proceed
to stating our first theoretical result, connecting city size to export intensity

Proposition 1. In equilibrium, more productive cities:

(i) Have higher population and higher export intensity.

(ii) The higher export intensity is driven by the proportion of exporters among local firms (i.e.,

by the extensive as opposed to the intensive margin of exporting).

Proof: See Appendix C.2.

Intuitively, the presence of highly productive firms implies higher local labor demand, so these
locations feature higher equilibrium wages, population, and house prices. Crucially, more pro-
ductive cities also have a higher export intensity. This is in contrast to standard models that only
feature differences in the level of productivity across locations (e.g., Redding, 2016): As in Melitz
(2003), the productivity thresholds for serving the domestic and the export market are proportional
to each other in our model, and the ratio is common to all locations:

ψxi
∗

ψdi
∗ = τ

(
Fx
F

) 1
σ−1

∀i (21)

Thus, standard models that build on differences in average productivity across locations do not
feature spatial heterogeneity in export intensity. In our setting, the fatter upper tail of the produc-
tivity distribution in more productive cities means that for a given ratio in (21), a higher share of
firms are above the export threshold. This, in turn, leads to more productive locations having a
higher export intensity. Note that this is driven exclusively by the export share (i.e., the fraction
of firms that export), with the intensive margin of exporting (i.e., the export intensity of exporters)
being constant across space.35

Taken together, our simple model can account for our novel stylized fact and for the result from
the decomposition in Section 3.4, showing that it is driven by the extensive margin of exporting.

35This feature of the model is a direct result of the fact that under CES preferences (as in Melitz, 2003), conditional
on exporting, firm-level export intensity is constant with respect to firm productivity.
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The crucial feature in our model that delivers these predictions is the thicker productivity upper
tail in larger (more productive) cities. This pattern has been empirically documented by Combes
et al. (2012) for France, and it also holds in our data; but its implications have thus far not been
exploited theoretically.

4.3 Comparative Statics

Our model provides novel insights into the joint determination of international trade and economic
geography outcomes. In this section, we highlight these interactions by studying the impact of
trade and spatial policies on a variety of variables.

Implications of international trade liberalization for internal geography. In our simplified setting,
the spatial reallocation of employment associated with trade liberalization is straightforward:

Proposition 2. A reduction in the variable international trade costs τ leads to a shift in population

towards larger cities, as well as an increase in aggregate productivity and welfare.36

Proof: See Appendix C.3.

Trade liberalization leads to two types of reallocation of economic activity: First, within each
location, economic activity reallocates from less to more productive firms. This raises the location-
specific average productivity and puts upward pressure on wages. Second, this effect is stronger in
larger cities due to their higher initial export intensity. Thus, there is a reallocation of workers to
larger cities. Both of these channels increase aggregate productivity and welfare.

Trade costs and inequality. Since we focus on equilibrium outcomes with mobile, homogeneous
workers, there are no distributional effects of trade in terms of utility. However, many studies on
the distributional effects of trade examine wage inequality. We thus highlight how our mechanism
naturally gives rise to both regional nominal wage inequality (i.e., wage inequality across cities)
and aggregate wage inequality among workers (e.g., the nation-wide Gini coefficient). These re-
sults highlight the importance of accounting for geography and spatial equilibrium when studying
the effects of trade on inequality. Formally:

Proposition 3. A reduction in the variable international trade costs τ leads to

(i) an increase in nominal wage inequality across cities, with nominal wages in larger cities

increasing relative to smaller cities. However, trade liberalization does not lead to welfare

inequality across cities.

(ii) a change in nominal wage inequality at the country level. The direction of this effect is

ambiguous and depends on the interplay of the wage changes from (i) and population re-
36This proposition refers to the long run, with perfectly mobile labor. If labor is immobile, a reduction in τ will

instead lead to differences in welfare across space, with workers in small cities achieving a lower level of utility than
workers in large cities.
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allocations. However, trade liberalization does not lead to a change in aggregate welfare

inequality.

Proof: See Appendix C.4.

We already established that trade liberalization disproportionately increases the demand for la-
bor in larger and more productive cities. This not only leads to disproportionate population growth
in more productive cities (Proposition 2) but also pushes up their wages, as they need to attract
workers while compensating for rising house prices. Additionally, less productive cities lose pop-
ulation, and housing becomes cheaper. Thus, wages in these places decline relative to larger cities.
Consequently, trade liberalization increases the pre-existing nominal wage gap between small and
large cities. However, due to perfect worker mobility, this rise in nominal wage inequality does
not imply inequality in utility in spatial equilibrium. This is similar in spirit to Moretti (2013) and
Diamond (2016), highlighting the importance of getting the inequality measure right.

Aggregate nominal wage inequality in the model depends on differences in nominal wages
across cities and on the distribution of population across cities. Trade liberalization increases
nominal wage differences across cities as outlined above (Proposition 3, i) and also changes the
distribution of population across space (Proposition 2). Since the effect of the latter on aggregate
wage inequality is ambiguous, we cannot sign this effect and will explore it more thoroughly below
in the quantitative model.

Spatial policy and trade. The proposition below characterizes the implications of an increase in
housing supply elasticities for international trade:

Proposition 4. Planning policies that increase the housing supply elasticity lead to an increase in

country-level export intensity and aggregate productivity.

Proof: See Appendix C.5.

Intuitively, relaxing housing supply restrictions reduces the cost of housing in all locations, thus
making all cities more attractive. However, this effect is stronger for larger and more productive
cities, as these locations were more constrained by the scarcity of land and housing. As a result
of this mechanism, workers move towards the most productive cities. Thus, the relative mass of
firms shifts to the more productive locations, where firms are also more likely to be exporters. This
process causes an increase in aggregate productivity and in aggregate export intensity.

Local and aggregate trade elasticity. Our simple model makes two novel predictions regarding
a key object of interest in the international trade literature: the trade elasticity. First, the model
predicts that city-level international trade elasticities (i.e., the elasticity of city-level exports with
respect to the variable foreign trade cost τ ) are heterogeneous across cities and systematically
lower in larger cities. Second, the aggregate (or country-level) trade elasticity depends on the
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endogenous distribution of exporters across space. To derive these predictions formally, we make
the simplifying assumption that each city is small relative to the aggregate economy:

Proposition 5. Assume each city is small relative to the national economy and that for each city,

foreign demand is small relative to domestic demand (i.e., τ and/or Fx are large). Then:

(i) each city’s (international) trade elasticity is given by the shape parameter of its firm produc-

tivity distribution.

(ii) the city-level (international) trade elasticity is decreasing with city size.

(iii) the country-level trade elasticity is endogenous and given by an export-weighted average of

city-level trade elasticities.

Proof: See Appendix C.6.

Under the small open economy conditions at the city level and the condition of relatively small
effective foreign demand, the response of city-level exports to a decline in international trade costs
is similar to that in Chaney (2008). The response of exports to changes in trade costs can be
decomposed into an intensive-margin (equal to σ− 1) and an extensive-margin-response (equal to
αi − (σ − 1)). Thus, the overall response – the city-level trade elasticity – is equal to αi, i.e., the
shape parameter of the local productivity distribution. Since αi also drives differences in city size
(with larger cities having lower αi), the trade elasticity is decreasing with city size. Intuitively,
the thicker upper tail in larger cities implies a relatively higher mass of firms above the export
cut-off. Thus, the mass of firms that enter the export market following a reduction in variable trade
costs is lower relative to the mass of firms that are already exporting. Since the intensive-margin-
response is the same across cities, this smaller extensive-margin-response implies that the overall
trade elasticity is lower in larger cities.

The country-level trade elasticity can be decomposed as the trade-weighted average of city-
level trade elasticities. Since these city-level elasticities are heterogeneous across cities and the
distribution of population and economic activity across cities depends on international trade costs,
the country-level trade elasticity is not constant and depends on the overall level of international
trade costs.

4.4 Model Validation: City Size and Trade Elasticity

We can use Proposition 5 to validate our model, as it provides a novel prediction that arises natu-
rally from our key assumptions. At the same time, the trade elasticity does not vary by city size in
workhorse spatial models without differences in the upper tail of the firm productivity distribution
across locations (e.g., Allen and Arkolakis, 2014; Redding, 2016).

To empirically test whether the trade elasticity is lower in larger cities, we need exogenous vari-
ation in the trade costs of exporters. We exploit the granting of permanent normal trade relations
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(PNTR) for Chinese exports to the US in 2001. As pointed out by Pierce and Schott (2016), the
conferral of PNTR removed uncertainty regarding future increases in US duties on imports from
China and thereby promoted Chinese exports. Building on the identification strategy in Pierce and
Schott (2016), we run the following regression:

ln(exportscjt) =α [PostPNTRt×NTRGapj] + β [PostPNTRt×NTRGapj×ln(popc)] +

δXcjt + γj + γt + [γc] + εcjt (22)

where the dependent variable ln(exportscjt) denotes the exports of industry j in city c in year t,
and popc is city population in the year 2000. PostPNTRt is a dummy that takes on value one
for t ≥ 2001, and NTRGapj is the difference (for industry j) between the US most favored na-
tion (MFN) tariffs and non-MFN tariff rates. The former became permanent under PNTR. Thus,
NTRGapj measures the counterfactual increase in trade costs that would have occurred if China’s
normal trade relations (NTR) status had not been extended. We calculate this NTR gap at the 3-
digit Chinese industry level using data from Pierce and Schott (2016).37 Non-MFN tariffs were on
average 34% across the 112 Chinese industries in 1999, while MFN tariffs were merely 4%. Impor-
tantly for our identification, NTRGapj exhibits substantial variation across industries, with mean
and standard deviation of 30% and 14%, respectively. We standardize NTRGapj and ln(popc) for
a straightforward interpretation of coefficients.

We run regression (22) for the years 1998, 2000, 2003, 2006, and 2007. The start year is de-
termined by data availability. We stop in 2007 in order to avoid the negative export demand shock
induced by the Great Recession. The vector Xcjt includes city-level controls (city population, dis-
tance to the coast, distance to the border, and capital-to-labor ratio, all in logs), as well as each of
these variables’ interactions with PostPNTRt, NTRGapj , and with PostPNTRt×NTRGapj
(which is the reason why Xcjt has subject cjt). Finally, γj , γt, and γc are industry, year, and city
fixed effects, respectively. We report both regressions with and without city fixed effects. Note that
these absorb the city-level controls but not their interactions with PostPNTRt and NTRGapj .
We weigh each city-industry cell by its share in overall exports of the industry, and we cluster
standard errors at the industry as well as at the city level.

Holding everything else equal, we expect a larger response of exports post-PNTR in sectors
with higher NTRGapj – that is, we expect a positive coefficient α. However, our main coefficient
of interest in testing Proposition 5 is β, which measures how the response of city-industry-level ex-
ports to PNTR varies with city size (popc). We expect a negative coefficient (β < 0), corresponding
to a declining trade elasticity with city size. Table 6 presents our results. We begin with a parsi-
monious specification in column 1 that controls only for industry and year fixed effects, and then

37We match the original HS6 products to 3-digit Chinese industries using the crosswalk from Dean and Lovely
(2010). Overall, this yields NTR gap data for 112 industries.
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introduce city-level controls Xcjt (col 2), city fixed effects (col 3), and add the interactions of city
controls with PostPNTRt andNTRGapj (cols 4 and 5). The main results are similar throughout.
In order to interpret coefficients, we standardize the NTRGapj variable and ln(popc). According
to the estimate for α in Table 6, a one-standard-deviation (std) increase in NTRGapj led to a 13-
18 percent increase in exports post-PNTR (for a city with average population size). This serves as
a validation of our approach, as the reduction in uncertainty about U.S. import tariffs indeed led to
higher exports from China. Most importantly, this effect is weaker in larger cities, as shown by the
statistically significant, negative coefficients on the interaction (β): For small cities (in the bottom
decile of population), the net effect of a one-std higher NTRGapj is a 44% increase in exports
post-PNTR, while it is only 8% for large cities (in the top decile). Thus, the reduction in trade elas-
ticities in larger cities is not only statistically but also economically significant. Overall, the results
in Table 6 strongly support the prediction of Proposition 5. This validates our core mechanism of
cross-city differences in the tail of firm productivity distributions – the distinguishing feature of
our model that gives rise to Proposition 5.

5 Quantitative Analysis

In this section, we embed the mechanism we highlighted in our simple model in an open-economy
quantitative spatial model, which we then fit to Chinese and French microdata. We evaluate its’
key predictions quantitatively, studying the relationship between city size and i) export intensity
and ii) the local trade elasticity. We also study the effects of counterfactual trade and spatial
policies on welfare, productivity, wage inequality, spatial concentration and the aggregate trade
elasticity. Finally, we compare our results to more standard models studied in spatial economics
and international trade.

5.1 Quantitative Model

In order to make our framework amenable to quantitative analysis, we adapt the simple model
presented in the previous section in four ways: First, we model the export market as one potentially
asymmetric country (subscript c) without internal geography, while the home country consists of
N locations. Second, we allow for a full matrix of bilateral domestic iceberg trade costs across
the N locations: dni units of a commodity need to be shipped from origin i for one unit of the
commodity to arrive at destination n. We assume exporting happens through specific locations
that are located at the border or feature large ports in the data. Specifically, the cost of exporting
from location i is equal to dci = dpi × τ , where dpi is the distance to the closest point of exit
and τ is the cost of exporting. This allows the model to reflect that a location might be more
export-intensive because it is located close to a port. Third, we allow for a richer specification of
productivity differences across locations. While we maintain the assumption that firm productivity
is drawn from location-specific Pareto distributions, we allow these distributions to differ across
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locations not only in their shape parameters (αi), but also in their scale parameters (Ai). A higher
scale parameter Ai increases average city productivity while having no effect on export intensity.
As we explained in our simple model, export intensity is solely driven by the shape parameter αi,
which ceteris paribus not only renders a thicker upper tail but also higher average productivity.
The quantitative model effectively allows Ai to counteract this hard-wired effect of αi on average
productivity. Fourth, we introduce amenities in the model that vary across locations, and we allow
workers to have heterogeneous preferences for different locations, which renders local labor supply
imperfectly elastic and allows for differences across locations in real wage as well as ex-post utility.

Preferences. Worker preferences are given by:

Ui(ω) = bi(ω)ci(ω)
βhi(ω)

1−β, (23)

with ci and hi as defined above, and bi(ω) denoting location-worker-specific amenity shocks that
are drawn independently from a Fréchet distribution:

Fi(b) = e−Bib
−ϵ

(24)

The scale parametersBi determine average amenity levels for each location i, and the shape param-
eter ϵ controls the dispersion of amenities across workers for each location. With this specification
of preferences, the indirect utility function at each location is given by:

Ui(ω) =
bi(ω)vi

P β
i (p

h
i )

1−β , (25)

where Pi denotes the price index, which is now location-specific due to within-country trade costs.
As in our simple model, vi denotes total income per worker, and phi is the price of housing at
location i.

Given the extreme-value assumption on the amenity draws, utility is distributed Fréchet. Within
the home country, the population share of each location is given by

Li
L

=
Bi(vi/P

β
i (p

h
i )

1−β)ϵ∑
k∈N Bk(vk/P

β
k (p

h
k)

1−β)ϵ
(26)

The expected utility at each location is given by

Ū = δ

[∑
k∈N

Bk(vk/P
β
k (p

h
k)

1−β)ϵ

] 1
ϵ

(27)
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where δ ≡ Γ ((ϵ− 1)/ϵ), with Γ(·) denoting the Gamma function.

General equilibrium of the quantitative model. The general equilibrium is represented by a mea-
sure of workers for each location Li together with the following sets for each location: domes-
tic market entry thresholds for firms ψdi

∗, entry-into-exporting thresholds ψxi
∗, firm entrants M e

i ,
wages wi, price indices Pi, and land rents ri, as well as their corresponding variables for the rest
of the world wc, ψdc

∗
, ψxc

∗,M e
c , Pc, rc. The equilibrium is determined by the following conditions

in each location: trade balance, zero profit condition for serving the local and the export market,
firm free entry condition, price index equation, land market clearing, location choice probabilities,
and labor market clearing (see D.1 for the system of equations).

Welfare gains from trade in the quantitative model. Our model delivers a simple formula for wel-
fare changes from changing trade costs:

ŪT

ŪT ′ =

(
πT

′
ii

πTii

) β
αi
(
LT

′
i

LTi

) 1
ϵ
+(1−β)− β

σ−1

Ωi (28)

where we have shut down the housing construction channel (i.e., set γ = 1) to facilitate comparison
across models. T and T ′ refer to two equilibria with different levels of trade costs. Ωi is an
artifact of the assumption that there are no additional fixed costs of entering the market in other
domestic locations.38 The welfare changes in (28) is closely related to similar formulas from the
literature: Relative to a trade model without geography (e.g., Melitz, 2003; Chaney, 2008), welfare
changes do not only depend on changes in the own-trade share (πnn, which in our setting is defined
locally rather than nationally), but also on changes in the distribution of population in space (Ln).
Relative to standard economic geography models, (e.g. Redding, 2016), the gains from trade in our
setting also depend on the heterogeneous trade elasticity across location, given by the Pareto shape
parameter αi. We show below that these differences matter quantitatively below, underlining the
importance to account for our mechanism.

5.2 Calibration

Pareto shape parameter. A central object for our quantitative analysis is the value for the Pareto
shape parameter in each location, αi. To estimate these parameters, we follow Head, Mayer, and
Thoenig (2014), estimating QQ regressions for each location using firm-level domestic revenue
data and accounting for industry fixed effects. We then multiply the resulting coefficient by (σ−1)

38This term is given by Ωi =

[
RT ′

i (PT ′
i )σ−1

RT
i (PT

i )σ−1

∑
k RT

k (PT
k )σ−1d1−σ

ki∑
k RT ′

k (PT ′
k )σ−1d1−σ

ki

]β( 1
σ−1−

1
αi

)
. If we introduced a fixed cost of

entering the domestic market in location i, fi, then we would obtain Ωi = 1. We refrain from this assumption with
our quantitative exercise in mind, as city-specific fixed entry costs would be difficult to pin down empirically. In the
following model comparisons, we abstract from Ωi, as it reflects second-order effects.
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following di Giovanni, Levchenko, and Mejean (2014) to recover the underlying productivity dis-
tribution Pareto shape parameter. In a nutshell, the QQ method estimates the domestic sales Pareto
distribution parameters, minimizing the distance between the empirical and theoretical quantiles.

Table A.9 shows the summary statistics of the estimated Pareto shape parameters for China and
France. We find significant dispersion of the estimates across cities in both countries, with a mean
of 3.24 for China (2.95 for France) and a standard deviation of 0.68 (0.36 for France). Importantly,
as Figure 2 illustrates, the estimated Pareto shape parameters show a strong negative, statistically
highly significant correlation with city size in both countries, with estimated coefficients at -0.17
for China and -0.20 for France. In other words, large cities feature productivity distributions with
thicker upper tails (i.e., smaller shape parameters). Note that these estimates stem directly from
the data, without imposing any structure from our model. Thus, the strong negative correlation in
Figure 2 directly supports our central assumption.
Other parameters. The rest of the calibration extends Redding (2016) for the case of heteroge-
neous firms with fixed production and export costs. We relegate the technical details to Appendix
D.3. In short, the procedure inverts the model using the values of externally calibrated parameters
together with data on population (Li), wages (wi), and country-level exports to recover the loca-
tional fundamentals: amenities (Bi), the Pareto scale parameter (Ai), and the value for the variable
trade cost between ports and the rest of the world, τ .39

5.3 Fitting the Stylized Fact: Export Intensity and City Size

In this section, we evaluate the fit of the model to our key stylized fact: the higher export intensity
of larger cities. Note that the relationship between export intensity and city size was not a targeted
moment in our calibration exercise. Thus, matching this empirical moment is a stringent test for
our model and its underlying mechanisms. Figure 3 plots binned scatter diagrams for city-level
export intensity and city size for China and France, respectively. Each dot in the graph corresponds
to approximately 10 cities in China and 5 cities in France.40 The model produces a good fit for
the relationship between export intensity and city size. For both China and France, the model can
account for more than two-thirds of the correlations observed in the data. The elasticities of export
intensity with respect to city size for China and France, respectively, are 0.202 and 0.167 in the
model, as compared to 0.272 and 0.185 in the data.

To further evaluate the performance of our model, we now turn to model-based extensive-
intensive margin decompositions similar to the one presented in Section 3.4. We turn off specific

39Table A.8 summarizes the values of the main parameters and the corresponding data moments. We display the
correlation of the resulting fundamentals (Ai, Bi) with city size in Figure A.5: As we would expect, the level of
amenities and the productivity scale parameter correlate positively with city size.

40To make model and data directly comparable in the figure, we (i) normalize the average export intensity across
cities to zero both in the data and in the model (our model matches the aggregate sales-weighted export intensity,
leading to slight differences in the average level as compared to the data), and (ii) we control for the same set of
geographic characteristics included in Table 2 when plotting the data.
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features in our quantitative model one by one and examine how that affects its performance relative
to the data. This allows us to shed light on the role played by the various mechanisms in matching
the empirical relationship between export intensity and city size. Table 7 presents the correlation
between export intensity and city size in the data (row 1 in each panel) and in the different ver-
sions of our model (rows 2-5). We report results including the geographical controls used in the
empirical analysis (but the results are very similar when excluding these controls). We begin with
our baseline model (row 2). For both China and France, most of the correlation between export
intensity and city size is driven by the importance of exporters (extensive margin) rather than the
importance of exporting for exporters (intensive margin). This broadly reflects the patterns in the
data: For France, the model matches both margins very well; for China, there is a negative corre-
lation between city size and the intensive margin in the data, while the model predicts a modest
positive relationship.

Next, we compare the fit of our baseline model to the fit of two polar opposite benchmarks. The
first benchmark (“Homogeneous firms model”) is a model where firms are homogeneous within
cities, but there can be variation in productivity levels across cities.41 This benchmark is similar
to the increasing returns model in Redding (2016), allowing us to check whether differences in
foreign- relative to domestic-market access can produce the observed relationship between export
intensity and city size. The results (row 3 of Table 7) show that without firm heterogeneity, the
model can only account for a small fraction of our stylized fact: at most 8% (0.022/0.272) in
China and less than 4% in France (0.007/0.185). In addition, the small correlation between export
intensity and city size is entirely driven by the intensive margin. This was to be expected because in
the absence of within-city firm heterogeneity, all firms engage in export markets in the same way,
and there is no selection-into-exporting (extensive-margin) mechanism. These results suggest that
differential market access can, at most, play a very modest role in accounting for the observed
relationship between export intensity and city size.

Our second benchmark (“Baseline without internal trade costs”) is a model in which the role of
market access is neutered by assuming costless within-country trade, while city-level productivity
distributions are kept the same as in our baseline model. The results in row 4 of Table 7 show that
the remaining core mechanism – heterogeneity in firm-level productivity distributions across cities
– can account for up to 50 percent of the elasticity between export intensity and city size in China,
and for about 90 percent in France.42 Finally, we explore the role of cross-city heterogeneity in
the thickness of the upper tail of the firm productivity distributions – the key component in our

41We use the same calibration strategy as in the baseline model. Since the model has no firm heterogeneity, we
do not need to fit the shape parameter but set it equal to infinity, which implies a degenerate productivity distribution
for all cities. We keep the structure of the internal variable trade costs between domestic locations the same as in our
baseline model.

42Note that in this model, all effects operate via the extensive margin, as symmetric market access produces a null
intensive margin: conditional on exporting, firms at all locations export the same fraction of their production.
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theory. We introduce a third benchmark (“Baseline with common shape parameter”): a model
featuring heterogeneity in market access across cities, within-city firm-level heterogeneity, but no

differences in the thickness of the upper tail (we allow scale parameters to differ across cities but
impose a common shape parameter). As shown in row 5 of Table 7, this setup can explain only a
small fraction of the correlation between city size and export intensity. In addition, this is almost
entirely driven by the intensive margin of trade, thus contradicting the pattern in the data. This
result underlines that differences in the productivity upper tail are crucial for our stylized fact.

Taken together, our results suggest that allowing firm productivity distributions to vary across
cities – and in particular allowing cities to have differences in the thickness of the upper tail of their
firm productivity distributions – is key to accounting for the spatial concentration of export activity
in larger cities. This novel mechanism, in isolation, allows us to account for most of the reduced-
form relationship between export intensity and city size, while differences in foreign- relative to
domestic-market access play only a minor role.

5.4 Validating the Model: City Size and Local Trade Elasticity

Under the assumptions made in Section 4, the model predicts a decreasing relationship between
city size and the local trade elasticity, i.e., exports in larger cities are less responsive to changes
in trade costs. To test whether this prediction holds under the more general assumptions of our
quantitative model and to assess its quantitative importance, we calculate the trade elasticity for
each city from a marginal decrease in trade costs at the observed equilibrium. These estimates
provide another untargeted moment that allows us to confront our quantitative model with the
PNTR regression results discussed in Section 4.4. Figure 4 plots the local trade elasticity from
our full quantitative model against city size. For China, the estimated gradient is 0.118 (0.156 for
France). This is very similar to our PNTR regressions, where we find a gradient of 0.11.43

Finally, in Appendix D.5 we show that the relationship between city size and trade elasticities
is a distinguishing feature of our model, as compared to the other models discussed in Section 5.3:
The city-size-elasticity relationship only results from our baseline quantitative model (even in a
simpler version without internal trade costs). Crucially, the relationship becomes minuscule (and
reverses its sign) when we use a common Pareto shape parameter across cities, or when using an
homogeneous-firms model.

5.5 Counterfactual Analysis

This section analyzes the effects of commonly discussed trade and spatial policies in the context of
our model. We illustrate how the aggregate productivity and welfare implications of these policies

43The city-size-gradient coefficients (i.e., the triple interactions) in Table 6 are negative, reflecting a smaller reaction
of exports to falling trade costs (NTRGap) in larger cities (i.e., a smaller trade elasticity in absolute terms). In the
model, the size- gradient-coefficients are positive, reflecting a less negative trade elasticity (i.e, also smaller in absolute
terms).
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differ relative to the predictions of existing workhorse models.

Trade Liberalization

We first study the effects of trade openness by comparing the actual trade equilibrium to an autarky
counterfactual. This counterfactual is identical to the actual equilibrium along all key parameters,
but international trade costs are assumed to be prohibitive. To contrast our model’s counterfactual
predictions, we compare the quantitative effects of trade in this model to four benchmarks com-
monly considered in the literature. We perform these exercises through the lens of a researcher
fitting the different model alternatives to the data (that is, we separately calibrate each model to
the data; see Appendix E for details). Table 8 shows the results for our baseline model and four
benchmarks commonly considered in the trade and spatial economics literature. (2) A model with
the same rich internal geography as in our baseline but with homogeneous firms.44 (3) A model
equal to the baseline model except that it does not feature any domestic trade costs and, therefore,
no differences in the cost of exporting across locations. (4) A heterogeneous firm model with
geography that only features differences in the level of productivity but not in the tail of the pro-
ductivity distribution across cities (i.e., we restrict the shape parameter of the Pareto distribution
to be constant across locations while the location parameter is location-specific). (5) A model fea-
turing heterogeneous firms but with no internal geography (i.e. the entire country is modeled as a
single location), which therefore closely resembles traditional trade models in the spirit of Melitz
(2003) and Chaney (2008).

We first discuss the welfare gains from trade (column 1 in Table 8). Our baseline model predicts
gains equal to 4.4% and 4.3% for China and France, respectively. In all alternative models, the
welfare gains from trade are meaningfully larger than in our model, especially in the case of China.
Gains from trade arise as a reduction in trade cost increases the value of exports and imports in the
economy. Since in our model (as in the data), exporters are spatially concentrated in larger cities,
exporting firms face relatively high local wages due to high housing costs, and those increase over-
proportionally in large cities when exports expand following a reduction in trade costs. In other
words, our model implies that the spatial concentration of exporting in large cities limits the ability
to expand exporting, which dampens the gains from trade. This highlights that our mechanism has
important implications for aggregate statistics.

Opening up to trade reallocates workers to larger cities and increases the nominal wage gap
as well as the real income gap between smaller and larger cities. To quantitatively evaluate this
reallocation, we report the effect of trade on the ratio between the 90th and the 10th percentile of
city-level population, nominal wages, and real wages in columns 2-4 in Table 8.45 In our baseline

44Conceptually, this benchmark is closely related to the increasing-returns-to-scale model presented in Redding
(2016). We choose the increasing returns model as it is closest to our model.

45Figure A.7 visualizes the differences in population reallocation from autarky to trade along the city size distribu-
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model, trade increases the population ratio by 10.0% in China and by 6.9% in France, while the
nominal wage ratio increases by 1.9% and 2.3%. The real income ratio increases by 2.4% in
China and 2.2% in France. Note that the difference between nominal and real wage changes is not
just driven by house prices (which rise in larger relative to smaller cities), but also due to relative
changes in the price index of the tradable good, whose change is not monotonically tied to city
size. These results highlight the important effect that international trade has on regional inequality.
Following a reduction in trade cost, smaller cities shrink while larger cities grow, and workers who
remain in smaller cities experience a reduction in their real income while workers in larger cities
experience real wage gains. All competing models deliver smaller spatial reallocation and changes
in nominal wages / real income due to trade liberalization. Interestingly, restricting the upper tail
of the productivity distributions to be the same across cities (row 4) leads to similar effects as a
model with homogeneous firms (row 2).46 Shutting down internal trade costs (row 3) also reduces
spatial reallocation, although significantly more in China than in France.

In our model, changing trade costs affect the aggregate trade elasticity. Figure 5 illustrates this
prediction, plotting the country-level trade elasticity and the spatial concentration of population
for different levels of trade costs (τc). As trade costs decline (moving to the left on the x-axis),
economic activity and exporting become more concentrated in larger cities. As we have shown
both theoretically (in Proposition 5) and empirically (in our PNTR regression in Table 6), the trade
elasticity is smaller in larger cities. Thus, when overall trade costs decline, the aggregate trade
elasticity falls in absolute terms. This result complements recent findings highlighting how the
trade elasticity changes with trade costs (Adão et al., 2020), providing a novel, spatial mechanism.

Spatial Policies

Our second counterfactual exercise studies the effects of reducing land-use restrictions on aggre-
gate productivity and export intensity at the country level. We implement this policy as a reduction
in the parameter γ, which measures the intensity of land use in the housing production function,
in the home country. Reducing γ tilts the housing supply curves such that the price of housing
increases less steeply with population. As a result, the cost of living and, therefore, wages increase
less steeply with city size, as workers require lower wages to be willing to move to larger cities.
This, in turn, increases labor demand from firms in larger cities relative to smaller cities, leading
to a reallocation of population to the former. Overall, this affects aggregate export intensity in
a number of ways: First, since firms in larger cities are more productive and are more likely to
export, this pushes up country-level export intensity (this is the only mechanism that is also active
in our simple model). Second, this reallocation increases total income in the domestic country and

tion.
46Intuitively, the firm heterogeneity in our model by itself does not lead to a heterogeneous transmission of an

aggregate trade shock. However, it amplifies the effects induced by differences in variable trade costs through the
selection margin.
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thereby raises domestic relative to foreign demand, reducing aggregate export intensity. Third,
this positive effect on aggregate export intensity gets attenuated as the additional entry into the
export market reduces the price index in the foreign country and thereby the exports of all firms.
Finally, the spatial reallocation of factors also affects domestic sales across locations in an ex-ante
ambiguous way. Thus, while total exports unambiguously increase, the overall effect of planning
deregulation on export intensity is ambiguous.

To quantitatively explore these effects, we increase the housing supply elasticity in the model
from the 25th to 75th percentile of previous estimates. For China, we use the range of elasticities
estimated by Wang, Chan, and Xu (2012). For France, we use estimates based on US data from
Saiz (2010). The results are displayed in Table 9. Column 1 shows that the concentration of
population in large cities increases substantially. Next, columns 2-4 show that for China, aggregate
exports grow more than sales, so that export intensity increases as a result of deregulated urban
planning. For France, in contrast, sales grow more than exports, so that export intensity declines.
Finally, aggregate productivity (column 5) increases particularly strongly (by 6%) in China as a
result of the more elastic housing supply. This relatively large number (as compared to 1.6% in
France) is likely not only a result of housing supply constraints, but also of China’s restrictive
Hukou system, which limits migration to productive cities. These aggregate effects are towards
the lower end of findings in the existing literature, largely focused on the US. In a model with
endogenous housing supply restrictions, Parkhomenko (2023) finds that lowering regulations in a
group of 10 US ‘superstar’ cities would increase productivity by 3.6%. By contrast, Hsieh and
Moretti (2019) find that reducing regulations in New York, San Francisco and San Jose alone
would raise output by 3.7%-8.9% while Herkenhoff, Ohanian, and Prescott (2018), in a state level
analysis, find that reducing regulations everywhere in the US to half the level of Texas would
increase aggregate productivity by 12.4% to 19.4%.

6 Conclusion

Trade policy has received renewed interest in recent years, as globalization has been blamed for
widening disparities in many developed countries (Autor et al., 2013; Ezcurra and Pose, 2013;
Dix-Carneiro and Kovak, 2017a; Potlogea, 2018). In response to this interest, a nascent literature
has begun to analyze the interplay between trade and economic geography within countries. We
contribute to this literature in three ways. First, using information from four major trading nations
– China, France, the United States, and Brazil – we have documented a novel and highly robust
stylized fact: Exporting is more unevenly distributed than overall economic activity, and in particu-
lar, it is disproportionately concentrated in larger cities. Importantly, this stylized fact is not driven
by larger cities benefitting from better foreign market access. Second, we show that a relatively
simple framework – an extension of the standard quantitative spatial equilibrium framework to in-
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clude firm heterogeneity and a mechanism of selection into exporting in the spirit of Melitz (2003)
– can explain this stylized fact. Third, we structurally estimate the model and use it to undertake
counterfactual policy analyses.

Our model is designed to assess the effects of both trade policies and (domestic) spatial policies,
giving rise to novel interactions between these two levers. We find that the corresponding welfare
implications are richer and differ from those in the more parsimonious standard models that are
nested in our framework: a standard trade model that ignores within-country geography, and an
economic geography model that shuts down international trade.

Our theoretical framework opens the door for future work that exploits the interplay of inter-
national trade and domestic economic geography. For example, our model naturally lends itself to
exploring the rich interactions between policies that reduce internal trade costs (e.g., infrastructure
investments) and those that affect international trade costs (e,g, trade agreements).
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FIGURES

Figure 1: Export Intensity and City Size in China, France, the United States, and Brazil
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Notes: The figure shows a binned scatter plot between city-level ln export intensity (exports relative to revenues)
and ln city size. Each dot (bin) represents 10 underlying cities for China, and 5 cities for the other three countries.
Cities are defined in terms Microregions for Brazil, Metropolitan Areas for China and the United States (as defined
by Dingel et al., 2019, using lights at night with a threshold equal to 30); and Commuting Zones for France. The
analysis considers cities with positive exports and at least 250 manufacturing firms for China and France. For
Brazil and the United States, the analysis considers cities with a population above 100,000 inhabitants. All figures
include the following controls: ln average distance to other domestic cities, ln distance to the border, ln distance to
the coast, border dummies, and coastal dummies.
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Figure 2: Estimated Pareto Shape Parameter and City Size
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Notes: The figure provides evidence for a central assumption in our model: The fatter upper tail (i.e., lower Pareto
shape parameter αi) in larger cities. We show a binned scatter plot between the estimated αi and city size for China
and France. Each dot (bin) represents 10 underlying cities for China and 5 cities for France. See Section 5.2 for a
description of the calibration procedure and Appendix D.3 for additional details.

Figure 3: Model vs. Data: (Predicted) Export Intensity and City Size
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Notes: The figure plots a binned scatter plot between export intensity and city size for China and France for the
empirical correlation in the data (blue-hollow circles) and the output of our quantitative model (red-solid squares), as
presented in Section 5.1 and calibrated as described in Section 5.2. Each dot (bin) represents 10 underlying cities for
China, and 5 cities for France. Both data and model output include linear regression line.
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Figure 4: Model Results: Trade Elasticity vs. City Size for China and France
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Notes: This figure plots the local international trade elasticity implied by our quantitative model (at the data-implied
equilibrium) against the population size of each location for China and France. We calculate the trade elasticity
for each city from a marginal decrease in trade costs at the observed equilibrium. Each dot (bin) represents 10
underlying cities for China, and 5 cities for France.

Figure 5: Effect of Trade Costs on Aggregate Trade Elasticity and Population Concentration
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Notes: This figure illustrates the effect of international trade costs (τc – on the x-axis) on the aggregate (i.e., country-
level) trade elasticity (right axis) and on the spatial concentration of economic activity (left axis – the population ratio
of cities in the top decile relative to the bottom population decile).
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TABLES

Table 1: City Size and Export Intensity: Descriptive Statistics

Population size Export intensity

(1) (2) (3) (4) (5)

Obs. Mean Std. dev. Mean Std. dev.

China (Metropolitan areas) 629 709.3 2,732.4 8.59 9.75
France (Commuting zones) 304 192.5 374.5 8.40 6.13
United States (Metropolitan areas) 324 799.3 1,722.1 5.61 6.32
Brazil (Microregions) 316 463.6 1,129.1 8.99 12.72

Notes: The table shows statistics for the distribution of city sizes and export intensities in Brazil, China, France,
and the United States. Population size is in ’000s and export intensity in percent. Cities are defined in terms of
Metropolitan Areas for China (as defined by Dingel et al., 2019, using lights at night with a threshold equal to 30)
and the United States, Commuting Zones for France, and Microregions for Brazil. The analysis considers cities with
positive exports and at least 250 firms for China and France. For Brazil and the United States, the analysis considers
cities with a population above 100,000 inhabitants.
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Table 2: Export Intensity and City size in Brazil, China, France, and the United States

Dependent Variable: City-Level ln(Export Intensity)

— China — —— France —— — United States — —— Brazil ——

(1) (2) (3) (4) (5) (6) (7) (8)

ln City Size .339*** .272*** .215*** .185*** .156*** .148*** .329*** .272***
(.052) (.047) (.043) (.041) (.037) (.038) (.121) (.125)

Geography Controls ✓ ✓ ✓ ✓

Mean Export Intensity: .088 .088 .084 .084 .056 .056 .096 .096
R2 .043 .264 .083 .184 .037 .155 .020 .208
Observations 615 615 304 304 324 324 296 296

Notes: The table analyzes the relationship between city size and export intensity, both in logs. See the note to Table
1 for the definition of cities in the four countries. City-level export intensity is defined as manufacturing exports over
manufacturing sales for China; overall exports over sales for the France and the United States, and overall exports
over (city-level) GDP for the case of Brazil. ‘Geography Controls’ include: ln(average distance to other domestic
cities), ln(distance to the border), ln(distance to the coast), border dummies, and coastal dummies. Robust standard
errors in parentheses. Key: ** significant at 1%; ** 5%; * 10%.
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Table 3: Export Intensity and City Size: 2SLS Results

————— China ————— ————— France —————

Specification: OLS RF FS IV OLS RF FS IV

(1) (2) (3) (4) (5) (6) (7) (8)

Dependent Variable ln Export ln Export ln City ln Export ln Export ln Export ln City ln Export
Intensity Intensity Size Intensity Intensity Intensity Size Intensity

ln City Size 0.321*** — — 0.361** 0.148*** — — 0.100*
(0.113) (0.180) (0.041) (0.052)

ln Historical Population — 0.116** 0.321*** — — 0.097* 0.968*** —
(0.0551) (0.0487) (0.053) (0.052)

First Stage F-Statistic — — 43.4 — — — 348.5 —

Geog. Controls ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Mean Dep. Var. -2.89 -2.89 14.27 -2.89 -2.43 -2.43 11.64 -2.43

R2 .352 .324 .377 .352 .112 .091 .638 .148

Observations 260 260 260 260 297 297 297 297

Notes: This table examines the effect of city size on export intensity in China (columns 1 to 4) and France (columns
5 to 8), instrumenting contemporaneous city size with historical population. The analysis for China is run at the
prefecture level, using 1580 prefecture-level population from Bai and Jia (2021) to instrument for city size. The
analysis for France is run at the commuting zone level, using the population records for 1876 produced by INSEE
as an instrument for current population. Cols 1 and 5 report OLS estimates. Cols 2 and 6 report the reduced
form (RF), regressing ln export intensity on historical population. The first stage (FS) results of the Instrumental
Variables (IV) regressions are reported in cols 3 and 7 together with the (cluster-robust) Kleibergen-Paap rKWald
F-statistic. The corresponding Stock-Yogo value for 10% maximal IV bias is 16.4. ‘Geog. Controls’ are listed in
the note to Table 2. The IV coefficients are reported in cols 4 and 8. Robust standard errors (in parentheses). Key:
*** significant at 1%; ** 5%; * 10%.

Table 4: Decomposition into Within- and Between-Sector Export Intensity

Dep. Var.: Within- and Between Components of City-Level Export Intensity

——— China ——— ——— France ———
(1) (2) (3) (4) (5) (6)

Specification: Within Between % Within Within Between % Within

ln(City Size) .302*** -.031** >100% .097*** .088*** 52.4%
(.0436) (.0151) (.023) (.028)

Geography Controls ✓ ✓ — ✓ ✓ —

Mean Dependent Variable -0.95 -2.22 — -0.29 -2.16 —

R2 .214 .257 — .171 .148 —

Observations 615 615 — 304 304 —

Notes: This table decomposes city-level export intensity into a within- and a between-industry component. Note that
the coefficients on the two components add up to the overall coefficient in Table 2, col 2 (for China) and col 4 (for
France). ‘Geography Controls’ are listed in the note to Table 2. Robust standard errors in parentheses. Key: ***
significant at 1%; ** 5%; * 10%.
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Table 5: Checking for the Role of Variable Transport Costs: Two Margins of Exporting

Dependent Variable as listed in table header

————— China ————— ————— France —————

(1) (2) (3) (4) (5) (6)

ln
[
xi
ri

]
ln
[
xi
rxi

]
ln
[
rxi
ri

]
ln
[
xi
ri

]
ln
[
xi
rxi

]
ln
[
rxi
ri

]
ln(City Size) 0.272*** -.179*** 0.451*** .184*** .018 .167***

(.0466) (.0331) (.0449) (.041) (.0333) (.0256)

Geog. Controls ✓ ✓ ✓ ✓ ✓ ✓

Mean Dep. Var. -3.14 -1.28 -1.85 -2.714 -1.69 -1.03
Shares -1.28 -3.40 1.55 0.084 0.21 0.39
R2 .12 .41 .11 .018 .05 .29
Observations 615 615 615 304 304 304

Notes: The table decomposes overall export intensity (xi/ri in cols 1,4 – with xi and ri denoting export revenues and
total revenues, respectively, in city i) into the importance of exporting among exporters (the intensive margin xi/rxi
in cols 2,5 – with rxi denoting total (incl. domestic) revenues of exporters) and the remainder – the importance of
exporters among local firms (rxi/ri in cols 3,6). ‘Geog. Controls’ are listed in the note to Table 2. Robust standard
errors are in parentheses. Key: ** significant at 1%; ** 5%; * 10%.
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Table 6: Empirical Test of Proposition 5: Heterogenous Local Trade Elasticity

Dependent Variable: ln(exportscjt)

(1) (2) (3) (4) (5)

α : [PostPNTRt×NTRGapj] 0.18*** 0.18*** 0.16*** 0.15*** 0.13***
(0.051) (0.050) (0.047) (0.054) (0.049)

β : [PostPNTRt×NTRGapj]× ln(popc) -0.11*** -0.11*** -0.10*** -0.10*** -0.09***
(0.033) (0.033) (0.028) (0.035) (0.029)

Industry FE ✓ ✓ ✓ ✓ ✓
Year FE ✓ ✓ ✓ ✓ ✓
City FE ✓ ✓
ln(popc) ✓ ✓ (✓) ✓ (✓)
ln(popc) ×PostPNTRt ✓ ✓ ✓ ✓ ✓
ln(popc) ×NTRGapj ✓ ✓ ✓ ✓ ✓
City controls ✓ (✓) ✓ (✓)
City controls ×PostPNTRt ✓ ✓
City controls ×NTRGapj ✓ ✓
City controls × [PostPNTRt × NTRGapj] ✓ ✓

Observations 36,685 36,433 36,682 36,433 36,430
Pseudo R2 0.57 0.58 0.65 0.58 0.66

Notes: The table presents evidence for Proposition 5, which predicts that the local trade elasticity is smaller
in larger cities. This is captured by the negative coefficient β on the triple interaction. PostPNTRt is a
dummy that takes on value one for t ≥ 2001, andNTRGapj is the counterfactual increase in export tariffs
for sector j from China to the US that would have occurred if China’s normal trade relations (NTR) status
had lapsed, rather than becoming permanent (PNTR) in 2001. Thus, a higher NTRGapj reflects a larger
reduction in tariffs, relative to the counterfactual. The regression uses the standardized NTRGapj , with
mean zero and std one. ‘City Controls’ include distance to the coast, distance to the border, and capital-to-
labor ratio (all in logs). Standard errors clustered at the city and at the industry level in parentheses. Key:
*** significant at 1%; ** 5%; * 10%.
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Table 7: Export Intensity and City Size: Decomposition in Various Models vs. Data

(1) (2) (3)

ln

[
Export

intensity

]
ln

[
Intensive

margin

]
ln

[
Extensive

margin

]
Panel A: China

(1) Data 0.272*** -0.182*** 0.454***
(0.047) (0.033) (0.045)

(2) Baseline Model† 0.202*** 0.096** 0.182***
(0.027) (0.009) (0.023)

(3) Homogeneous firms model‡ 0.022** 0.022** 0.000
(0.010) (0.010) (0.000)

(4) Baseline without internal trade costs 0.137*** 0.000 0.137***
(0.018) (0.000) (0.018)

(5) Baseline with common shape parameter 0.024** 0.021** 0.002**
(0.011) (0.010) (0.001)

Panel B: France

(1) Data 0.185*** 0.018 0.167***
(0.041) (0.033) (0.026)

(2) Baseline Model† 0.167*** 0.007 0.161***
(0.022) (0.008) (0.018)

(3) Homogeneous firms model‡ 0.007 0.007 0.000
(0.009) (0.008) (0.000)

(4) Baseline without internal trade costs 0.150*** 0.000 0.150***
(0.016) (0.000) (0.016)

(5) Baseline with common shape parameter 0.008 0.007 0.001
(0.009) (0.008) (0.001)

Notes: The table decomposes cities’ overall export intensity (export sales over total sales, column 1) into two com-
ponents (all in logs): Export intensity of exporters – the intensive margin (col 2) and the total sales ratio of exporting
firms to all firms – the extensive margin (col 3). Cities are defined in terms of Metropolitan Areas and Commuting
Zones for China and France, respectively; the analysis considers cities with positive exports and at least 250 firms.
All specifications include the ‘Geography Controls’ listed in the note to Table 2. Robust standard errors are in paren-
theses. Key: *** significant at 1%; ** 5%; * 10%.
† City-specific Pareto shape and scale parameters.
‡ City-specific average productivity: firms are homogeneous within cities, while allowing for variation in productiv-
ity levels across cities.
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Table 8: Model Counterfactual: Trade Liberalization

(1) (2) (3) (4)

Aggregate Population Share Nominal Wage Real Income
Welfare 90-10 Ratio 90-10 Ratio 90-10 Ratio

Panel A: China

(1) Baseline Model† 4.4% 10.0% 1.9% 2.4%

(2) Homogeneous firms model‡ 5.5% 9.3% 0.8% 1.6%

(3) Baseline without internal trade costs 4.4% 2.5% 1.4% 1.2%

(4) Baseline with common shape parameter 5.2% 9.2% 0.8% 1.6%

(5) Melitz – No internal geography 6.2% — — —

Panel B: France

(1) Baseline Model† 4.3% 6.9% 2.3% 2.2%

(2) Homogeneous firms model‡ 4.9% 2.6% 0.7% 1.1%

(3) Baseline without internal trade costs 4.4% 4.6% 1.7% 1.2%

(4) Baseline with common shape parameter 4.6% 2.6% 0.7% 1.1%

(5) Melitz – No internal geography 5.7% —- — —

Notes: The table shows the estimated effects of moving from autarky to trade in terms of aggregate welfare (col
1), spatial differences in population and wages (col 2-3), and overall wage inequality (col 4) for different versions
of the model presented in Section 5.5 and discussed in more detail in Appendix E. Row 1 presents results for our
baseline model that allows for city-varying productivity dispersion, with city-specific Pareto shape Parameters. Row
2 presents results for a version of the model with homogeneous firms. Row 5 presents results for a model that does
not have any domestic trade costs and imposes that the Pareto shape parameter is equal across cities, while allowing
for differences in the scale parameter of the local productivity distributions.
† City-specific Pareto shape and scale parameters.
‡ City-specific average productivity: firms are homogeneous within cities, while allowing for variation in productivity
levels across cities.

Table 9: Model Counterfactual: Less Restrictive Land Use Regulation in the Baseline Model

(1) (2) (3) (4) (5)

Population Share Aggregate Aggregate Export Aggregate
90-10 Ratio Export Sales Intensity Productivity

(1) China 73.9% 4.8% 4.3% 0.05 p.p. 6.0%

(2) France 46.0% 0.8% 1.3% -0.06 p.p. 1.6%

Notes: The table shows the estimated effects of increasing the housing supply elasticity from
the 25th to the 75th percentile of previous estimates (see Section 5.5 for details) in terms of
aggregate welfare (col 1), spatial concentration (col 2), aggregate exports (col 3), aggregate
sales (col 4), export intensity (col 5), and aggregate productivity (col 5) for the baseline model.
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