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#### Abstract

School authorities, universities, and employers often schedule multiple tests on the same day or week, causing overlapping exam preparation and a dense testing schedule. This multitask learning can be intense, under pressure, and challenge the student's mental and physical perseverance. As a result, it can compromise performance relative to a more 'relaxed' schedule. This paper examines the consequences of multitasking for test scores and cheating in exams and its implications for the ability and gender cognitive gap. The empirical context is high-stakes exit exams in Israel, done at the end of high school. I leverage the empirical setting on two natural experiments to estimate the causal effect of this multitasking learning. The first exploits random variation in the number of weekly tests-the second hinges on days with multiple exams versus days with a single exam. The results show several important regularities. First, the number of exams in a day or a week harms test performance. Second, these effects are evidenced for high and low-ability students, boys and girls. They are much more extensive for immigrants than natives. Third, the harm of such multitasking is larger in tests later in the schedule, daily or weekly. Fourth, these effects are larger in tests of STEM subjects. Fifth, dense exams schedule increase the likelihood of students behaving dishonestly in exams.
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## 1. Introduction

Multitask learning is widespread in the education and economic sectors. School authorities, universities, and employers often schedule multiple tests on the same day or week, causing overlapping preparation and testing congestion. When performance in these exams is high stakes, organizing them within a short period can have long-term implications for human capital and labor market outcomes. An example is the high school exit exams in many countries and the international baccalaureate program, often used to rank university applicants. ${ }^{1}$

In this paper, I study the consequences of such multitasking and examine its implications for the ability and gender cognitive gap. I focus on the effect of multitasking load on cognitive outcomes, which I measure using test scores in high-stakes exams for university admission. I also examine students' ethical behavior, which is measured by the likelihood of being disqualified because of cheating in an exam. I leverage the empirical setting on two parts of a natural experiment to estimate the causal effect of this multitasking learning. The first is a conditional random variation in the number of weekly exams. Identification hinges on a model with a student and an exam fixed effects. A student-fixed effect model is feasible because a student experiences variation in the number of weekly exams: one, two, three, or more. The second part of the same natural experiment is the random number of daily exams. I use the same student and exam fixed effect model for identifying the causal effect of such multitasking. I can include an exam fixed effect in this quasi-experimental model because a particular exam is sometimes scheduled alone and sometimes with more exams on the same day. Secondly, as discussed in the methodology section, there is no sorting or endogeneity in exam taking in the sample used.

The evidence presented in this paper has relevancy much beyond high school high-stakes exams (the bagurt exams in Israel). For example, in some countries (e.g., the U.K.), universities schedule the exams for all courses taught in the first and second terms at the end of the academic year, causing a dense exam schedule in a short period. In contrast, Israeli universities recognized long ago the potentially harmful aspect of the resulting multitasking learning for these exams and offer, at a cost, two dates for each exam (organized in two dense exam periods), allowing students to choose one or the other to have fewer exams in each period. In the labor market, employers increasingly screen job applicants using recruitment tests as an objective method of assessing the suitability of potential candidates. The screening/selection process often includes tests done in a day or on consecutive days, including personality, behavioral assessment,

[^0]cognitive ability, numerical, verbal reasoning, logical reasoning, and technical skills. ${ }^{2}$ Importantly, even by only temporarily lowering the productivity of human capital as reflected in test performance, dense exam schedules may lead to allocative inefficiency. Suppose students or workers with higher human capital are assigned a lower rank than their less qualified peers due to differences in the density of exams they face. In that case, this may result in a less optimal match between students and study programs. In the labor market, it may lead to an inefficient allocation of workers across occupations and a less productive workforce overall.

Another angle of the importance of the findings reported in this paper is related to the wide use of exam test scores in various contexts to evaluate interventions and policies. For example, much of the literature in economics of education on the effect of treatments, in experiments or with observational data, is based on test scores in national or school-level exams. Often, these situations involve multiple exams, like in the bagrut national exams. Relying on multitasking testing may make the test scores more noisier. ${ }^{3}$ Perhaps more importantly, they may bias the results regarding the impact of these interventions because they might lower test scores enough to make a program seem ineffective.

Concerning the effect of multitasking load on ethical behavior, students who cheat in an exam without being caught and punished are likely to benefit at the expense of their peers concerning valued outcomes such as grades and recommendations, eventually affecting admission to prestigious or highly demanded study programs. These potential negative impacts deserve attention because the problem of academic cheating has become endemic. A growing number of high school and college students worldwide opt for easy ways to get good grades, thus breaking the ethical rules of their educational institutions. Although the honor codes are getting stricter, the number of students putting their academic integrity at risk remains exceptionally high. According to McCabe (2010), $95 \%$ of the students polled (graduates and undergraduates) admitted to cheating in one form or another. Multitasking load can affect dishonest behavior by causing anxiety, a sense of pressure, and fear, all shown to be related to cheating in exams (DeVoss and Rosati, 2002; Sterngold, 2004). If students become over-extended, they may use inappropriate resources and strategies to manage (e.g., Sterngold, 2004). Increased stress levels can lead students to be more prone to dishonest behaviors.

Given the significant weight placed on test scores in these examples and other contexts of dense testing schedules, it is worth knowing whether these scores are sensitive to systematic factors derived from

[^1]the exams' structure. Also, it is essential to understand whether these factors have distributional consequences by individuals' background and gender. Addressing these questions poses data, identification, and estimation challenges. This may explain why the limited research on this issue has been conducted in a lab setting. As such, this study is one of the first based in a real-world environment with high-stakes implications.

The Israeli high school exit exam system represents a novel opportunity to examine these questions. ${ }^{4}$ The matriculation exams in Israel at the end of high school largely determine admission to higher education institutions and highly demanded study programs such as medical schools, computer science, and psychology. In the Israeli context and some other countries with end-of-high school exit exams, students take multiple high-stakes exams in a relatively short period, often on the same day. The bagrut study program includes seven compulsory subjects and an average of 2-3 elective subjects, amounting to at least nine exams. The schedule of exams varies across students depending on their study program and exams taken in $10^{\text {th }}$ and $11^{\text {th }}$ grade. ${ }^{5}$

Combining data for six cohorts, 2000-2005, generates considerable variation across and within students in the number of exams a day and a week. This data structure allows for a compelling empirical setup for estimating the effect of multitasking learning and testing. However, it involves endogenous sorting and selection since students with high (low) ability study more (less) subjects and, therefore, have a higher (lower) likelihood of having days or weeks with more than one exam. Nevertheless, using these two 'within' student variations allows for neutralizing the selection of students into study programs, which determine the number of exams and their number in a day or a week. Therefore, the natural experimental 'within'

[^2]pupil variation in the two treatments of interest is not endogenous and can be viewed as 'quasi-random,' permitting causal identification.

The results presented in this paper show three important regularities regarding the effect of multitasking load on test scores. First, the number of exams in a day or a week harms test performance. The causal effect on test scores is opposite to the positive OLS association with scores because of the positive selection of tests in a day or a week. Controlling for students and tests' characteristics in the same subject/exam reduces this bias but does not eliminate it. However, the positive effect is reversed once I control for pupil-fixed effects. Two tests in a week and each on a different day have a relatively small adverse impact relative to one test in a week. However, if the two tests are scheduled on the same day, each score declines by 0.0196 SD. Three or four weekly tests reduce test scores by 0.0628 SD relative to one in a week. However, if two or three tests are in the same subjects and scheduled on the same day, the score declines only by 0.0298 and 0.0365 , respectively. This negative effect increases with the test order. For example, the test score of the third daily exam is lower by 0.122 SD . These effect sizes are economically meaningful. For example, the effect of three weekly exams is equivalent to the impact of lowering weekly instruction time in each of these subjects by almost 1.5 hours throughout the schooling year (Lavy 2015, 2021). It is nearly equal to the effect of incentivizing teachers in a generous pay-for-performance scheme (Lavy 2009). This large adverse impact affects more than 15 percent of the students who have at least one week with three plus tests. It is much larger than the effect of extremely low air quality on exam day (Ebenstein, Lavy, and Roth, 2016).

The second regularity is that the adverse effect of the number of weekly exams is very similar for students with high and lower abilities. For example, having three exams in a week lowers the test scores of low-ability students by 0.0576 SD and high-ability students by 0.0662 SD. Since the incidence of such treatment is similar in both groups, this treatment effect does not affect the average test score gap between high and low-ability students. However, the adverse impact of exams multitasking in one day, especially three in a day, is concentrated among high-ability (above median) students. The estimated effect of three daily exams is -0.0123 SD among low-ability students and -0.0496 among high-ability students. This result implies that scheduling multiple daily exams has distributional consequences, reducing the average test score gap between high and low-ability students. It also means costly inefficiency in matching students to university fields of study that require higher ability.

A third regularity is that the number of weekly exams on different days impacts boys and girls similarly. Still, boys are more negatively affected by three or more exams packed in one day or on different days. For example, the effect of three plus exams when three are on different days is -0.0600 for boys and -0.0383 for girls. The impact of three plus exams, three of which are on the same day, is -0.0431 for boys
and -0.0196 for girls. Though these gender differences are not statistically significant, they suggest a pattern consistent with the evidence of girls' advantages in some relevant non-cognitive skills and the 'folk' belief that women are more efficient in multitasking. The section that discusses in detail this gender difference provides references from the psychology literature about the mechanisms that can explain these results.

The evidence presented in this paper also shows that multitasking load also affects student's dishonest behavior. In particular, it induces behavioral distortions such as cheating in an exam. Two interesting regularities are evident from the results. Multiple weekly and daily exams significantly increase the likelihood of being caught cheating, leading to an exam disqualification. The effect size is large, from 30 to 50 percent. Multiple daily exams increase the possibility of an exam disqualification more than multiple weekly exams. Significant differences in these treatment effects are evident by the student's ability and gender.

The rest of the paper is organized as follows. Section 2 presents a literature review focusing on studies in economics and psychology. Section 3 discusses the background information on high school exit exams in Israel and other countries and how they are used for college admission. Section 4 describes the data, and Section 5 describes the empirical strategy. Finally, sections $6-8$ present the results, and section 9 concludes.

## 2. Relevant Literature

Multitasking and Performance: Multitasking is defined as a condition in which cognitive processes of two or more tasks overlap in time (Koch et al., 2017). It is a broad construct that can be conceptualized and assessed in various ways (e.g., Künzell et al., 2018). Two types of multitasking are prevalent: one in which two or more tasks are carried out simultaneously, termed "concurrent multitasking," and a second in which two or more tasks are carried out sequentially, termed "serial or switching multitasking" (Burgess 2015). More specifically, in serial/switching multitasking, participants alternate between tasks that vary in priority, difficulty, and duration. For example, testing in multiple exams during a day could be an example of concurrent multitasking. This includes the possibility that a student studies for each test sequentially in blocks or for half-days.

An episode of multiple exams during a week is perhaps closely related to sequential multitasking, where students can shift "back and forth" between preparation for different forthcoming exams. Both examples meet several of the criteria that Burgess $(2000,2015)$ suggests for such multitasking: they comprise multiple, discrete tasks that are interleaved but carried out one at a time, and there is no direct
signal indicating when it is time to return to an already running task, the tasks differ in terms of characteristics, priority, and length of time, and there is no immediate feedback.

Individual, ability, and gender-related differences in multitasking can emanate from at least two sources: domain-specific differences in performance in a given task in isolation and the ability to coordinate and monitor component tasks independent of task-specific skills and experiences. These latter higher-order multitasking functions are closely related to executive functioning (Watson \& Strayer, 2010; Mäntylä, 2013): the ability to maintain and update multiple task goals and coordinate spatial relations.

Recent studies examine the cost of media multitasking when students use two or more media sources concurrently. These studies find that inherent mental habits of media multitasking-dividing attention, switching attention, and maintaining multiple trains of thought- have significant implications and consequences for students' academic performance. The research indicates that media multitasking interferes with attention and working memory, negatively affecting GPA, test performance, recall, reading comprehension, note-taking, self-regulation, and efficiency. See May and Elder (2018) for a review of these studies.

The evidence about gender differences in multitasking is inconsistent. Several studies do not find gender differences in multitasking abilities' while others report a male advantage (Mäntylä, 2013, Persson et al., 2013). The third line of findings supports the notion that females excel in multitasking. For example, Stoet et al. (2013) found a female advantage in an extensive study on gender differences in multitasking. Some of these inconsistent findings stem from differences in the methods and tasks used in these studies. Second, these studies are based on recruited student populations, making it difficult to generalize their findings (Stoet et al., 2013).

Cognitive and Non-Cognitive Correlates of Differences in Multitasking: Several lines of research in economics and psychology produced evidence relevant to understanding and interpreting the findings presented in this paper. I briefly summarize them by topic.

Time to Learn: Do students benefit from more time for learning before exams? The answer to this question is of first-order importance for understanding our evidence about the effect of multiple exams in a day or a week. The theoretical hypothesis that learning takes time has been considered in at least three related fields - educational (Bloom, 1974), cognitive (Ericsson and Charness, 1994), and neural (McClelland, McNaughton, and O'Reilly, 1995). Overall, the conclusion is that learning occurs within an extended period during which information is encoded, rehearsed, elaborated, and consolidated. In economics and psychology, past research has supported this hypothesis and shown that school length, instruction time, and preparation time affect students' test achievements. However, while most of the previous literature has
primarily been devoted to identifying the effect of increased time spent in class or school ${ }^{6}$, there is little evidence of the impact of the preparation time that high-school students have before an exam. Taraban et al. (2001) found a positive relationship between preparation time and exam scores. Goulas and Megalokonomou (2020) found a negative relationship between STEM scores and the number of days since the first exam.

Time Pressure: Sustaining effort and performance during the five weeks of the exams in $12^{\text {th }}$ grade in Israel, particularly in high density in a day or a week, can involve time pressure and mental and physiological stress. Pressure harms decision quality (Busemeyer and Diederich 2002) because it worsens reasoning processes and enhances individuals' tendency to ignore important information and rely on heuristics (Gigerenzer et al. 1999; Rieskamp and Hoffrage 2008). Despite the importance of time pressure in many economic decisions, economists only recently started paying attention to this issue (Kocher et al., 2003; Sutter et al., 2003; Kocher and Sutter, 2006; Bollard et al., 2007; Leder et al., 2013). The findings suggest that pressure changes individual attitudes toward risk and changes individual behavior by raising physiological stress, increasing risk-taking, and inhibiting strategic thinking.

Exam Length: More insight into the potential effect of schedule density of exams is gained from recent studies that examine the effect of exam length on test scores. Particularly relevant for us is whether performance in a test deteriorates with the order of questions. Borghans and Schils (2012) document that performance substantially drops during the test, while the correlation between this drop and the test scores is small. Balart et al. (2018) report that females experience a lower decline in performance during the test regardless of the topic being assessed. Since effort declined during the test equally for men and women, they concluded that their findings are not driven by a difference in effort but rather by the efficacy of the mental processes that translate effort inputs into a correct answer. This explanation is consistent with gender differences in boredom: males have been found to experience higher levels of boredom when performing activities that have a long duration, and individuals who experience boredom have impaired performance on various tasks (for recent work on this topic (Eastwood et al., 2012).

## 3. High-Stakes High School Examinations in Israel

To be awarded a matriculation certificate, students should pass exams in seven mandatory subjects and two or more elective subjects. When a student passes an exam, she is awarded credit units that increase with the exam's proficiency level. In particular, 21 credit units grant a student a certificate. Nevertheless,

[^3]a student may choose advanced programs that grant him more credit units in most subjects. Hence, students in different programs face different exams in the same subject.

The exams occur about eight weeks each year, during May and June, and are administered towards the end of $12^{\text {th }}$ grade. Most students have their exams scheduled for 5-6 weeks, held at the student's high school, without the opportunity for rescheduling or changing the testing site. Since students take multiple exams, there is significant variation in the number of exams in a day or a week, implying differences in the number of preparation days before exams, enabling us to estimate models with student-fixed effects. It is important to note that all exams scheduled on the same day are always in the same subject, each covering different parts of the material. For example, advanced math may involve separate algebra, geometry, and trigonometry exams. The English advanced study program includes an exam based on reading a text, a second exam based on listening to a reader, and a third oral exam. In the physics advanced study program, students have four exams: two written (mechanics and electricity) and two lab exams (regular and research labs). Each of the four exams is of two hours duration. These exams have a unique code and can be held on the same day or different days. Table A1 in the appendix presents the exam schedule of four students in 2000. These examples demonstrate the variation in multi-week and multi-day exams, which we exploit for estimating the effect of multitasking. For example, student 1 has nine exams. In week 1 of the exam period, he has three exams. On Monday, two exams in chemistry, and on Thursday, an exam in Hebrew. Student 4 has 12 exams. In week 5, there are three exams in physics, all on Wednesday, and in week 7, two math exams, both on Wednesday.

Our design is also aided by the fact that retaking exams is costly. Since most exams are given at the end of the last year of high school, and Israelis begin a period of compulsory military service (a minimum of three years for boys and two years for girls) after high-school graduation, for most students, retaking the exam is only possible for several years after the relevant coursework and would require many additional days of studying and testing. A negative outcome during a student's first attempt is likely to affect a student's post-secondary academic options significantly.

The certificate is a pre-requisite for studying at universities and most academic and teachers' colleges. ${ }^{7}$ Students are admitted to university programs based on their average scores and a separate

[^4]psychometric examination (the Israeli equivalent of the SAT). Each university ranks applicants according to the same formula, thus producing an index based on a weighted average of the student's average scores on all their exams and the psychometric examination. This ranking determines students' eligibility for university admission and the major they can choose within the university. Therefore, multitasking situations resulting from exam schedules can affect students' university schooling by affecting their probability of passing the exams and their average scores. In summary, the mechanisms by which multitasking in exam testing can affect long-term economic outcomes are through their effect on (a) the probability of pursuing higher education, (b) the type of higher education pursued, and (c) the quality of higher-education institutions ultimately attended.

## 4. Data

The data set I use in this study is generated by combining three primary data sources: Israeli test score data from 2000-2005 (data for other years are not available for this study), information on the exact dates of all exams, and students' demographic and socio-economic characteristics. The Israeli Ministry of Education provides each test taker's exam and demographic data. These files also contain rich demographic information on the student and the student's family, such as parental education level, number of siblings, country of origin, and ethnicity.

The raw data comprises 6.8 million exams and 668,800 students from 1,028 schools in Israel between 2000 and 2005. However, I restrict the study sample to only students meeting four main requirements. First, to focus on a homogenous curriculum, we limit our attention to students from Jewish public schools. ${ }^{8}$ Second, we focus on tests taken at the end of $12^{\text {th }}$ grade. Third, we include students enrolled in a full bagrut study program to have the minimum set of compulsory and elective exams. ${ }^{9}$ The sample is also restricted to students without missing values in the variables used in this study. ${ }^{10}$ Fourth, in the primary sample, I exclude students who, at the end of high school, are retaking at least one exam that they have taken in earlier grades in high school or who are skipping an exam that they later take in a second chance test offered in the summer following $12^{\text {th }}$ grade. These sample restrictions are intended to avoid measurement errors in weekly/daily tests. These steps reduced the estimation sample to about 1.2 million

[^5]exam papers and 163,000 students from 529 schools. However, I present in the paper results when these sample restrictions are not imposed. The results from these samples are identical to those obtained from the primary sample. More discussion on this comparison appears in a later section.

A second data set that we use includes information for only 2002-2002 and has the same format and variables as the 2000-2005 data file. However, it also includes an exam-level indicator of disqualified test scores because of cheating. Such disqualification is based on inappropriate behavior during the exam, observed by the exam supervisors or by the assessor/marker of the exam. The Ministry of Education takes one or more disciplinary or criminal measures against an examinee found to have violated the exams' purity or one or more of the instructions of the exam procedure. First is the test's disqualification after the process of suspecting it. Secondly, according to the severity of the case, the matter will be transferred to the Disciplinary Committee or the police, as the Exam Purity Committee deems appropriate. The committee can take one or more of these steps regarding an examinee whose exam was disqualified: (i) Suspension of the examinee from the examinations in this subject for a fixed period of up to 3 years, (ii) Suspension of the examinee from the examinations in all subjects remaining for him for a period of up to 3 years (iii) The disqualification of the exams in which the examinee has been tested to date (iv) Filing a police complaint. The Ministry of Education can decide on additional disciplinary measures against the school if the exam purity procedures have been violated. For example, disqualifying all scores in a test because of irregularities or deficiencies caused by the teaching staff. Another common sanction is the temporary cancellation of the school's recognition for giving annual grades in the year in which there was a serious violation of the purity of the exams.

The 2000-2005 and 2000-2002 cannot be merged because each includes a different fictitious individual I.D. I use the first data set as the primary data set for estimating the effect of multitasking on test scores and the second for estimating the effect on cheating behavior. I obtained similar results for the effect of multitasking on test scores when using the 2000-2002 data set, which is presented in the appendix table.

The summary statistics for our sample are presented in Table 1 in six panels; Colum 1 shows means for the total sample and columns 2 and 3 for samples of students above and below median ability, which I measure based on average test scores in the school matriculation exams. Columns 4 and 5 present the information separately for girls and boys. The sample of girls is larger than that of boys due to the higher dropout rate of boys during high school.

Panel A reports the weekly sample means based on student-level data. The mean number of tests in a week is 1.73 , and the number of weeks with more than one test is 1.8 , relative to a mean of five weeks exam period. Three out of four students have at least one week with two tests and over a third (36 percent)
have a week with three tests. It is higher for high-ability students (39 percent) and marginally higher for boys.

Panel B reports the daily sample means. The mean number of tests per day is 1.3 , and the number of days with more than one test is $1.06 .{ }^{11}$ These statistics are slightly higher among high-ability students and boys. About 63 percent of the students have at least one day with two tests, and a tenth has a day with three. Again, the latter two means are higher among high-ability students ( 65 percent versus 61 percent among low-ability students) and boys ( 13 percent versus 8 percent among girls).

Panel C presents descriptive statistics for disqualified exams, which account for almost a third of a percent of all exams. This rate is higher in exams in weeks with more than one exam ( 0.4 percent) and higher in exams in days with more than one exam ( 0.55 percent). Over two percent of all students have at least one disqualified exam because of cheating. Cheating and disqualification of exams are much more prevalent among low-ability students. For example, disqualification in an exam with multiple daily exams is almost one percent among low-ability students and less than a fifth percent among high-ability students. Over three percent of low-ability students have at least one disqualified exam due to cheating, while the respective mean for high-ability students is less than a percent.

The cheating in an exam is likely much higher than the rate of students caught in this act. Using the event of being captured as an outcome provides an unbiased estimate of the effect of multitasking as long as the extent of cheating and disqualification are highly correlated. Another related issue is whether being caught is a good proxy for behavior. It will be more of a concern if high-ability students are caught cheating more easily, and it is correlated with multitasking. I will address this issue when discussing the results.

In panel D, I report the student-level means of national exam test scores and the school scores for each exam. The school scores in each subject are based on exams similar to the national ones and are administered in the weeks before the external exams start. Test scores are normalized to mean zero and unit standard deviation. This standardization is done for each exam and every cohort separately. The mean difference in the national exam test scores between the above and below median samples is 0.83 SD . The respective difference in the school exam scores is higher, 1.12 SD. Girls' mean national score is higher than that of boys by 0.13 SD. The gender gap in the school scores is much larger, 0.23 SD.

Panel E presents the means of students' characteristics. The mother and father's mean year of schooling is about 13.5 , and the mean number of children is 2.6 . These means are not significantly different

[^6]by the gender of the students but very different by students' mean ability. Parental schooling in the above median ability group is higher by about 1.2 years. However, family size is the same in the two ability subsamples.

We also compute the number of days before an exam as follows: (a) if it is the second or later exam, we calculate the days between the current test and the previous exam; (b) in a day with multiple tests, we assign all observations the same number of days before; for the first exam in the testing period, we count the number of days from Friday of the previous week because Friday is a weekend day. We exclude from the study sample the last exam of every student because it is unique relative to all other exams as it does not have another exam that follows it. Results are not sensitive to this exclusion, nor how we compute the number of days before an exam.

The sample consists of 920,379 exam papers and about 162,000 students from the same 529 schools. Panel E presents test characteristics accordingly. The mean number of days before a test is 6.5 . The mean test duration is 130 minutes. These statistics are not different in the two samples defined by ability and the two defined by gender. A tenth of a percent of all exams were disqualified because of students caught cheating.

## 5. Empirical Strategy - Exams' Multitasking and Test Scores

This study aims to estimate the partial correlation between the two treatments of interest, the number of weekly and daily exams, and test scores in the sample of exam-level data. I rely on the data's panel structure and the exam's repeated nature for identification. Since each student takes multiple exams, student-fixed effects can be added as controls in the regression. In this specification, the city and the school fixed effects are omitted because students do not move between schools during the exam period.

Formally, a model with linear treatment effects is as follows:

$$
\begin{align*}
& Y_{i j t}=\alpha+\epsilon_{w}(N . \text { Exams in a Week })_{\mathrm{ijt}}+\mathrm{\epsilon}_{d}(N . \text { Exams in a Day })_{\mathrm{ijt}}+\beta X_{i}+\Phi(\text { School_FE })_{\mathrm{i}}+  \tag{1}\\
& \Omega(\text { Cohort_FE })_{\mathrm{j}}+\mu(\text { Test_Charac })_{\mathrm{j}}+\Upsilon(\text { School_Score })_{i j t}+\phi(\text { Student FE })_{i}+\beta\left(\text { Exam_FE }_{\mathrm{j}}+\varepsilon_{i j t}\right.
\end{align*}
$$

where $Y_{i s t}$ is the test score (z-score, mean zero, and unit standard deviation) of student $i$ in exam $j$ at year $t$. $N$. Exams in a Week ${ }_{\mathrm{ijt}}$ and $N$. Exams in a Day ijt are the two treatment variables of interest, the number of exams in a week and the number of exams in a day. Since the equation (1) model imposes linear treatment effects, I would instead present estimates only from a model that relaxes this assumption by including dummy variables for each treatment level. The weekly exams include three such treatment level represented
by dummy indicators: two, three, and four plus weekly exams. The daily exam treatment includes two treatment indicators, one for two exams and one for three. The omitted group is for one weekly exam.
$X_{i}$ is a vector of observable individual characteristics potentially related to testing outcomes, including parental education in years, a dummy for sex, and the number of siblings. These controls are dropped when a pupil fix effect is included in the regression. Test_Charac ${ }_{j}$ is a vector of test characteristics that includes a dummy variable for the weekly exam day, the order of exams within the general five-week exam schedule, and a set of dummy indicators for the exam's code (exam fixed effect). It also includes the number of days since the previous exam, capturing the effect of preparation time before each exam. This effect can be viewed as a mechanism for the impact of weekly and daily exams, as discussed in the literature review section. Therefore, I will examine the estimated treatment effects without controlling for this exam characteristic to assess its importance. When the exam fixed effect is included as a control, the exam fixed characteristics are omitted. Note that the exam fixed effect also accounts for a subject fixed effect. ${ }^{12}$ School_Score ${ }_{i j t}$ is the student school test score that is exam-specific. It is based on a school-level exam administered a few weeks before the national exam, covering the same material and having the same format. Student F.E.i is a fixed effect for the individual. $\varepsilon_{i s t}$ is an idiosyncratic error term. Note that the studentlevel characteristics are dropped in specifications with individual fixed effects. Thus, $\epsilon_{w}$ and $\epsilon_{d}$ are the two parameters of interest. Standard errors are clustered at the school level to allow for correlation in the error term within and between students in the same school.

Since the two treatments are likely correlated, and their effects vary with their interaction, I also estimate the following model, which includes five treatment indicators that saturate all the possible interaction terms between the three weekly exam indicators and the two daily exam indicators. These interaction terms are two weekly tests on different days, three or more weekly tests on different days, two weekly days on the same day, three or more weekly tests two on the same day, and three or more weekly tests three on the same day. I combine three and four weekly exams into one treatment because, as will be shown based on equation (1) estimates, the marginal effect of adding a fourth weekly exam is relatively small. The following specification notes these treatment indicators as $T_{\tau}, \tau$ runs from 1 to 5 .
(2) $\quad Y_{i j t}=\alpha+\sum \epsilon_{\tau} T_{\mathrm{ijt} \mathrm{\tau}}+\beta X_{i}+\Phi\left(\right.$ School_FE $_{\mathrm{i}}+\Omega\left(\right.$ Cohort_FE $_{\mathrm{i}}+\mu(\text { Test_Charac })_{\mathrm{j}}+$ $\Upsilon(\text { School_Score })_{i j t}+\phi(\text { Student FE })_{i}+\beta(\text { Exam_FE })_{\mathrm{j}}+\varepsilon_{i j t}$

Two key assumptions are needed to interpret the effect of the two treatments of interest. The first is that the dates of exams, which determine the two treatment variables, are exogenous to the student's

[^7]study program and choice of elective subjects. ${ }^{13}$ This assumption holds since the study program of each student is determined in the beginning or during 10th grade, almost three years before the exam schedule is published. However, the student's study program determines her number of exams. Therefore, conditional on the exogenous exam dates, the study program determines the number of exams per day or week. A related assumption is that there is no set order in which exams are scheduled, meaning that the number of exams in a week/day is not always higher at the end or beginning of the exam period. Otherwise, there might be a bias, although the equation includes a control for the exam's order, which should address this concern.

The second identifying assumption is that conditional on student fixed effect, unobserved student test performance determinants are uncorrelated with these two structural exam schedule parameters. The student-fixed effect is crucial here for several reasons. First, students choose their study program primarily by choosing their academic tracks based on unobservable characteristics. The study program determines the subsequent possible choice of subjects and the resulting number and level of exams. They are likely correlated with the student's characteristics, such as ability. Table 1 shows an example of such correlation: lower-ability students (below median) have fewer exams during the exam period. As a result, they have fewer weekly exams and fewer days with more than one exam. Therefore, the OLS estimate of $\epsilon_{w}$ and $\epsilon_{d}$ will likely have the opposite than expected sign, positive instead of negative. This adverse selection is likely eliminated by adding the student's background characteristics $\left(X_{i t}\right)$ and school score (School_Score) $)_{i j t}$, which is exam-specific, as controls. However, as shown below, adding pupil fixed effect changes further the estimate of $\epsilon_{w}$ and $\epsilon_{d}$, indicating that these controls are not enough to control for selection choice of the study program and subjects of exams. ${ }^{14} 15$

## 6. Empirical Results

Table 2 presents estimates of the effect of the two treatments of interest based on the non-linear version of equation (1). As noted above, the treatments are measured by indicators that allow the estimation of non-

[^8]linear effects. Four different regression specifications are used. In column 1, the estimated regression includes only cohort-fixed effects as controls; in the second, student characteristics are added; the third specification includes test characteristics and exam-specific school test scores. The fourth specification includes student-fixed effects while the student characteristics are dropped.

All three estimates of weekly exams treatment indicators are positive and statistically significant when no controls are included in the regressions (column 1). Adding students' characteristics as controls lowers all estimates, though they are all still positive and significant (column 2). Adding test characteristics and school scores reverses one estimate from positive to negative. However, the within-student estimates (a regression that includes a student-fixed effect) are all negative and statistically significant.

The pattern of the estimates of the two dummy indicators for the number of daily tests, two or three, is different, being negative in column 1 and changing signs irregularly in columns 2 and 3 . However, in column 4, the two within student estimates are negative and significant. Therefore, all five estimates in column 1 are biased and cannot be interpreted as causal effects. Similarly, the estimates presented in columns 2 and 3 are likely biased, and the focus should be on the estimates in column 4.

The harmful effect of multiple weekly exams on different days seems very non-linear. Adding a second weekly exam lowers test scores by 0.0078 relative to on weekly exam, but adding a third exam lowers test scores by 0.0219 SD relative to one weekly exam. This monotonic increase continues when adding a fourth exam but with a modest change relative to three weekly tests: a decline in test scores by 0.0259 SD.

The estimated effect of an additional daily exam, holding constant the number of weekly exams, is harmful and relatively large, with a 0.028 SD decline in each daily exam. Adding a third exam on the same day seems not worse than having two daily exams in this model. I note that the standard errors in the last column and the last row are big because there are few instances of this treatment, so the cell is small.

Next, I estimate a non-linear specification, including weekly and daily exams in the regressions and allowing for their interaction effects (estimation of equation 2). As noted in the previous section, I include 3 and 4 plus weekly exams in the same dummy indicator based on the estimates presented in Table 2 and for parsimonious specification. The omitted group includes one weekly exam. These results are presented in Table 3. All five dummy treatment indicator estimates in column 1 are positive and statistically significant, revealing how biased the simple OLS estimates are. Adding student and school characteristics still leaves some estimates positive. Adding the test characteristics and the school score reverses the sign of four of the five estimates. However, adding the pupil fixed effects (column 4) yields negative and significant estimates for all five treatment indicators.

An interesting pattern emerges. Two tests in a week, each scheduled on a different day, negatively affect test scores relative to one weekly exam, with a decline of 0.011 SD in both test scores. However, when both tests are on the same day, the decline relative to one test is doubled, as the score is lower by 0.0196 relative to the score of one weekly exam. It was noted in section 3 that multiple daily exams are always in the same subject. Since exams-fixed effects are included, the above negative effect is net of a subject-fixed effect. However, the estimate of -0.0194 is not significantly different from -0.011 , so one should be careful in concluding that loading two tests in a day, even if they are on the same subject, is worse than two weekly tests on different days.

Another emerging pattern is the large effect of three or more weekly tests. Adding a third weekly exam, each on a different day is three times worse than moving from one to two weekly exams on separate days. This non-linear jump lowers test scores of all three or four exams by 0.0633 SD. This effect is not changed when eliminating from the sample students who have four weekly exams because these cases comprise only ten percent of the group of three or four weekly exams.

However, if two or three weekly exams are on the same day, it is much less detrimental than when the three tests are scheduled on different days. If two are on the same day, it lowers the test score of each test by 0.030 SD. If three of the three plus weekly exams are on the same day, it lowers the test score of each test by 0.0364 SD. However, these estimates are larger (and statistically different at 10 percent) than the negative effect of two weekly exams on two different days ( -0.0109 ). They are also larger than the effect of two exams on the same day $(-0.0196)$ but not statistically different. The implication is that the marginal effect of adding a third weekly exam when the other two are on the same day is almost equal to the effect of the second weekly exam (the difference between -0.030 and -0.0194 is almost -0.0110 ). These results enhance the confidence in the consistency of the other findings presented in Table 3.

The estimates presented in Table 3 show that the marginal effect of an additional weekly or daily exam is negative and economically meaningful. When moving from one to two exams, the negative effect is larger when the second exam is on the same day, not being mitigated by being on the same subject. But, the benefit of complementarity in the material covered (because it is related to the same subject) is evident in the smaller effect of three plus weekly exams when two or three are on the same day. The conclusion is that the non-linear monotonic increase in the detrimental impact of more than two weekly exams can be mitigated when related to the same subject.

Framing these results regarding the two types of multitasking discussed in the literature review section suggests that the cost of concurrent multitasking, when all daily exams are on the same subject, is smaller than the cost of serial multitasking (the number of weekly exams). However, we cannot extrapolate
this result when the daily exams are on different subjects because we do not have such heterogeneity in the Israeli matriculation exams because the estimates of the effect of daily exams are a lower bar under the condition that it is harder to study different subjects.

Robustness Concerning Sample Selection. The sample used until now includes all students who participated in the matriculation exams at the end of $12^{\text {th }}$ grade. Some of these students repeated an exam they took earlier, in the winter exams of 12 grade or $10^{\text {th }}$ or $11^{\text {th }}$ grade. Few students skipped an exam at the end of 12 th grade and opted to take the second chance exam directly in the summer following $12^{\text {th }}$ grade. These exams are offered only in English and math. Appendix Table A2 presents estimates derived from samples that sequentially omit the students who repeat or skip an exam in the testing round at the end of $12^{\text {th }}$ grade. Column 2 presents estimates based on the sample, excluding students who missed one or more exams at the end of $12^{\text {th }}$ grade. In column 3 , the sample excludes students who retook an exam taken earlier in 12th grade. In column 4, the sample excludes students who retook an exam that was taken in 10-11th grade. Sample Excluding. In column 5, all these sample restrictions are imposed. For comparison, column 1 presents the estimates from the full sample (copied from column 4 in Table 3). The estimates in columns 2-5 are identical to those in column 1, implying that three types of sample selection are not 'selective' and, therefore, are not affecting the estimates presented in Table 3.

## 7. Heterogeneity in Treatment Effects

Heterogeneity by Student's Ability. Several alternative measures of ability can be used in this study, including the average score in all school exams, the overall number of credit units in the bagrut program, and the number of subjects studied at an advanced level chosen during $10^{\text {th }}$ grade. All three measures are highly correlated, but the preferred one is the first because it represents the average student's knowledge in the exams included in the study sample for each student. The sample was divided into two, below or equal and above the median of this average score. Naturally, the latter sample is larger.

Panels A and B in Table 4 present the results for these two ability-based samples based on the same specifications as Table 3. The general pattern from comparing the estimates in both panels is that multitasking learning due to dense exam scheduling mostly hurts students with high ability. However, it is remarkable that the sorting/selection pattern seen from column 1 is of the opposite sign for the low and high-ability groups. For the low-ability group, four of the five estimates in panel A, column 1, are positive; for the second group, these estimates except one (panel B) are negative, large, and statistically significant.

Adding controls up to a within-student estimation reverses the sign in panel A and lowers the negative estimated effects in panel B. Once a student-fixed effect is added to the regression, all treatment estimates in both samples are negative. Overall, it seems that the effect of the number of weekly exams is not very different by ability, especially for three weekly exams held on different days. For example, the negative effect of three plus weekly tests, each on another day, is -0.0624 in the below-median ability sample and -0.0645 in the above-median ability sample. The two estimates are not statistically different. However, a striking difference is seen when comparing the estimated effect of two or three tests on the same day. The negative effect of two daily tests in the below-median ability sample is -0.0053 and not statistically different from zero. The above-median ability estimate is -0.0369 , significantly different from zero and the below-median ability estimate. The negative effect of three daily tests in the below-median ability sample is -0.0260 . In the above-median ability sample, it is -0.0512 . These two estimates are also significant and close to being statistically different.

The increase in the estimated effect of the number of daily exams as we move up the ability ladder is interesting. We noted above that this effect is likely due to increased mental and physical fatigue and perhaps more complicated planning, time, and task management. On the other hand, it may increase with ability because of the sharp increase in the level and scope of the material covered in advanced courses, similar to advanced placement (A.P.) classes in the U.S. I add two additional, perhaps more important, explanations for this finding. The first relates to time-binding constraint: high-ability students will likely have higher test scores because they study more. Hence, another test constrains their time more than it constrains low-ability students' time. The second explanation relates to the relative importance of the test scores. High-ability students may view the exams as more high-stakes than low-ability students because of the competition for admission to high-demand fields of study such as medical school or prestigious computer science programs. Marginally higher test scores in the major subjects in high school may be crucial for securing admission to these programs and, therefore, may increase stress and intimidation, lowering test performance. We demonstrate the importance of this channel by showing below evidence on heterogeneity by STEM subjects, for example, completion of 5 -credit exams in math and physics.

Heterogeneity by Gender. Table 5 presents the results for girls (panel A) and for boys (panel B). The 'naïve' estimated effect of the weekly and the daily number of tests is positive for all treatment indicators for both genders, implying a similar selection pattern. The within-student estimates in column 4 are negative, and most are statistically significant. There are, however, some noticeable gender differences. The effect of two weekly tests on different days is negative and significant for girls ( -0.0119 ) but small and not statistically significant for boys. Two of the other three treatment estimates, three plus exams on different days or three of them on the same day, have larger effects on boys, though not statistically different from that of girls.

The largest gender difference is in the effect of three plus weekly tests scheduled on the same day: -0.0197 and not statistically different from zero for girls versus -0.0497 ( $\mathrm{se}=0.0132$ ) for boys, though the two estimates are not statistically different. When three exams are scheduled on different days, the estimates are also quite different: -0.0389 for girls and -0.0604 for boys. To summarize, the heterogeneous results by gender suggest that for mild multitask pressure, the adverse effect for girls is higher, but for intense multitask pressure, the negative impact for boys is higher. However, this pattern is not statistically significant, perhaps because of a lack of power.

The literature in psychology provides several explanations for this finding that very dense daily exam schedules (intense multitasking pressure) are less harmful to girls. First, it is documented that both in high school and college, women report greater use of strategies for coping and time management than men (e.g., Misra and McKean, 2000; Xu, 2006 and 2007). These strategies positively correlate with better academic performance and grades (Claessens, Van Eerde, Rutte, and Roe, 2007). There is also evidence that girls have more self-discipline (e.g., Duckworth and Seligman, 2006) than boys. Using cash incentives for high-school students in Israel to increase the matriculation certification rate, Angrist and Lavy (2009) found that such intervention led to a substantial increase in girls' certification rate and the likelihood of college attendance but had no effect on boys. They suggest that the female matriculation rates increased partly because treated girls devoted extra time to exam preparation.

A second explanation suggests that boys have a higher discount rate than girls (Warner and Pleeter 2001). People with high discount rates are likely to only work on a project close to the deadline since they discount future outcomes. Conversely, a higher return to preparation days might signal a low discount rate and better use of the days before the exam. Finally, the literature suggests that adolescent girls are more likely to delay gratification (e.g., Silverman, 2003; Duckworth and Seligman, 2006) than teenage boys.

A third additional explanation relies on gender differences in the reaction to pressure. The literature in psychology shows that increasing the pressure beyond a certain level can lead to a decline in performance, commonly referred to as "choking under pressure" (Baumeister 1984). This behavior depends on personal traits such as competitiveness and ego-relevant traits like the belief that a task is diagnostic of an inherent characteristic (such as intelligence) one cares about (Ariely et al. 2009). Females have more effective time management behaviors than males but experience higher academic stress and anxiety (Misra and McKean, 2000). Our results show that when students have severe time pressure of more than one daily test, the effect of these treatments on boys' test scores is higher than on girls. Azmat, Calsamiglia, and Iriberri (2016) also find heterogeneous results across genders for the effect of increased pressure. They exploit the variation in the test stakes, ranging from $5 \%$ to $27 \%$ of the final grade, and find that female students outperform male students in all tests. However, the female test score advantage declines when the stakes are high.

Finally, recent lab experiments show that women find it easier than men to multitask, switch tasks, set priorities, and adapt to changing conditions. For example, Kuptsova et al. 2015 found in a lab experiment that men require more brainpower than women when multitasking, that women find it easier than men to switch attention and that their brains do not need to mobilize extra resources in doing so, as opposed to male brains.

Heterogeneity by Immigration Status. The effect of multitasking learning and testing might be more extensive for immigrants who may bear the additional burden of languish deficiencies that may impair their ability to grasp large quantities of reviewed material quickly and in pressured situations. Our sample includes one and a half percent of immigrants (students who immigrated to Israel in the last five years). I added an interaction term between each treatment effect and a dummy indicator of being an immigrant to the regression to estimate this heterogeneous effect. The results are presented in Table 6. All the interaction terms between the treatment variables and the immigrant's indicator are negative and large; all but one are statistically significant. The estimated effects of multi-week or multi-day exams are twice to three times larger than the effect on native students. Columns 2-3 present the estimates in samples by student's ability. The treatment effects are larger for both groups of immigrants but larger for low-ability immigrants. Columns 4-5 present the results by gender, showing no systematic treatment differences for immigrant boys and girls. However, we should note that the interaction effects in columns 2-5 are based on small samples, which may not allow precise estimation.

Heterogeneity by STEM and Non-STEM. The effect of a dense exam period may vary by the test subject, particularly humanities/social science subjects versus STEM subjects. The latter, which includes more analytical subjects, such as math, physics, biology, chemistry, and computer science, are considered more difficult for most students. ${ }^{16}$ Thirty percent of all exams are in STEM subjects. I added an interaction term between each treatment effect and a dummy indicator of STEM subjects to the regression to estimate this heterogeneous effect. ${ }^{17}$ The exam-fixed effect absorbs the main effect of this indicator. Table 7, column 1, reports estimates of the effect of non-STEM subjects and the interaction term of treatment and STEM subjects. Two estimated interaction terms are negative and significant: three plus exams when two or three

[^9]are on the same day. For the first interaction term, the estimate of this treatment on the non-STEM subjects is negative, small ( -0.02283 ), and significant ( $\mathrm{SE}=0.00753$ ). If it is a STEM subject, the effect increases by -0.0252, more than doubled. For the first interaction term of three daily exams, the estimate of this treatment on the non-STEM subjects is negative, small ( -0.0158 ), but not statistically significant ( $\mathrm{SE}=0.0126$ ). If it is a STEM subject, the effect increases by -0.0561 and is precisely measured ( $\mathrm{SE}=0.0216$ ). These results mean that in the multitasking combinations we explore in this study's context, the cost of exam density in STEM subjects is higher than in non-STEM subjects.

In columns 2-3 of Table 7, I present the estimates in sub-samples by ability. The large negative effect of three daily tests in STEM subjects is evident for high and low-ability students. The two estimated interaction terms are identical, -0.0575 , both statistically significant. For high-ability students, the same treatment has a negative effect, though more minor, also on non-STEM subjects. However, for the highability group, the estimated effect on STEM subjects is also larger for the three plus - two indicator on the same day.

Columns $4-5$ in Table 7 present the evidence for boys and girls in STEM versus non-STEM subjects. Multiple daily STEM exams cause a decline in test scores of boys and girls. However, for boys, this negative effect is more evident when the treatment is three daily exams, and for girls, when the treatment is two daily exams.

These results imply that educational authorities, universities, and other organizations should be particularly concerned with dense exam schedules when the test material is complex. STEM subjects are such examples.

Heterogeneity by Test Order on the Day. The model we estimate includes a control for the test order in the whole testing program. However, it is possible to check whether the negative impact of multiple daily or weekly exams relates to the test order in the day or the week. This treatment will likely capture the effect of mental, cognitive, and physical fatigue. In column 1 of Table 8, we present estimates from a specification that includes two additional dummy indicators. The first indicates the second exam in a day with two or three exams. I am comparing the effect of a second exam to the first exam in a day with two or three exams. For the sake of a parsimonious specification, my implicit assumption is that the second exam in a day with two exams is the same as the effect of a second exam in a day with three exams. The second indicator is a dummy for an exam third in a day. The estimates of these indicators show a sharp change in the detrimental effect of adding daily exams beyond one a day. Adding a second exam lowers the test score in this test by 0.0687 SD relative to the score in the first exam in a day with two or three exams. Adding a third exam lowers the test score of this exam by 0.122 SD relative to the score in the first exam in a day of three exams.

A monotonic decline of such magnitude from the first to the third daily exam is consistent with a fatigue mechanism, cognitive and physical. But it can also reflect a less optimal preparation for the exams scheduled beyond the first of the day. Both explanations are part of multitasking complexity.

An interesting result in column 1 is that the estimated effects of the number of weekly exams, when scheduled on different days, are not changed when the indicators of the daily order of exams are added as treatments. The estimated effect of two weekly exams on different days is -0.0107 in column 1 of Table 8 and -0.0109 in column 4 of Table 3 . The estimated effect of three weekly exams on different days is -0.0619 in column 1 of Table 8 and -0.0633 in column 5 . This reflects the practically zero correlation between the number of weekly exams and the daily order of exams scheduled on the same day.

Columns 2-3 of Table 8 present the estimates with daily order of exams for low and high-ability students and columns 4-5 for boys and girls. The same pattern discussed above is replicated in each of these subsamples.

Does the Effect of Exam Density Depend on the Test Order of Days in the Week? Performance in exams scheduled on Sunday may differ from exams on later days in the week. Students may be more relaxed and 'fresh' earlier in the week because of the weekend rest (Friday and Saturday). But the weekend may have the opposite effect, taking students out of the track of studying, perhaps of leisure activity, less sleep, and more fatigue. As noted regarding equation (1), its specification includes a set of dummy variables for each exam's day of the week. Exams held on Sunday are the omitted group. The main effect of these indicators shows negative and statistically significant coefficients for exams held on Tuesdays ( $-0.0149, \mathrm{se}=0.0069$ ) and Thursdays $(-0.0121, \mathrm{se}=0.0064)$. The estimates of Mondays and Wednesdays are either zero or small and not statistically different from zero. Very few exams are held on Friday (less than 2 percent). This is a mixed pattern, but one can still conclude that relative to exams held on Sundays and Mondays, the test scores of exams held later in the week are significantly lower. Again, this result is consistent with mental, cognitive, and physical fatigue, as with several exams piled in a day. But it is also consistent with the difficulty of preparing for multiple exams in a week, and the 'weak link' is the chain's last exam.

Heterogeneity by Available Preparation Time? The literature reviewed in section 2 suggests several channels of the effect of multitasking learning and testing. Some relate to mental fatigue and pressure, and others to available preparation time before each exam. We can examine the latter mechanism's importance by the estimated effect of the number of days before an exam since the last exam, which is included as a control in the regression. This estimate is practically zero in all four regression specifications of Table 3.

## 8. The Effect of Multitasking on Students' Academic Dishonesty: Cheating in Exams

Academic dishonesty is related to three important conditions: (i) opportunity, (ii) incentive, pressure, or need, and (iii) rationalization or attitude (e.g., Becker et al., 2006; Ramos, 2003, Holden, Norris, and Kuhlmeier, 2021). These three conditions positively predict student cheating behavior (Becker et al., 2006). An opportunity occurs when students perceive the ability to cheat without being caught. Incentives, pressure, or needs can come from various sources, such as the self, parents, peers, teachers, and schools. The pressure felt by students to get good grades and the desire to be viewed as successful can create the incentive to cheat. Lastly, the rationalization of cheating behavior can occur when students view cheating as consistent with their ethics and believe that their behavior is within the bounds of acceptable conduct (Becker et al., 2006; Ramos, 2003). This study focuses on the second condition related to multitasking load: multiple weekly and daily exams may lead to anxiety, a sense of pressure, and fear (DeVoss and Rosati, 2002; Sterngold, 2004). If students become over-extended, they may use inappropriate resources and strategies to manage (e.g., Sterngold, 2004). Increased stress levels can lead students to be more prone to dishonest behaviors. Whitely (1998) reviews the results of 107 studies on cheating among American and Canadian college students published between 1970 and 1996. He finds that when individuals can perform a task well, they cheat less. In contrast, when the exam is more important, and the pressure to achieve high grades is higher, as in the case of matriculation exams, students are more likely to cheat. Carrell, Malmstrom, and West (2008) find that higher levels of peer cheating result in a substantially increased probability that an individual will cheat.

Cheating in exams can take several forms, including copying from others, having or using notes, formulas, or other information in a programmable calculator or other electronic devices without explicit permission, having or using a communication device such as a cell phone, pager, or electronic translator to send or obtain unauthorized information, taking an exam for another student, or permitting someone else to take a test for someone else and asking another to give you improper assistance, including offering money or other benefits, etc.

However, being disqualified because of an exam cheating is a relatively rare event. Therefore, I collapse the number of weekly and daily exams into two treatments: an indicator for two or more exams per week and an indicator for two or more exams per day. To estimate the effect of multitasking load on the likelihood of exam dishonesty, I ran equation (2) with the following modifications: (i) replacing the test score outcome in a particular exam as the dependent variable with an indicator getting a value of 1 if the
exam was disqualified. (ii) including as treatments only the two indicators described above. (iii) Dropping the exam fixed effect to allow enough within-student variation. ${ }^{18}$

Table 9 presents the estimated effect of weekly and daily exams on the likelihood of cheating in an exam. Each of the estimates of the two dummy treatment indicators presented in column 1 is statistically significant, and changes as controls are added to the regression. The within-pupil estimates in column 4 differ from those in column 1, revealing how biased the latter is. Both estimates in column 4 are positive and statistically significant. Having two or more weekly exams, each scheduled on a different day, positively affects the likelihood of cheating in an exam, with an increase of 0.0009 , relative to a baseline of 0.00178 percent (the mean of the proportion of disqualified exams in a sample that includes only cases of one weekly exam), implying a 50 percent effect size increase. The treatment indicator of two or more daily exams also has a positive effect, and larger: a significant 0.0018 relative to a baseline of 0.0021 (the mean proportion of disqualified exams in a sample that includes only cases of one daily exam), implying a 90 percent effect size increase in the likelihood of cheating in an exam. Multiple daily exams deteriorate students' ethical norms more than multiple weekly exams.

Table 10 presents respective estimates from stratified samples by high and low ability and gender. Overall, the patterns described above are maintained: multiple weekly or daily tests negatively affect exam disqualification. However, the estimates are heterogeneous. The positive effect of weekly tests on cheating is similar in the two ability groups ${ }^{19}$ and is all driven by boys, with no effect on girls. On the other hand, the impact of daily tests on cheating is derived entirely from low-ability students, and it is larger for girls than boys.

However, it is worth noting that the heterogeneity of the treatment effect of multiple daily exams by ability is sharper with even a negative estimate, though not statistically significant, for the high-ability group. But this needs a qualification since cheating is measured here by being caught in dishonest behavior. The mean of ever being caught cheating in the sample of lower-ability students is almost six times higher than in the higher-ability students. Therefore, the heterogenous treatment estimates by ability may reflect better 'cheating techniques' among high-ability students, reducing the likelihood of being caught. But it can also reflect more need and, therefore, a higher incentive for dishonest behavior. We cannot distinguish

[^10]between these potential explanations, so we cannot draw a conclusive interpretation of the heterogeneous evidence by the student's ability of background.

Another possible reason that can explain the lower cheating rate among high-ability students when exposed to multiple daily exams can be related to the importance of these exams for this group of students. The cost of being disqualified in one of the daily exams is much higher for the high ability students since, as noted earlier, all daily tests are on the same subject and always in one of the 'majors' in high school, which are studied at the advanced level. For high-ability students, the test score in this major (often multiple majors) is a requirement for admission to a highly demanded university field of studies. For example, admission to computer science university programs requires high school math and physics majors. Therefore, disqualifying in one of these majors will carry a heavy cost in terms of not enrolling in a desired study program at the university. This cost may deter high-ability students from cheating in exams that are part of these majors.

## 9. Conclusions

The evidence presented in this paper suggests that designing exam periods in a format of serial or concurrent multitasking imposes a mental, cognitive, and physical load that sharply reduces the performance of all students in high-stakes exams. Ebenstien, Lavy, and Roth (2016) have shown that even a slight decline in these test scores due to random shocks (in their paper, it is a shock to pollution and air quality) causes longterm negative consequences in post-secondary schooling, earnings, and allocative inefficiency in the labor market. The negative impact of multitasking load estimated in this paper is much more significant than the effect of pollution; therefore, one can assume its long-term impact will be more considerable accordingly. Furthermore, although the short-term impact on test scores is similar for low and high-ability students, its long-term impact will be more harmful to the latter group because high test scores open the gate to highly sought-after study programs and elite academic institutions. Therefore, this differential long-term impact by ability will cause allocative inefficiencies in the labor market (Ebenstien, Lavy, and Roth (2016).

The findings I present in this paper are relevant beyond the education sectors. Most firms today use a set of tests to screen and select job applicants. An industry provides this service to employers who aim to measure and attract talent and make better hiring decisions. The screening and selection process includes multiple daily tests over several days. The decisions are often among equally talented individuals with a small difference in measured criteria. These margins are likely shaped by the burden of multitasking tests and the differential effects among candidates in their impact. Yet, they can result in less optimal matching
between workers and firms. This conclusion, of course, should be qualified, perhaps irrelevant, for some firms who screen workers also based on good multitasking ability.

An interesting and policy-relevant finding is that studying for multiple exams in different subjects is more harmful than studying for multiple exams in related subjects, even though the latter is condensed into one day. The 'advantage' of exams on the same subject likely results from a lower 'set up cost' when switching tasks. For example, the cost when switching from geography to math exam preparation is probably larger than when switching from algebra to geometry. This example is consistent with the idea that switching costs increase with increased levels of multitasking (Crenshaw 2008, Coviello et al. 2014). Another insightful policy finding is that 'piling' exams in STEM subjects carries a more harmful impact. The short-term negative 'effect size' is larger for low-ability students because their mean outcomes are much lower. However, the long-run effect is larger for high-ability students because test scores count more for post-secondary schooling admission.

The findings that multitasking load increases dishonest behavior should be of concern since studies show that people who cheat on exams in high school are considerably more likely to be dishonest later in life (The Josephson Institute of Ethics Report, 2009). This report shows that habits formed in childhood persist: those who cheated in high school are more likely as adults to lie to customers, inflate an insurance or expense claim, cheat on taxes, and lie to their spouse. Students who engage in academic dishonesty in high school or university are likelier to engage in work-related dishonesty (Sims, 1993; Nonis and Swift, 2001; Carpenter et al., 2004). Other potential negative consequences are that cheating creates a culture of mistrust and devalues education (Sims 1993, Nonis and Swift 2001).

Finally, the evidence presented in this study points to several policy options to avoid some of the adverse effects of multitasking testing. The general policy implication, with external validity ranging from high school high-stakes exams to firms screening and selecting workers based on personality psychometric exams, is to avoid dense testing schedules in a week and a day. In high school, for example, by shifting some exams to the $12^{\text {th }}$-grade mid-year and $11^{\text {th }}$-grade mid- and end-year exam periods. A second policy option is to reduce the number of high school exit exams. In France, for example, the number of BAC exams is three (philosophy, Math, French), while in Israel, students have over ten bagrut exams.
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Table 1: Descriptive Tests Statistics, By Sample

|  | Full Sample | Schools Below Median | Schools Above Median | Girls | Boys |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Number of Tests in the Exams Period | 8.360 | 8.107 | 8.613 | 8.289 | 8.456 |
|  | (2.024) | (2.036) | (1.979) | (1.972) | (2.088) |
| A. Weekly Tests Statistics |  |  |  |  |  |
| Number of Tests | 1.731 | 1.692 | 1.770 | 1.698 | 1.776 |
|  | (0.878) | (0.849) | (0.905) | (0.853) | (0.909) |
| Weeks with More Than One Test | 1.836 | 1.753 | 1.919 | 1.794 | 1.892 |
|  | (0.992) | (0.992) | (0.986) | (0.983) | (1.003) |
| \% of Students with Two Tests in a Week | 74.29 | 73.01 | 75.67 | 74.53 | 73.96 |
| \% of Students with Three Tests in a Week | 35.86 | 33.06 | 38.87 | 34.79 | 37.32 |
| B. Daily Statistics |  |  |  |  |  |
| Number of Tests | 1.293 | 1.285 | 1.300 | 1.272 | 1.320 |
|  | (0.536) | (0.525) | (0.547) | (0.513) | (0.565) |
| Days with More Than One Test | 1.064 | 1.029 | 1.100 | 1.015 | 1.131 |
|  | (0.843) | (0.847) | (0.837) | (0.840) | (0.842) |
| \% of Students with Two Tests in a Day | 62.87 | 60.92 | 64.98 | 61.48 | 64.79 |
| \% of Students with Three Tests in a Day | 10.04 | 8.65 | 11.53 | 8.00 | 12.83 |
| C. Extent of Disqualified Exams |  |  |  |  |  |
| \% of Disqualified Exams | 0.29 | 0.43 | 0.14 | 0.27 | 0.31 |
| \% of Disqualified Exams When More Than One Exam Per Week | 0.40 | 0.65 | 0.17 | 0.38 | 0.44 |
| \% of Disqualified Exams When More Than One Exam Per Day | 0.55 | 0.92 | 0.18 | 0.55 | 0.56 |
| \% of Students With a Disqualified Exam | 2.14 | 3.13 | 1.10 | 1.98 | 2.37 |

[^11]Table 1: Descriptive Statistics (Continued)

| Table 1: Descriptive Statistics (Continued) |  |  | Boys |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| D. High School Outcomes | Full Sample | Schools Below <br> Median | Schools Above <br> Median | Girls |  |
| Average National Exams' Score | 0.059 | -0.352 | 0.470 | 0.116 | $(0.618)$ |

Notes: The table presents means and standard deviations (in parentheses) of high school outcomes, student characteristics, and test characteristics. Number of Days Before denotes the number of days before the current test. To deal with the complexity of analyzing the effect of the number of days before the first exam day, we assign it the number of days since the Friday before the exam season. In addition, to deal with the complexity of analyzing the effect of the number of days after the last exam day, the last exam day of each student was omitted. Hence, the statistics in Section E exclude the exams that are scheduled on the first and last days of the exam period.

Table 2: The Effect of the Number of Weekly and Daily Tests on a National Exams' Score

|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| :--- | :---: | :---: | :---: | :---: |
| Weekly Tests |  |  | $-0.00835^{*}$ | $-0.00781^{*}$ |
| Two | $0.0312^{* * *}$ | $0.0255^{* * *}$ | $(0.00455)$ | $(0.00427)$ |
| Three | $(0.00695)$ | $(0.00652)$ | -0.00672 | $-0.0219^{* * *}$ |
|  | $0.0452^{* * *}$ | $0.0325^{* * *}$ | $(0.00632)$ | $(0.00617)$ |
| Four Plus | $(0.00949)$ | $(0.00894)$ | 0.00443 | $-0.0259^{* *}$ |
|  | $0.0890^{* * *}$ | $0.0623^{* * *}$ | $(0.00999)$ | $(0.0103)$ |
| Daily Tests | $(0.0145)$ | $(0.0137)$ |  |  |
| Two |  |  | 0.00105 | $-0.0284^{* * *}$ |
|  | -0.0118 | 0.00403 | $(0.00847)$ |  |
| Three | $(0.00914)$ | $(0.00872)$ | $0.0293 *$ | $-0.0262^{*}$ |
|  | $-0.0445^{* *}$ | $-0.0333^{*}$ | $(0.0156)$ | $(0.0140)$ |
| N=1,095,853 | $(0.0182)$ | $(0.0180)$ |  |  |
|  |  |  |  | Yes |

Notes: The table presents the estimated coefficients of the effect of two, three, four, or more tests in a week and of two or three tests in a day on national exams' z -score. In column 1, the model includes only the year-fixed effect. In column 2, the model also includes student characteristics: gender, father's and mother's education, and number of siblings. In column 3, the model also includes test characteristics: test order, number of days before the test, dummy indicator for exam's code (an exam fixed effect), dummy indicator for the days of the week, and the exam's specific school zscore. In column 4, the model includes the student fixed effect. Standard errors clustered by school X exam's code (in parentheses). *p $<0.10, * * \mathrm{p}<$ 0.05 , ${ }^{* * *} \mathrm{p}<0.01$.

Table 3: The Effect of the Number of Weekly and Daily Tests on a National Exams' Score

|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| :--- | :---: | :---: | :---: | :---: |
| Weekly Tests |  |  |  |  |
| Two - On Different Days | $0.0288^{* * *}$ | $0.0192^{* * *}$ | -0.00756 | $-0.0109^{* *}$ |
|  | $(0.00707)$ | $(0.00663)$ | $(0.00477)$ | $(0.00453)$ |
| Two - On Same Day | $0.0232^{* *}$ | $0.0395^{* * *}$ | -0.00930 | $-0.0194^{* * *}$ |
|  | $(0.00973)$ | $(0.00923)$ | $(0.00780)$ | $(0.00729)$ |
| Three Plus - On Different Days | $0.0378^{*}$ | 0.0295 | $-0.0530^{* * *}$ | $-0.0633^{* * *}$ |
|  | $(0.0197)$ | $(0.0188)$ | $(0.0152)$ | $(0.0155)$ |
| Three Plus - Two On Same Day | $0.0372^{* * *}$ | $0.0328^{* * *}$ | -0.00446 | $-0.0300^{* * *}$ |
|  | $(0.00924)$ | $(0.00873)$ | $(0.00683)$ | $(0.00664)$ |
| Three Plus - Three On Same Day | $0.0480^{* * *}$ | $0.0378^{* * *}$ | $0.0309 * * *$ | $-0.0364 * * *$ |
|  | $(0.0148)$ | $(0.0144)$ | $(0.0115)$ | $(0.0109)$ |

## $\mathbf{N}=\mathbf{1 , 0 9 5 , 8 5 3}$

| Year of Test Fixed Effect | Yes | Yes | Yes | Yes |
| :---: | :---: | :---: | :---: | :---: |
| Student Characteristics | No | Yes | Yes | Yes |
| Test Characteristics and School Score | No | No | Yes | Yes |
| Student Fixed Effect | No | No | No | Yes |

Notes: The table presents the estimated coefficients of the effect of two, three, four, or more tests in a week and of two or three tests in a day on national exams' $z$-score. In column 1, the model includes only the year-fixed effect. In column 2, the model also includes student characteristics: gender, father's and mother's education, and number of siblings. In column 3, the model also includes test characteristics: test order, number of days before the test, dummy indicator for exam's code (an exam fixed effect), dummy indicator for the days of the week, and the exam's specific school $z$-score. In column 4 , the model includes the student fixed effect. Standard errors clustered by school X exam's code (in parentheses). ${ }^{*} \mathrm{p}<0.10,{ }^{* *} \mathrm{p}<0.05,{ }^{* * *} \mathrm{p}<0.01$.

Table 4: The Effect of the Number of Weekly and Daily Exams on National Exams' Scores, Samples By Ability

| Samples By Ability |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| A. Below Median (N=543,515) |  |  |  |  |
| Two - On Different Days | -0.00855 | -0.0120 | $-0.0200^{* * *}$ | $-0.0203^{* * *}$ |
|  | $(0.00764)$ | $(0.00739)$ | $(0.00601)$ | $(0.00573)$ |
| Two - On Same Day | $0.136^{* * *}$ | $0.146^{* * *}$ | 0.00330 | -0.00528 |
|  | $(0.0115)$ | $(0.0114)$ | $(0.00973)$ | $(0.00922)$ |
| Three Plus - On Different Days | 0.0134 | -0.000899 | $-0.0655^{* * *}$ | $-0.0624^{* * *}$ |
|  | $(0.0250)$ | $(0.0246)$ | $(0.0217)$ | $(0.0222)$ |
| Three Plus - Two On Same Day | $0.0548^{* * *}$ | $0.0542^{* * *}$ | 0.00153 | $-0.0260^{* * *}$ |
|  | $(0.0116)$ | $(0.0115)$ | $(0.00881)$ | $(0.00849)$ |
| Three Plus - Three On Same Day | 0.0197 | 0.0107 | $0.0565^{* * *}$ | -0.0117 |
|  | $(0.0206)$ | $(0.0204)$ | $(0.0160)$ | $(0.0148)$ |

## B. Above Median ( $\mathbf{N}=\mathbf{5 5 2 , 3 3 8 )}$

| Two - On Different Days | 0.00393 | 0.00117 | -0.00151 | -0.00513 |
| :--- | :---: | :---: | :---: | :---: |
|  | $(0.00612)$ | $(0.00600)$ | $(0.00490)$ | $(0.00484)$ |
| Two - On Same Day | $-0.0809 * * *$ | $-0.0755^{* * *}$ | $-0.0322^{* * *}$ | $-0.0348 * * *$ |
| Three Plus - On Different Days | $(0.00883)$ | $(0.00871)$ | $(0.00796)$ | $(0.00776)$ |
|  | $-0.0502 * * *$ | $-0.0619 * * *$ | $-0.0459 * * *$ | $-0.0645 * * *$ |
| Three Plus - Two On Same Day | $-0.06674)$ | $(0.0173)$ | $(0.0148)$ | $(0.0164)$ |
|  | $(0.00789)$ | $(0.00781)$ | $(0.00674)$ | $(0.00696)$ |
| Three Plus - Three On Same Day | $-0.0767 * * *$ | $-0.0847 * * *$ | -0.00192 | $-0.0512 * * *$ |
|  | $(0.0121)$ | $(0.0122)$ | $(0.0113)$ | $(0.0111)$ |


| Year of Test Fixed Effect | Yes | Yes | Yes | Yes |
| :--- | :--- | :--- | :--- | :--- |
| Student Characteristics | No | Yes | Yes | Yes |
| Test Characteristics and School Score | No | No | Yes | Yes |
| Student Fixed Effect | No | No | No | Yes |

Notes: The table presents the estimated coefficients of the effect of an additional weekly or daily exam on national exams' $\mathbf{z}$-score. In column 1, the model includes only the year-fixed effect. In column 2, the model also includes student characteristics: gender, father's and mother's education, and number of siblings. In column 3, the model also includes test characteristics: test order, number of days before the test, a dummy indicator for the exam's code (an exam fixed effect), a dummy indicator for the days of the week, and the exam's specific school z-score. In column 4, the model includes a student-fixed effect. Standard errors clustered by school X exam's code (in parentheses). * p < $0.10,{ }^{* *} \mathrm{p}<0.05,{ }^{* * *} \mathrm{p}<0.01$.

Table 5: The Effect of the Number of Weekly and Daily Exams on National Exams' Score, by


Notes: The table presents the estimated coefficients of the effect of an additional weekly or daily exam on national exams' $z$-score. In column 1, the model includes only the year-fixed effect. In column 2, the model also includes student characteristics: gender, father's and mother's education, and number of siblings. In column 3 , the model also includes test characteristics: test order, number of days before the test, a dummy indicator for the exam's code (an exam fixed effect), a dummy indicator for the days of the week, and the exam's specific school z-score. In column 4 , the model includes a student-fixed effect. Standard errors clustered by school X exam's code (in parentheses). ${ }^{*} \mathrm{p}<0.10,{ }^{* *} \mathrm{p}<0.05$, ${ }^{* * *} \mathrm{p}<$ 0.01 .

Table 6: The Effect of the Number of Weekly and Daily Exams on National Exams' Score, by Immigrant Status, Full Sample and Samples by Ability, and Gender

|  | Full Sample <br> (1) | Ability Below Median (2) | Ability <br> Above <br> Median <br> (3) | Girls <br> (4) | Boys <br> (5) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Weekly Tests |  |  |  |  |  |
| Two - On Different Days | $\begin{aligned} & -0.0109 * * \\ & (0.00456) \end{aligned}$ | $\begin{gathered} -0.0198 * * * \\ (0.00577) \end{gathered}$ | $\begin{aligned} & -0.00567 \\ & (0.00487) \end{aligned}$ | $\begin{aligned} & -0.0123 * * \\ & (0.00529) \end{aligned}$ | $\begin{gathered} -0.00307 \\ (0.00597) \end{gathered}$ |
| Two - On Different Days X Immigrant | $\begin{gathered} 0.0134 \\ (0.0234) \end{gathered}$ | $\begin{gathered} -0.0107 \\ (0.0321) \end{gathered}$ | $\begin{gathered} 0.0411 \\ (0.0271) \end{gathered}$ | $\begin{gathered} 0.0269 \\ (0.0278) \end{gathered}$ | $\begin{gathered} -0.0158 \\ (0.0359) \end{gathered}$ |
| Two - On Same Day | $\begin{aligned} & -0.0151^{* *} \\ & (0.00734) \end{aligned}$ | $\begin{gathered} 0.00116 \\ (0.00927) \end{gathered}$ | $\begin{gathered} -0.0325 * * * \\ (0.00781) \end{gathered}$ | $\begin{aligned} & -0.0206^{* *} \\ & (0.00851) \end{aligned}$ | $\begin{gathered} -0.00866 \\ (0.00972) \end{gathered}$ |
| Two - On Same Day X Immigrant | $\begin{gathered} -0.230^{* * *} \\ (0.0282) \end{gathered}$ | $\begin{gathered} -0.299 * * * \\ (0.0379) \end{gathered}$ | $\begin{gathered} -0.137 * * * \\ (0.0315) \end{gathered}$ | $\begin{gathered} -0.192 * * * \\ (0.0328) \end{gathered}$ | $\begin{gathered} -0.301 * * * \\ (0.0423) \end{gathered}$ |
| Three Plus - On Different Days | $\begin{gathered} -0.0623 * * * \\ (0.0158) \end{gathered}$ | $\begin{gathered} -0.0612 * * * \\ (0.0226) \end{gathered}$ | $\begin{gathered} -0.0638 * * * \\ (0.0167) \end{gathered}$ | $\begin{gathered} -0.0388 * * \\ (0.0193) \end{gathered}$ | $\begin{gathered} -0.0588 * * * \\ (0.0201) \end{gathered}$ |
| Three Plus - On Different Days X Immigrant | $\begin{gathered} -0.0537 \\ (0.0700) \end{gathered}$ | $\begin{aligned} & -0.0450 \\ & (0.106) \end{aligned}$ | $\begin{gathered} -0.0391 \\ (0.0824) \end{gathered}$ | $\begin{gathered} -0.0120 \\ (0.0816) \end{gathered}$ | $\begin{gathered} -0.102 \\ (0.101) \end{gathered}$ |
| Three Plus - Two On Same Day | $\begin{gathered} -0.0286 * * * \\ (0.00667) \end{gathered}$ | $\begin{gathered} -0.0242 * * * \\ (0.00853) \end{gathered}$ | $\begin{gathered} -0.0358 * * * \\ (0.00699) \end{gathered}$ | $\begin{gathered} -0.0232 * * * \\ (0.00787) \end{gathered}$ | $\begin{aligned} & -0.0191 * * \\ & (0.00867) \end{aligned}$ |
| Three Plus - Two On Same Day X Immigrant | $\begin{gathered} -0.0797 * * * \\ (0.0293) \end{gathered}$ | $\begin{gathered} -0.0907 * * \\ (0.0409) \end{gathered}$ | $\begin{gathered} -0.0745 * * \\ (0.0335) \end{gathered}$ | $\begin{gathered} -0.0732 * * \\ (0.0329) \end{gathered}$ | $\begin{gathered} -0.0950^{* *} \\ (0.0482) \end{gathered}$ |
| Three Plus - Three On Same Day | $\begin{gathered} -0.0322 * * * \\ (0.0109) \end{gathered}$ | $\begin{aligned} & -0.00513 \\ & (0.0149) \end{aligned}$ | $\begin{gathered} -0.0489 * * * \\ (0.0112) \end{gathered}$ | $\begin{gathered} -0.0141 \\ (0.0133) \end{gathered}$ | $\begin{gathered} -0.0400 * * * \\ (0.0133) \end{gathered}$ |
| Three Plus - Three On Same Day X Immigrant | $\begin{gathered} -0.293 * * * \\ (0.0488) \\ \hline \end{gathered}$ | $\begin{gathered} -0.379 * * * \\ (0.0649) \\ \hline \end{gathered}$ | $\begin{gathered} -0.192 * * * \\ (0.0634) \\ \hline \end{gathered}$ | $\begin{gathered} -0.338 * * * \\ (0.0655) \\ \hline \end{gathered}$ | $\begin{gathered} -0.233 * * * \\ (0.0670) \\ \hline \end{gathered}$ |

Notes: The table presents the estimated coefficients of the effect of an additional weekly or daily exam on an external exams' z-score, excluding the last exam day. All regressions include: year fixed effect, student characteristics (gender, father's and mother's education, and number of siblings), test characteristics (test order, number of days before the test, dummy indicator for the exam's code (an exam fixed effect), dummy indicator for the days of the week, and the exam's specific school zscore), and student-fixed effect. Standard errors clustered by school X exam's code (in parentheses). $* \mathrm{p}<0.10$, ** $\mathrm{p}<0.05$, *** $\mathrm{p}<0.01$.

Table 7: The Effect of the Number of Weekly and Daily Exams on National Exams' Score, by STEM, in
Full Sample and samples by Ability, and Gender

|  | Full Sample <br> (1) | Ability Below Median (2) | Ability Above Median (3) | Girls <br> (4) | Boys (5) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Weekly Tests |  |  |  |  |  |
| Two - On Different Days | $\begin{aligned} & -0.0114^{* *} \\ & (0.00494) \end{aligned}$ | $\begin{gathered} -0.0225^{* * *} \\ (0.00609) \end{gathered}$ | $\begin{aligned} & -0.00421 \\ & (0.00536) \end{aligned}$ | $\begin{aligned} & -0.0122 * * \\ & (0.00570) \end{aligned}$ | $\begin{aligned} & -0.00442 \\ & (0.00642) \end{aligned}$ |
| Two - On Different Days X STEM | $\begin{gathered} 0.000590 \\ (0.0108) \end{gathered}$ | $\begin{gathered} 0.0124 \\ (0.0153) \end{gathered}$ | $\begin{aligned} & -0.00724 \\ & (0.0107) \end{aligned}$ | $\begin{gathered} -0.000470 \\ (0.0125) \end{gathered}$ | $\begin{aligned} & 0.00241 \\ & (0.0139) \end{aligned}$ |
| Two - On Same Day | $\begin{gathered} -0.00924 \\ (0.00920) \end{gathered}$ | $\begin{aligned} & 0.00315 \\ & (0.0113) \end{aligned}$ | $\begin{gathered} -0.0246 * * \\ (0.0107) \end{gathered}$ | $\begin{gathered} -0.0126 \\ (0.0110) \end{gathered}$ | $\begin{aligned} & -0.00652 \\ & (0.0132) \end{aligned}$ |
| Two - On Same Day X STEM | $\begin{gathered} -0.0256 \\ (0.0156) \end{gathered}$ | $\begin{aligned} & -0.0135 \\ & (0.0203) \end{aligned}$ | $\begin{gathered} -0.0317 * \\ (0.0163) \end{gathered}$ | $\begin{gathered} -0.0366^{* *} \\ (0.0180) \end{gathered}$ | $\begin{gathered} -0.0131 \\ (0.0206) \end{gathered}$ |
| Three Plus - On Different Days | $\begin{gathered} -0.0688^{* * *} \\ (0.0159) \end{gathered}$ | $\begin{gathered} -0.0591^{* * *} \\ (0.0228) \end{gathered}$ | $\begin{gathered} -0.0788^{* * *} \\ (0.0172) \end{gathered}$ | $\begin{gathered} -0.0537 * * * \\ (0.0191) \end{gathered}$ | $\begin{gathered} -0.0532^{* *} \\ (0.0211) \end{gathered}$ |
| Three Plus - On Different Days X STEM | $\begin{gathered} 0.0125 \\ (0.0328) \end{gathered}$ | $\begin{aligned} & -0.00986 \\ & (0.0492) \end{aligned}$ | $\begin{gathered} 0.0314 \\ (0.0323) \end{gathered}$ | $\begin{gathered} 0.0426 \\ (0.0390) \end{gathered}$ | $\begin{aligned} & -0.0238 \\ & (0.0402) \end{aligned}$ |
| Three Plus - Two On Same Day | $\begin{gathered} -0.0228^{* * *} \\ (0.00753) \end{gathered}$ | $\begin{gathered} -0.0288^{* * *} \\ (0.00945) \end{gathered}$ | $\begin{gathered} -0.0219^{* * *} \\ (0.00797) \end{gathered}$ | $\begin{aligned} & -0.00996 \\ & (0.00889) \end{aligned}$ | $\begin{gathered} -0.0214^{* *} \\ (0.0102) \end{gathered}$ |
| Three Plus - Two On Same Day X STEM | $\begin{gathered} -0.0252^{*} \\ (0.0135) \end{gathered}$ | $\begin{aligned} & 0.00651 \\ & (0.0183) \end{aligned}$ | $\begin{gathered} -0.0463 * * * \\ (0.0133) \end{gathered}$ | $\begin{gathered} -0.0462 * * * \\ (0.0156) \end{gathered}$ | $\begin{aligned} & -0.00453 \\ & (0.0169) \end{aligned}$ |
| Three Plus - Three On Same Day | $\begin{gathered} -0.0158 \\ (0.0126) \end{gathered}$ | $\begin{gathered} 0.0110 \\ (0.0169) \end{gathered}$ | $\begin{gathered} -0.0321^{* *} \\ (0.0132) \end{gathered}$ | $\begin{aligned} & -0.0107 \\ & (0.0156) \end{aligned}$ | $\begin{aligned} & -0.0161 \\ & (0.0158) \end{aligned}$ |
| Three Plus - Three On Same Day X STEM | $\begin{gathered} -0.0561^{* * *} \\ (0.0216) \\ \hline \end{gathered}$ | $\begin{aligned} & -0.0575^{*} \\ & (0.0313) \\ & \hline \end{aligned}$ | $\begin{gathered} -0.0575^{* * *} \\ (0.0211) \\ \hline \hline \end{gathered}$ | $\begin{gathered} -0.0358 \\ (0.0261) \\ \hline \end{gathered}$ | $\begin{gathered} -0.0534^{* *} \\ (0.0264) \\ \hline \end{gathered}$ |

Notes: The table presents the estimated coefficients of the effect of an additional weekly or daily exam on national exams' z-score. All regressions include: year fixed effect, test characteristics (test order, number of days before the test, dummy indicator for the exam's code (an exam fixed effect), dummy indicator for the days of the week, and the exam's specific school z-score), and student-fixed effect. Standard errors clustered by school X exam's code (in parentheses). *p $<0.10,{ }^{* *} \mathrm{p}<0.05,{ }^{* * *} \mathrm{p}<0.01$.

Table 8: The Effect of the Number of Weekly and Daily Tests on a National Exams' Score, Including Exam Order in a Day

|  | Full Sample <br> (1) | Ability Below Median <br> (2) | Ability Above Median <br> (3) | Girls (4) | Boys (5) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Weekly Tests |  |  |  |  |  |
| Two - On Different Days | $\begin{aligned} & -0.0107 * * \\ & (0.00452) \end{aligned}$ | $\begin{gathered} -0.0201 * * * \\ (0.00573) \end{gathered}$ | $\begin{aligned} & -0.00492 \\ & (0.00483) \end{aligned}$ | $\begin{aligned} & -0.0118^{* *} \\ & (0.00525) \end{aligned}$ | $\begin{aligned} & -0.00309 \\ & (0.00592) \end{aligned}$ |
| Two - On Same Day | $\begin{gathered} 0.0116 \\ (0.00758) \end{gathered}$ | $\begin{aligned} & 0.0238 * * \\ & (0.00983) \end{aligned}$ | $\begin{aligned} & -0.00415 \\ & (0.00804) \end{aligned}$ | $\begin{gathered} 0.00912 \\ (0.00892) \end{gathered}$ | $\begin{aligned} & 0.0169^{*} \\ & (0.0101) \end{aligned}$ |
| Three Plus - On Different Days | $\begin{gathered} -0.0619 * * * \\ (0.0155) \end{gathered}$ | $\begin{gathered} -0.0612 * * * \\ (0.0221) \end{gathered}$ | $\begin{gathered} -0.0629 * * * \\ (0.0164) \end{gathered}$ | $\begin{gathered} -0.0383 * * \\ (0.0189) \end{gathered}$ | $\begin{gathered} -0.0586 * * * \\ (0.0198) \end{gathered}$ |
| Three Plus - Two On Same Day | $\begin{gathered} -0.0100 \\ (0.00684) \end{gathered}$ | $\begin{aligned} & -0.00699 \\ & (0.00881) \end{aligned}$ | $\begin{aligned} & -0.0173 * * \\ & (0.00717) \end{aligned}$ | $\begin{aligned} & -0.00176 \\ & (0.00809) \end{aligned}$ | $\begin{aligned} & -0.00219 \\ & (0.00896) \end{aligned}$ |
| Three Plus - Three On Same Day | $\begin{gathered} 0.0117 \\ (0.0118) \end{gathered}$ | $\begin{gathered} 0.0425^{* * *} \\ (0.0162) \end{gathered}$ | $\begin{aligned} & -0.00953 \\ & (0.0121) \end{aligned}$ | $\begin{gathered} 0.0301 * * \\ (0.0151) \end{gathered}$ | $\begin{aligned} & 0.00612 \\ & (0.0143) \end{aligned}$ |
| Second Test in a Day | $\begin{gathered} -0.0687 * * * \\ (0.00846) \end{gathered}$ | $\begin{gathered} -0.0652 * * * \\ (0.0107) \end{gathered}$ | $\begin{gathered} -0.0670^{* * *} \\ (0.00901) \end{gathered}$ | $\begin{gathered} -0.0712^{* * *} \\ (0.0100) \end{gathered}$ | $\begin{gathered} -0.0713^{* * *} \\ (0.0107) \end{gathered}$ |
| Third Test in a Day | $\begin{gathered} -0.122 * * * \\ (0.0172) \end{gathered}$ | $\begin{gathered} -0.144^{* * *} \\ (0.0243) \end{gathered}$ | $\begin{gathered} -0.102 * * * \\ (0.0175) \end{gathered}$ | $\begin{gathered} -0.125^{* * *} \\ (0.0204) \end{gathered}$ | $\begin{gathered} -0.125 * * * \\ (0.0214) \end{gathered}$ |
| N | 1,095,853 | 543,515 | 552,338 | 631,393 | 464,460 |

$\overline{\overline{\text { Notes: }} \text { The table presents the estimated coefficients of the effect of an additional weekly or daily exam on national exams' z- }}$ score. All regressions include year fixed effect, test characteristics (test order, number of days before the test, dummy indicator for the exam's code (an exam fixed effect), dummy indicator for the days of the week, and the exam's specific school z-score), student-fixed effect, indicators for the second exam in a day and an indicator for a third exam in a day. Standard errors clustered by school X exam's code (in parentheses). ${ }^{*} \mathrm{p}<0.10,{ }^{* *} \mathrm{p}<0.05,{ }^{* * *} \mathrm{p}<0.01$.

Table 9: The Effect of the Number of Weekly and Daily Tests on Cheating in the Exam, Full Sample

|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| :--- | :---: | :---: | :---: | :---: |
| More Than One Exam in a Week | $0.00108^{* * *}$ | $0.00115^{* * *}$ | $0.000962^{* * *}$ | $0.000888^{* *}$ |
|  | $(0.000322)$ | $(0.000322)$ | $(0.000338)$ | $(0.000360)$ |
| More Than One Exam in a Day | $0.00328^{* * *}$ | $0.00314^{* * *}$ | $0.00167^{* * *}$ | $0.00176^{* * *}$ |
|  | $(0.000516)$ | $(0.000513)$ | $(0.000587)$ | $(0.000588)$ |

$\mathrm{N}=\mathbf{5 9 8 , 3 5 8}$

| Year of Test Fixed Effect | Yes | Yes | Yes | Yes |
| :--- | :--- | :--- | :--- | :--- |
| Student Characteristics | No | Yes | Yes | Yes |
| Test Characteristics and School Score | No | No | Yes | Yes |
| Student Fixed Effect | No | No | No | Yes |
| Notes: The table presents the estimated coefficients of the effect of more than one exam in a week and more than one exam in a day |  |  |  |  |

Notes: The table presents the estimated coefficients of the effect of more than one exam in a week and more than one exam in a day on cheating in the exam. In column 1, the model includes only the year fixed effect. In column 2, the model also includes student characteristics: gender, father's and mother's education number of siblings. In column 3, the model also includes test characteristics: test order, number of days before the test, dummy indicator for the days of the week, and the exam's specific school z-score. In column 4, the model includes the student fixed effect. Standard errors clustered by school X exam's code (in parentheses).* $\mathrm{p}<0.10$, ** $\mathrm{p}<0.05,{ }^{* * *} \mathrm{p}<0.01$.

Table 10: The Effect of the Number of Weekly and Daily Tests on Cheating in the Exam, Samples By Student's Ability and Gender

|  | Ability: Below Median | Ability: Above Median | Girls | Boys |
| :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) |
| More Than One Exam in a Week | 0.00105* | 0.000706** | 0.000418 | 0.00160*** |
|  | (0.000551) | (0.000324) | (0.000391) | (0.000530) |
| More Than One Exam in a Day | 0.00369*** | -0.000569 | 0.00219*** | 0.00128 |
|  | (0.000902) | (0.000530) | (0.000647) | (0.000867) |
| N | 297,761 | 300,597 | 349,784 | 248,574 |

Table A1: Four Examples of a Student Exams Schedule, 2000 Exam Period

| Student ID | Subject | Exam Code | Week | Date | Day of Week | Start Time | Duration minutes |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Accounting | 855301 | 1 | 5/8/2000 | Monday | 9:00 AM | 180 |
| 1 | Hebrew | 905031 | 1 | 5/11/2000 | Thursday | 2:30 PM | 180 |
| 1 | Bible Studies | 5102 | 3 | 5/21/2000 | Sunday | 9:00 AM | 90 |
| 1 | Civil Studies | 913051 | 4 | 5/29/2000 | Monday | 2:30 PM | 90 |
| 1 | Bible | 5103 | 5 | 6/4/2000 | Sunday | 9:00 AM | 75 |
| 1 | English | 908643 | 6 | 6/13/2000 | Tuesday | 2:30 PM | 180 |
| 1 | History | 913091 | 6 | 6/16/2000 | Friday | 9:00 AM | 90 |
| 1 | Literature | 9112 | 7 | 6/18/2000 | Sunday | 4:30 PM | 75 |
| 1 | Mathematics | 35204 | 7 | 6/21/2000 | Wednesday | 10:45 AM | 180 |
| 1 | Bible | 2213 | 8 | 6/25/2000 | Sunday | 9:00 AM | 150 |
| 1 | Hebrew | 11101 | 8 | 6/30/2000 | Friday | 9:00 AM | 150 |
| 2 | Chemistry | 918651 | 1 | 5/8/2000 | Monday | 9:00 AM | 150 |
| 2 | Chemistry | 37201 | 1 | 5/8/2000 | Monday | 12:00 PM | 150 |
| 2 | Hebrew | 905031 | 1 | 5/11/2000 | Thursday | 2:30 PM | 180 |
| 2 | Civil Studies | 913051 | 4 | 5/29/2000 | Monday | 2:30 PM | 90 |
| 2 | Bible Studies | 5105 | 5 | 6/4/2000 | Sunday | 10:45 AM | 75 |
| 2 | English | 908653 | 6 | 6/13/2000 | Tuesday | 2:30 PM | 180 |
| 2 | History | 913091 | 6 | 6/16/2000 | Friday | 9:00 AM | 90 |
| 2 | Mathematics | 35101 | 7 | 6/21/2000 | Wednesday | 12:30 PM | 75 |
| 2 | Bible | 2212 | 8 | 6/25/2000 | Sunday | 9:00 AM | 150 |
| 3 | Hebrew | 905031 | 1 | 5/11/2000 | Thursday | 2:30 PM | 180 |
| 3 | Arabic | 910503 | 2 | 5/14/2000 | Sunday | 9:00 AM | 165 |
| 3 | History | 913061 | 2 | 5/16/2000 | Tuesday | 2:30 PM | 120 |
| 3 | Sociology | 931291 | 2 | 5/18/2000 | Thursday | 9:00 AM | 120 |
| 3 | Civil Studies | 913051 | 4 | 5/29/2000 | Monday | 2:30 PM | 90 |
| 3 | English | 908643 | 6 | 6/13/2000 | Tuesday | 2:30 PM | 180 |
| 3 | Mathematics | 35302 | 7 | 6/21/2000 | Wednesday | 9:00 AM | 180 |
| 3 | Mathematics | 35101 | 7 | 6/21/2000 | Wednesday | 12:30 PM | 75 |
| 3 | Bible Studies | 900091 | 8 | 6/25/2000 | Sunday | 9:00 AM | 135 |
| 3 | Psychology | 69201 | 9 | 7/3/2000 | Monday | 9:00 AM | 120 |
| 4 | Hebrew | 905031 | 1 | 5/11/2000 | Thursday | 2:30 PM | 180 |
| 4 | Bible | 6104 | 3 | 5/21/2000 | Sunday | 9:00 AM | 90 |
| 4 | Civil Studies | 913051 | 4 | 5/29/2000 | Monday | 2:30 PM | 90 |
| 4 | Bible | 6001 | 5 | 6/4/2000 | Sunday | 9:00 AM | 180 |
| 4 | Physics | 917531 | 5 | 6/7/2000 | Wednesday | 9:00 AM | 90 |
| 4 | Physics | 917521 | 5 | 6/7/2000 | Wednesday | 11:00 AM | 90 |
| 4 | Physics | 917551 | 5 | 6/7/2000 | Wednesday | 1:00 PM | 90 |
| 4 | English | 908653 | 6 | 6/13/2000 | Tuesday | 2:30 PM | 180 |
| 4 | Mathematics | 35302 | 7 | 6/21/2000 | Wednesday | 9:00 AM | 180 |
| 4 | Mathematics | 35101 | 7 | 6/21/2000 | Wednesday | 12:30 PM | 75 |
| 4 | Bible Studies | 2212 | 8 | 6/25/2000 | Sunday | 9:00 AM | 150 |
| 4 | Bible Studies | 38202 | 10 | 7/9/2000 | Sunday | 9:00 AM | 120 |

Notes: The table presents a schedule of exams for four students in 2000. The table links each exam to its subject and individual code, the week and date it was administered, and its start time and duration.

Table A2: The Effect of the Number of Weekly and Daily Tests on a National Exams' Score, By Sample Exclusion Restrictions

|  | Full Sample (copied from column 4 in Table <br> 3) <br> (1) | Excluding Students Who Skipped One Exam <br> (2) | Excluding Students Who Retook an Exam Taken Earlier in 12th Grade | Excluding Students Who Retook an Exam Taken in 10-11th Grade <br> (4) | Excluding Students Who Were Excluded in Columns 2-4 <br> (5) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Weekly Tests |  |  |  |  |  |
| Two - On Different Days | $\begin{aligned} & -0.0109 * * \\ & (0.00453) \end{aligned}$ | $\begin{aligned} & -0.0109 * * \\ & (0.00456) \end{aligned}$ | $\begin{aligned} & -0.0111^{* *} \\ & (0.00459) \end{aligned}$ | $\begin{aligned} & -0.0105 * * \\ & (0.00466) \end{aligned}$ | $\begin{gathered} -0.00995^{* *} \\ (0.00474) \end{gathered}$ |
| Two - On Same Day | $\begin{gathered} -0.0194 * * * \\ (0.00729) \end{gathered}$ | $\begin{gathered} -0.0238 * * * \\ (0.00737) \end{gathered}$ | $\begin{aligned} & -0.0179 * * \\ & (0.00743) \end{aligned}$ | $\begin{gathered} -0.0215^{* * *} \\ (0.00760) \end{gathered}$ | $\begin{gathered} -0.0250 * * * \\ (0.00777) \\ 0.0000 \end{gathered}$ |
| Three Plus - On Different Days | $\begin{gathered} -0.0633 * * * \\ (0.0155) \end{gathered}$ | $\begin{gathered} -0.0640^{* * *} \\ (0.0155) \end{gathered}$ | $\begin{gathered} -0.0620 * * * \\ (0.0156) \end{gathered}$ | $\begin{gathered} -0.0621^{* * *} \\ (0.0160) \end{gathered}$ | $\begin{gathered} -0.0614^{* * *} \\ (0.0161) \end{gathered}$ |
| Three Plus - Two On Same Day | $\begin{gathered} -0.0300 * * * \\ (0.00664) \end{gathered}$ | $\begin{gathered} -0.0334 * * * \\ (0.00668) \end{gathered}$ | $\begin{gathered} -0.0283 * * * \\ (0.00672) \end{gathered}$ | $\begin{gathered} -0.0305 * * * \\ (0.00679) \end{gathered}$ | $\begin{gathered} -0.0319 * * * \\ (0.00689) \end{gathered}$ |
| Three Plus - Three On Same Day | -0.0364*** | $-0.0400^{* * *}$ | -0.0301 *** | -0.0288** | -0.0280** |
|  | (0.0109) | (0.0109) | (0.0114) | (0.0114) | (0.0119) |
| N | 1,095,853 | 1,067,769 | 1,056,616 | 997,216 | 954,472 |

Notes: The table presents the estimated coefficients of the effect of an additional weekly or daily exam on a national exam's z-score. All regressions include: year fixed effect, student characteristics (gender, father's and mother's education, and number of siblings), test characteristics (test order, number of days before the test, dummy indicator for the exam's code, dummy indicator for the days of the week, and the exam's specific school z-score), and student-fixed effect. Standard errors clustered by school X exam's code (in parentheses). ${ }^{*} \mathrm{p}<0.10,{ }^{* *} \mathrm{p}<0.05,{ }^{* * *} \mathrm{p}<0.01$.

Table A3: 2000-2002 Early Data, The Effect of the Number of Weekly and Daily Tests on a National Exams' Score, Full Sample

|  | (1) | (2) | (3) | (4) | (5) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Weekly Tests |  |  |  |  |  |
| Two - On Different Days | $\begin{aligned} & 0.0321^{* * *} \\ & (0.00910) \end{aligned}$ | $\begin{aligned} & 0.0242 * * * \\ & (0.00854) \end{aligned}$ | $\begin{gathered} 0.00573 \\ (0.00656) \end{gathered}$ | $\begin{gathered} -0.0115^{*} \\ (0.00610) \end{gathered}$ | $\begin{gathered} -0.0114^{*} \\ (0.00610) \end{gathered}$ |
| Two - On Same Day | $\begin{gathered} 0.0611^{* * *} \\ (0.0124) \end{gathered}$ | $\begin{gathered} 0.0867 * * * \\ (0.0120) \end{gathered}$ | $\begin{aligned} & 0.000481 \\ & (0.0110) \end{aligned}$ | $\begin{aligned} & 0.00146 \\ & (0.0103) \end{aligned}$ | $\begin{gathered} 0.0229^{* *} \\ (0.0106) \end{gathered}$ |
| Three Plus - On Different Days | $\begin{gathered} 0.0202 \\ (0.0266) \end{gathered}$ | $\begin{gathered} 0.0240 \\ (0.0251) \end{gathered}$ | $\begin{gathered} -0.0365^{* *} \\ (0.0184) \end{gathered}$ | $\begin{gathered} -0.0537 * * * \\ (0.0180) \end{gathered}$ | $\begin{gathered} -0.0516 * * * \\ (0.0180) \end{gathered}$ |
| Three Plus - Two On Same Day | $\begin{gathered} 0.0423 * * * \\ (0.0116) \end{gathered}$ | $\begin{gathered} 0.0425 * * * \\ (0.0111) \end{gathered}$ | $\begin{gathered} 0.00787 \\ (0.00948) \end{gathered}$ | $\begin{gathered} -0.0332 * * * \\ (0.00904) \end{gathered}$ | $\begin{aligned} & -0.0188^{* *} \\ & (0.00921) \end{aligned}$ |
| Three Plus - Three On Same Day | $\begin{gathered} -0.0293 \\ (0.0196) \end{gathered}$ | $\begin{gathered} -0.0291 \\ (0.0194) \end{gathered}$ | $\begin{aligned} & -0.00162 \\ & (0.0192) \end{aligned}$ | $\begin{gathered} -0.0861 * * * \\ (0.0165) \end{gathered}$ | $\begin{gathered} -0.0513 * * * \\ (0.0174) \end{gathered}$ |
| Second Test in a Day |  |  |  |  | $\begin{gathered} -0.0501 * * * \\ (0.0113) \end{gathered}$ |
| Third Test in a Day |  |  |  |  | $\begin{gathered} -0.0981 * * * \\ (0.0231) \end{gathered}$ |
| $\mathrm{N}=598,358$ |  |  |  |  |  |
| Year of Test Fixed Effect | Yes | Yes | Yes | Yes | Yes |
| Student Characteristics | No | Yes | Yes | Yes | Yes |
| Test Characteristics and School Score | No | No | Yes | Yes | Yes |
| Student Fixed Effect | No | No | No | Yes | Yes |

Notes: The table presents the estimated coefficients of the effect of an additional weekly or daily exam on national exams' $z$-score. In column 1 , the model includes only the year fixed effect. In column 2, the model also includes student characteristics: gender, father's and mother's education, and number of siblings. In column 3 , the model also includes test characteristics: test order, number of days before the test, a dummy indicator for the exam's code, a dummy indicator for the days of the week, and the exam's specific school $z$-score. In column 4, the model includes a student-fixed effect. In column 5, the model also includes an indicator for a second test in a day and an indicator for a third test in a day. Standard errors clustered by school X exam's code (in parentheses). ${ }^{*} \mathrm{p}<0.10,{ }^{* *} \mathrm{p}<0.05,{ }^{* * *} \mathrm{p}<0.01$.


[^0]:    ${ }^{1}$ An example of such a dense exam schedule can be viewed on the website of the international baccalaureate program: https://www.ibo.org/. The May 2023 examination schedule often includes 4-6 daily exams, over six hours or more.

[^1]:    ${ }^{2}$ Surveys have found that up to $61 \%$ of companies use psychometric testing, rising to $75 \%$ within The Times' top 100 companies.
    ${ }^{3}$ This statement should be qualified since sometimes exams are densely scheduled in purpose where the objective is to assess performance under pressure.

[^2]:    ${ }^{4}$ Many countries administer a similar setup of exams at the end of high school to assess the three years of secondary school and as a doorway to higher education. The format and structure of high school exit exams vary significantly across countries. These exams have different names in different countries: Baccalauréat (France), A-levels (UK), Abitur (Germany), Selectividad (Spain), bagrut (Israel), and the Matura in many European countries. Other countries have similar high school exit exams, including Albania, Austria, Bosnia and Herzegovina, Bulgaria, Croatia, the Czech Republic, Hungary, Italy, Kosovo, Liechtenstein, Macedonia, Montenegro, Poland, Serbia, Slovakia, Slovenia, Switzerland, Ukraine. In the US, the SAT (scholastic assessment test) and its close competitor, the $A C T$ (American College Testing), are standardized college admissions tests rather than all-around final-year exam qualifications - the US High School diploma tends to fulfill the latter function. These exams are taken mainly at the end of high school. The number of subjects covered and the number of exams varies considerably across nations; in some, they include three exams, and in others, the program extends to $8-10$ exams. The exams usually occur during the end month of the last year of high school, in most countries, from mid-May to mid or end of June.
    ${ }^{5}$ Schools decide independently how many exams and subjects are scheduled for the end of 10th and 11th grade versus the end of 12 th grade. Typically, one exam is taken at the end of the $10^{\text {th }}$ and two at the end of the $11^{\text {th }}$ grade. Students choose their study program at the beginning or end of $10^{\text {th }}$ grade, at least two years before the schedule of bagrut exams at the end of $12^{\text {th }}$ grade is announced.

[^3]:    ${ }^{6}$ See, For example, Wößmann, 2003; Pischke, 2007; Marcotte and Hemelt, 2008; Lavy, 2015 and 2020; and Rivkin and Schiman, 2015.

[^4]:    ${ }^{7}$ The post-secondary education system in Israel consists of nine research universities that grant PhDs (as well as other degrees), approximately 50 academic colleges that offer undergraduate degrees (of which a minimal subset offer masters degrees), and a set of non-university institutions of higher education that confer teaching and vocational certificates. In addition, practical engineering colleges run two-year programs awarding degrees (or certificates) in electronics, computers, and industrial production. An additional two years of study in an engineering school is required to complete a BSc in engineering.

[^5]:    ${ }^{8}$ Public education in Israel includes the Jewish and Arab systems. These two have separate schools, curricula, and bagrut exams. Hebrew is the language used in Jewish schools, and Arabic is the languish of instruction in Arab schools. The study curriculum shares core subjects but has some unique subjects and bagurt exams.
    ${ }^{9}$ Since 21 bagrut credits are the minimum for obtaining a bagrut diploma, we chose the attainment of a 15 credits as the threshold for inclusion in the study sample. We note, however, that the results presented in the paper are not sensitive to increasing or lowering this threshold.
    ${ }^{10}$ For demographic variables, particularly parental years of schooling and number of siblings, missing values were replaced by the school by cohort average.

[^6]:    ${ }^{11}$ The number of daily tests ranges from one to three. The data for estimation consists of 6 students with four tests daily. We omitted these students from the study sample.

[^7]:    ${ }^{12}$ Each exam awards students with bagrut credits. An exam at the basic level yields three credits, intermediate level four credits, and advanced level 5 credits. Twenty-two bagrut credits are needed for bagrut certification.

[^8]:    ${ }^{13}$ There have been no particular regularities in the Ministry of Education's exam scheduling over the years, with the following few exceptions. English is scheduled as the first exam in three of the six years, Math is scheduled second in two of the six years.
    ${ }^{14}$ The exam fixed effect also neutralizes potential concerns that some exams are scheduled to allow more preparation time. However, there is no evidence that this is the case in the Israeli context.
    ${ }^{15}$ The importance of including a student fixed effect in a regression that estimates the effect of inputs in the education production function is also documented in Lavy (2020). This study estimated the effect of instructional time in school on test scores, and adding pupil fixed effect yielded estimates much lower than a regression that only controlled for observed student characteristics.

[^9]:    ${ }^{16}$ In a recent poll of hundreds of secondary school pupils, teachers, and parents that Accenture, Ireland, conducted in 2019, many students reported struggling with these subjects. About 69 percent of teachers and 56 percent of students agree that the STEM subject curriculum is too complicated and takes too much study time. Teachers believe students are most likely to drop out of higher-level maths, physics, and chemistry because the subjects are too complex for students ( 69 percent) and take up too much time ( 44 percent) [The Irish Times, Dec 4, 2019].
    ${ }^{17}$ An alternative to the interaction model is to split the sample into STEM and non-STEM exams. However, the latter has the disadvantage of estimating a different fixed effect for each student in the two regressions. I, therefore, preferred the model with all parameter estimates equal to STEM and non-STEM except the treatment effect.

[^10]:    ${ }^{18}$ I note again that this estimation is based on data for 2000-2002 because the information on disqualified exams is unavailable for 2003-2005. In appendix Table A3, I present estimates of the effect of multitasking on test scores based only on data for 2000-2002. The results in this table are very similar to those shown in Table 3, which are based on data for 2000-2005.
    ${ }^{19}$ The results are not changed when stratifying the sample by parental education instead of student ability, likely because these two variables are highly correlated.

[^11]:    Notes: The table presents means and standard deviations (in parentheses) of test characteristics in terms of weeks and days. Sections A-B and D-F are based on the
    2000-2005 sample. Section C is based on different samples covering the years 2000-2002.

