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recovered. This result raises questions concerning the conventional wisdom regarding intervening 
in a banking system amidst a systemic crisis.
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“A question you will ask is this—why are all the banks not to be reopened 
at the same time? The answer is simple. Your government does not intend that the 
history of the past few years shall be repeated…. We do not want and will not 
have another epidemic of bank failures.… Let me make it clear to you that if your 
bank does not open the first day you are by no means justified in believing that it 
will not open. A bank that opens on one of the subsequent days is in exactly the 
same status as the bank that opens tomorrow.” 

 
Fireside Chat “On the Banking Crisis”, March 12, 1933 

 

1. Introduction 

During banking panics, policymakers seeking to stem the stampede must convince 

investors that their funds are safe (Gorton and Tallman 2018). This task often involves rapidly 

responding with unique solutions to novel circumstances. Following the failure of Lehman 

Brothers in 2008, for example, the federal government rushed to provide assistance to and 

guarantee liabilities at all financial firms in afflicted sectors, even those like money market 

mutual funds, which had hitherto been lightly regulated and ineligible for assistance. Following 

the failures of Silicon Valley and Signature Banks in March 2023, the federal government rushed 

to reassure depositors that the FDIC would repay all of their funds in full even including 

uninsured deposits. The necessity and impact of these across-the-board, treat-all-firms-and-

depositors-equally, sector-wide interventions are the subject of debate. In 2008, leaders of the 

federal response argued that the rescue had to be universal to prevent the stigma of assistance 

from slowing the recovery of institutions identified as weaker, reallocating funds across the 

financial system, and impacting the recovery of commerce and industry. Many scholars – 

including Chang and Velasco (2000), Lacker (2008), Farhi and Tirole (2012), Chari and Kehoe 

(2016), and Keister (2016) – argue that such generous and unconditional assistance can be 

pernicious because expectations of bailouts – particularly those not conditioned on pre-panic 

behavior – incentivize risk-taking and engender financial instability. Yet no evidence exists that 



2 
 

signals sent by triaging depositories and targeting assistance at those in need through no fault of 

their own would have substantial (or any) effects.  

The debate continues because the counterfactual – a potentially stigma inducing 

intervention during a systemic crisis – has not been observed in OECD economies in recent 

generations. Systemic crises seldom occur and policymakers’ fear stigma to such an extent that 

rescue packages have been designed to prevent stigma from arising. Policymakers’ suppositions 

about stigma, in other words, lead them to implement policies that prevent researchers from 

testing the beliefs justifying those policies. To shed light on this debate, we analyze the most 

recent federal intervention during a systemic banking crisis that could have sent signals about the 

financial health of participating banks. Occurring during the banking panic at the nadir of the 

Great Depression in March 1933, the federal government ordered all depositories in the United 

States to cease operations and then over time authorized individual banks to reopen. This Bank 

Holiday was the largest federal intervention into the financial system ever, and marked the end of 

Great Depression’s bank runs and beginning of the economic rebound.  

Research on the Bank Holiday of 1933 has been limited due to data and methodological 

constraints. The few studies of the Holiday (i.e., Park 1991, Silber 2009, Dighe 2011, and Conti-

Brown and Vanatta 2021) use narrative accounts to argue about the aspect that allowed the 

Holiday to calm depositors but do not test their theories or discuss the intervention’s potential for 

stigma. To overcome the previous constraints and examine the role of stigma and signals in 

reopening, we construct a detailed quantitative history of the Holiday. Primary sources provide a 

data panel containing the balance sheets of all commercial banks in the United States before the 

onset and after the conclusion of the event. We supplement this with archival information 

documenting the timing and nature of the interventions that allowed commercial banks to resume 
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routine operations. We use qualitative and quantitative methods to understand why and how 

regulators determined which banks to reopen at what date. We then examine how balance sheets 

evolved given the date and terms of their reopening. Finally, we ask whether differential 

treatment of banks during the rescue – including signals concerning banks’ health and liquidating 

weak banks – impacted the economic recovery. 

The date of reopening was a signal that could be readily observed by the public. Our 

regressions reveal that rapid reopening signaled banks’ health to market participants. Later 

reopening signaled weakness. The signals were in part informative. They revealed information 

hitherto privately possessed by regulators and bankers since decisions about reopening dates 

were based in part upon that information. Our regressions show that larger banks and those with 

higher reserves and capital buffers were more likely to be quickly reopened. The signals, 

however, also contained noise, since regulators had limited time and information to determine 

which banks should reopen and regulators appear to have been influenced by outside factors. 

Regulators also had objectives other than bank health, such as rebooting the payment system or 

satisfying political supervisors, that induced them to reopen some weak banks early. These noisy 

signals had lasting consequences. They induced funds to flow toward rapidly reopened banks 

regardless of other observable information about their financial health. Relative to late reopeners, 

banks that reopened rapidly increased in size (i.e., total assets and deposits increased) and 

functioned more effectively as intermediaries (i.e., leverage as fraction of assets increased while 

holdings of reserves dropped back to pre-Depression levels). These changes in bank balance 

sheets last for decades. They also cumulated to the county level. Total deposits and lending 

increased in counties where banks on average reopened earlier relative to counties in the same 

state that reopened later.   
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Since the signals and stigmas sent by the pace of reopening shifted funds both within and 

across towns and counties, we can test how those signals and stigmas influenced a wide range of 

county-level economic measures – including retail sales, wholesale sales, value added by 

manufacturing, and the number of tax returns filed by high-income individuals. For both the 

initial phase of recovery from 1933 to 1935 and the longer term from 1933 to 1939, we find no 

relationship between early reopening (and the inflow of funds that this induced) and the pace of 

economic recovery.  

Our statistical analysis, therefore, yields novel conclusions about the Bank Holiday in 

1933 and rescues of banking systems in general. During the FDR’s Holiday, depositors 

responded to policymakers’ actions that signaled banks’ health. The stigma of late reopening had 

a large impact on banks’ balance sheets. It had, however, much less of an effect on the rest of the 

economy. In this way, the Bank Holiday suggests that the conventional wisdom of having across-

the-board interventions during financial crises to avoid stigma is not necessary, and there is little 

to no tradeoff between economic recovery and limiting moral hazard. 

The paper’s results shed light on the literature focused on how financial panics can be 

ended. Several studies have examined tools available for stopping runs (e.g., Calomiris et al. 

2004; Cecchetti et al. 2009; Boissay et al. 2020), but as highlighted by Gorton and Tallman 

(2018), often times these tools are not necessarily suited for quickly changing the opinions of 

depositors, especially when a crisis is already in action. During the Global Financial Crisis 

(GFC), for instance, these actions did not necessarily stop runs from occurring. Further, such 

government intervention has been shown to introduce moral hazard and risk-taking behavior 

(e.g., Acharya and Yorulmazer 2007; Diamond and Rajan 2012). Similar to currency depots used 

in the 1920s (e.g., Carlson et al. 2011), the Banking Holiday thus can be thought of as being 
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targeted directly at the confidence of depositors rather than propping up the losses of banks. By 

cutting through the asymmetric information problem and promising depositors that only good 

banks were reopened, the Holiday put the nation on solid financial footing allowing funds to 

flow back to banks without the typical drawbacks of government intervention.  

Along the same lines, our study of the Bank Holiday relates to policy discussions about 

stress tests during the GFC. Timothy Geithner, the former President of the New York Federal 

Reserve and then Secretary of the Treasury, credits stress tests as improving capital, reassuring 

the public, and helping the crisis subside. Subsequent research (e.g., Petrella and Resti 2013) 

confirms that they restored public confidence in financial institutions. The objective of stress 

tests was not unlike the Bank Holiday. Geithner (2014, p. 286) states that they “aimed to impose 

transparency on opaque financial institutions and their opaque assets in order to reduce the 

uncertainty that was driving the panic. It would help markets distinguish between viable banks 

that were temporarily illiquid and weak banks that were essentially insolvent.” As with the 

Holiday, regulators examined banks and the examination results were made known to the public. 

Thus, our analysis of the Holiday introduces new perspectives on full system exams, as opposed 

to just the largest institutions, as well as micro-level information on depositor responses. 

The transparency of the Bank Holiday’s reopening decisions provides a new perspective 

on the stigma literature (Armantier et al. 2015; Anbil 2018; Ennis 2019; Vossmeyer 2019), 

which has primarily focused on emergency liquidity programs for banks and the public’s 

perception of particular banks needing emergency assistance. While all banks were closed during 

the Holiday, which should reduce the stigma problem, the timing of reopening proved otherwise. 

Despite Roosevelt’s assurances that a bank reopened one day is in the same financial condition 

as a bank reopened at a later day, the public perceived the duration of closure as a signal of bank 



6 
 

strength. Our results shed light on the market scrutiny that banks faced for longer closures, 

similar to the scrutiny banks faced for approaching stigmatized lending facilities.  

Finally, the paper helps us better understand the path of the Great Depression. Authors 

have pointed to the role that deposit insurance (e.g., Freidman and Schwartz 1963), changing 

inflation expectations (e.g., Hausman et al. 2019), and gold restrictions (e.g., Romer 1992) had 

on the economic rebound, but this study shows that the Banking Holiday helped to put the nation 

back on a firm financial footing before these events occurred. The reopening of banks was met 

with public confidence and a surge of deposits back into the system. Similar to Pedemonte 

(forthcoming) who shows that Roosevelt’s 1935 fireside chat impacted consumer confidence, the 

assurance by Roosevelt and public rollout of the plan was likely a necessary feature in restoring 

depositor confidence. In this way, additional actions by Roosevelt, Congress, and the Fed might 

have been more effective at accelerating the country out of the Great Depression because the 

Banking Holiday had stabilized the financial system. We thus provide evidence for the general 

assertions of Park (1991), Silber (2008), and Conti-Brown and Vanatta (2021) and give more 

context to studies that emphasize later channels for influencing depositors’ beliefs about 

financial stability such as Sargent (1983), Temin and Wigmore (1990), and Eggertsson (2008).  

 

2. Panic and Holiday 

The banking panic in the winter of 1933 was the most severe in the history of the United 

States, draining over twenty percent of deposits from the financial system in just a few months. It 

forced commercial banks, savings depositories, investment firms, stock markets, Federal Reserve 

banks, and other financial institutions to cease operations, and it compelled local, state, and 

eventually the federal government to take aggressive actions. It was the culmination of the 
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economic contraction that began in 1929 and the series of banking crises that began in the fall of 

1930. The specific impetus for the mother of all banking crises remains in dispute. Accounts 

attribute its onset to political uncertainty following Roosevelt’s election in November 1932, to 

fears that the new administration might abandon the gold standard, to a run on the dollar driven 

by domestic and international concerns, to widespread malaise after the three worst economic 

years on record, to the failure of banks controlled by the Ford conglomerate, or to mistakes made 

by regulators and politicians trying to manage the Ford situations (Awalt 1969, Mitchener and 

Richardson 2019). The crisis culminated on March 3, 1933, when the New York Federal Reserve 

Bank’s gold reserves fell to their legal limit, and it indicated that it would not open for business 

the next morning. In response, New York Governor Herbert Lehman declared a state-wide 

holiday starting on Saturday, March 4, 1933, and President Roosevelt declared that a nationwide 

bank holiday would begin on the morning of March 6, 1933. 

 The administration acted rapidly to reopen the financial system. The Emergency Banking 

Act passed on March 9. The act strengthened federal regulation of the banks and allowed the 

Treasury to provide funds to assist financial institutions and to close or reorganize unsound 

banks. The act empowered the Secretary of the Treasury to issue licenses that allowed banks to 

reopen. Banks were to be divided by regulators into three categories: banks that were solvent and 

safe, banks that were insolvent or weakened but were capable of reopening after reorganization 

or recapitalization; and banks that were insolvent and would not be allowed to reopen.  

Roosevelt communicated his plan to reopen banks directly to the American people during 

his first Fireside Chat on March 12. He explained that most banks would be solvent if the public 

once again trusted them with their funds. In his view, the public had pulled their funds from 

banks due to fear and misinformation, saying they had been “stampeded by rumors or guesses.” 
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The prolonged reopening process was necessary to “permit the banks to make applications for 

necessary loans, to obtain currency needed to meet their requirements and to enable the 

Government to make common sense checkups.” He promised that only sound banks would 

reopen, and they would be supported by the government.1 While some banks would open before 

others, he emphasized that a “bank that opens on one of the subsequent days is in exactly the 

same status as the bank that opens tomorrow.” Roosevelt’s comments to the entire nation and 

memoirs of principals such as Awalt (1969) and Jones (Jones and Angly, 1951) make it clear that 

concerns about stigma were on policymakers’ minds.  

Outside of these assurances, relatively little was communicated to the public about how 

regulators decided which banks to reopen, reorganize, or liquidate. The reopening process 

proceeded gradually. On March 13, licensed banks in the twelve Federal Reserve Bank cities 

were allowed to be reopened. On March 14, licensed banks in the over 250 cities with 

clearinghouses were allowed to be reopened. On March 15 and thereafter, licensed banks in other 

locations could reopened. The tasks of recapitalizing, restructuring, and liquidating banks found 

to be unsound were pushed back in order to allow proper time for those processes to play out. 

Reopening decisions were decentralized based on the regulator in charge of the bank along with 

help from the Treasury and the Reconstruction Finance Corporation (RFC). The Office of the 

Comptroller of the Currency (OCC) and Federal Reserve were responsible for national banks and 

state Fed member banks. Each state’s banking authority was responsible for their state non-

member banks.  

Table 1 shows that 81% of Fed member banks and 64% of state non-member banks were 

allowed to reopen on an unrestricted basis by the end of March. Another 1,500 additional banks 

                                                           
1 The Fed was allowed to issue Federal Reserve bank notes secured by US obligations or any notes, drafts, or bills 
they acquired. Further, reopened banks were allowed to issue preferred stock that could be purchased by the RFC. 
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were fully licensed to reopen by the end of June. Most late reopeners were state non-member 

banks. The table also makes clear that there was a middle ground for state banks not mentioned 

by Roosevelt: restricted reopening. While national banks that had not reopened by March 16 

were placed in the hands of conservators, many states passed laws that allowed their state-

chartered banks to reopen subject to restrictions on the withdrawal of existing deposits and 

provision of loans. In Massachusetts, for instance, banks were initially required to limit 

withdrawals to $10 for the purpose of food, fuel, and medicine (Boston Globe, March 16, 1933). 

The amounts of these restrictions varied across states. Some had been put in place during the 

state-specific suspensions before the national bank holiday. In most cases, banks could still 

receive new deposits that were not subject to restrictions. Several states used the approach 

extensively, while others did not utilize it at all. Table 1 shows that almost 2,200 state banks 

were allowed to reopen under restriction during March, but only about half of all states permitted 

reopenings with restrictions. When the dust settled, just under 4,000 banks either closed 

permanently or had to be substantially recapitalized before reopening.  

Reopenings that did occur were met with a strong positive public response. Deposits 

came flowing back into the banking system immediately. Between March 4 and 15, $370 million 

in gold coin and gold certificates were deposited, which was more than all that had been 

withdrawn during 1933. In the second half of March, another $260 million was returned (Federal 

Reserve Board 1934, p. 15).  

Banks that survived the winnowing during the Holiday also changed their behavior. The 

Federal Reserve Board (1933, p. 209) reported that member banks reduced borrowing at Reserve 

Banks by $1 billion between March 4 and April 5. Banks increased lending and reduced the 

proportions of funds held as reserves. Bankers acted as if they expected depositors to refrain 
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from running on banks and firms’ prospects to improve. Investors throughout the nation 

concurred. The stock market soared. The Dow Jones Industrial Average increased by 15.34 

percent between March 3 (the last trading day before the Bank Holiday) and March 15 (the day 

the New York Stock Exchange resumed). The index continued to rise and nearly doubled by the 

end of June. 

 

3. Data 

 While prior studies have examined the aggregate timing of events during the Banking 

Holiday, the questions asked in this essay – why did regulators reopen some banks rather than 

others and how did depositors respond to regulators’ choices? – require detailed information on 

all the commercial banks in operation, the dates and condition of each banks’ reopening, and 

information about shocks impacting banks during the contraction of the early 1930s.  

We compile this information from a range of sources. The identities and financial data for 

all commercial banks in the United States at the June call in 1932 and 1933 come from Rand 

McNally’s Bankers Directory. This directory was the most widely used compendium of bank 

balance sheets available to the public during the 1930s.2 It provides detailed bank-level balance 

sheet information for all banks in 1932 prior to the Bank Holiday and in 1933 after it was over. 

We drop out branches, private banks, government institutions, cash depositories, and mutual 

savings banks using information in Rand McNally. We determine which state banks were Fed 

members at the end of 1932 and their Federal Reserve District using the Annual Report of the 

Federal Reserve Board for 1932.  

                                                           
2  Contemporary writers such as Awalt highlighted that decisions were made with information from previous call 
reports and examinations.  Moreover, in late-1932 and early-1933, many states did not publish individual balance 
sheets for their banks, leaving the July Rand McNally as the only comprehensive source of information for the 
period and the latest information available to the public prior to the Bank Holiday. Also important to note is that 
income statements and loan loss provisions were not reported even by state officials during this period.  
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While data from Rand McNally illuminates the initial wave of reopenings and outcomes 

in the year 1933, we extend the balance sheet data forward in two different ways. First, we 

collect annual national bank balance sheet data for 1928 through 1940 from the OCC to provide 

a longer-run lens to examine these issues. Second, we obtain county-level aggregates of total 

deposits starting in 1941 and going through 1964. The data allow us to show how long the 

deposit differences across locations persisted. 

 To determine which banks were in operation at the start of the Bank Holiday, we extract 

all banks that ceased operations or merged with other institutions between June 30, 1932 and 

March 5, 1933. Information for these changes in status comes from the Federal Reserve’s 

Division of Bank Operations St. 6386 forms, which report changes in status of each individual 

commercial bank in the United States between January 1929 and March 1933 (Richardson, 

2007). We cross match this information with notes on changes in bank status reported in Rand 

McNally in July 1933. 

 We determine the fate of each bank between the onset of the Holiday, March 6, and the 

end of the reopening and reorganization process in June 1933 using internal Federal Reserve 

documents that list all banks that were fully reopened or reopened with restrictions in each 

district by week. Comprehensive weekly reports exist up until March 29. After that point, Fed 

districts reported information less consistently. To ensure comprehensive coverage, we 

supplement the archival data with information on banks’ status and reopening dates reported in 

Rand McNally in July 1933. 

 Our efforts indicate that 16,790 commercial banks in business on March 6. At the end of 

March, 11,793 banks were reported as being fully reopened. Another 1,685 banks were reopened 

under restrictions. Nearly 85% of the unrestricted reopenings occurred within the first week. 
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Figure 1 shows the distribution of reopenings by county. In many states, reopening rates in the 

weeks immediately after the Holiday differed substantially across counties, with a high fraction 

(even 100%) of banks reopening immediately, while in adjacent counties a much lower fraction 

of banks (often below 60%) reopened.  

 We supplement information about banks with information on a wide range of supporting 

variables. Demographic and economic information on the county in which the bank was located 

comes from the census of 1929 from Haines (2008) and Haines et al. (2018). County-level 

electoral data standardized by Clubb et al. (2006) allow us to test whether politics influenced 

reopening decisions.3 We also collect information on county-level economic activity over the 

period, including the value of retail sales from Fishback et al. (2005)4, the number of individuals 

filing tax returns from Fishback et al. (2011), the value of wholesale sales from Bureau of the 

Census (1937a), and the value added by manufacturing from Bureau of the Census (1937b).  

 

4. Regulators’ Decisions About Reopening 

The initial step of our analysis is to determine why regulators reopened some banks 

rapidly, other banks with a delay of a few weeks, and another set of banks with a long delay or 

not at all. This step is necessary to determine information the public might have gleaned from the 

rate of reopening. We will show that the reopening date did signal something about banks’ 

health. It was strongly correlated with balance sheet about banks’ health in the hands of 

regulators but unavailable to much of the public. The signals, however, also contained noise, 

since regulators reopened some unhealthy banks rapidly while some healthy banks remained 

closed. The noise probably arose because regulators had limited time and information to 

                                                           
3 Studies (e.g., Wright 1974; Wallis 1991, 1998, 2001) have shown that variation in New Deal spending can be at 
least partially explained by political factors as well as economic ones. 
4 These data have been made available at:  http://www.u.arizona.edu/~fishback/Published_Research_Datasets.html.  

http://www.u.arizona.edu/~fishback/Published_Research_Datasets.html
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determine which banks should reopen. Regulators also appear to have been influenced by 

political factors and policy objectives other than bank health. 

This section analyzes regulators’ decision to reopen banks in two ways. First, we 

examine qualitative evidence left by regulators and policymakers that describes how they made 

their decisions. Second, we analyze the data described in the previous section to determine the 

rules that regulators followed when reopening banks. 

 

4.1 Narrative Evidence of Reopenings 

 The most detailed description of the reopening process comes from the Francis Awalt 

(1969) who was acting Comptroller of the Currency between September 1932 and May 1933. He 

thus oversaw the rise of banking instability and participated first-hand in the Bank Holiday’s 

reopenings. Published after his death, his recollections provide a behind-the-scenes account of 

the period and shed light on important factors for our empirical analysis.  

While there were cursory discussions prior to March about which banks could be 

reopened after a suspension, work to identify which banks to reopen did not begin until the 

Emergency Banking Act was coming into focus. Indeed, Awalt did not ask the twelve Chief 

National Bank Examiners to start dividing banks into the three stability categories until March 

8th, and banks’ recent examinations were utilized rather than conducting new examinations 

before the initial reopenings. The reopening decisions of national banks were recommended by 

the Chief National Bank Examiners, an assistant in the Comptroller’s Office, and by Awalt, but 

had to be approved by each Federal Reserve District bank. The Treasury pushed for each Fed’s 

approval because they were required to support reopened banks in their district. State banks went 

through a similar process through their state’s regulatory officials. 
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Awalt highlights a variety of factors that played into the reopening decisions. First, he 

communicates that bank stability was one of the most important aspects of the reopening. 

Initially, Awalt estimated that only about 2,500 national banks had the liquidity to reopen and 

meet all demands made on them, but his estimate rose to about 5,300 banks with the additional 

liquidity provision provided by the Emergency Banking Act. It seems that the decision to reopen 

banks immediately hinged on their having either sufficient liquidity in general or at least 

sufficient assets that could be used to borrow from the Fed if necessary. However, Jesse Jones, 

head of the RFC, highlights that banks often slipped through the cracks: “In those feverish days 

and nights, it was difficult to decide whether a bank was truly sound…Mistakes were inevitable. 

A great many unsound banks were allowed to resume business” (Jones and Angly 1951, p. 21).  

Indeed, we find examples of banks that closed only a few weeks after they were reopened.  

 Second, Awalt highlights that regulators were concerned about the geographic coverage 

of reopened banks. The nation needed open banks to allow the payments system to function and 

prevent business disruptions. He relates: “It was necessary that, as far as possible, banks be 

opened to afford every community with some banking service” (p. 363). One of the early steps 

Awalt took was to physically map out the sound banks that he thought could be reopened without 

additional liquidity. The initial distribution was apparently too thin and was a primary reason 

why the Emergency Banking Act’s lending provisions were needed.5  

 Finally, the record suggests that there might have been different decisions made across 

different locations and bank types. Awalt references that various Fed presidents had different 

views on providing liquidity, and the broader evidence barres this out (e.g., Friedman and 

Schwartz 1963; White 2015). Further, there seems to have been some concern with turning state 

                                                           
5 Even after the initial reopenings, the approach was borne out in the Fed Board’s 1933 Annual Report (p. 25) which 
highlighted the recapitalization of banks was “utilized chiefly in connection with bank reorganization for the 
purpose of extending essential banking services to communities that lacked such services”. 
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non-member banks over to state authorities. Not only were most state banks subject to fewer 

requirements and less frequent examinations, but the historical record also contains many 

instances where state regulators encouraged state bank growth relative to national banks by 

lowering requirements (e.g., Board of Governors 1932; White 1983; Komai and Richardson 

2014; Mitchener and Jaremski 2015). Even without explicit favoritism, different regulations and 

opinions across states could have played a role in what types of banks were reopened.  

 

4.2 Empirical Analysis of Reopenings 

 Regulators received general guidelines about how to choose banks to reopen, but no 

specific list of instructions. They choose based upon their knowledge of each banks’ financial 

status, standards of practice then in use to identify unhealthy banks, and rules of thumb rapidly 

devised to help them sort through the thousands of decisions that they needed to make to get the 

financial system up and running in a few weeks. To uncover common patterns underlying their 

decisions, we employ an iterative statistical approach.  

 Initially, we examine individual factors related to the bank itself. These include measures 

of potential risk based on balance sheet position: the logarithm of total assets, loans to assets, 

paid-in capital, surplus, and undivided profits to assets (i.e., capital to assets), and cash, 

exchanges, and due from banks to total deposits (i.e., cash to deposits). These measures are 

similar to those found to be correlated with the probability of bank failure in academic papers 

examining eras such as the 1920s agricultural depression (Jaremski and Wheelock 2019), Great 

Depression (White 1984, Richardson and Troost 2009), 1980s-90s (Wheelock and Wilson 2000), 

and Great Recession (Cole and White 2012). They are also similar to measures which regulators 

use to determine the health of bank balance sheets during modern stress tests. We also include 
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the logarithm of the bank’s age as well as indicators for whether the bank was a national bank or 

a state Fed member bank (with state non-member banks as the excluded group) and whether it 

operated any branches outside of the city of its headquarters. 

Second, we include basic demographic control variables on the county itself. These 

variables include: the logarithm of population in 1929, fraction of the county living in an urban 

location of 2,500 or more people in 1929, the fraction of the adult population that is illiterate in 

1929, the fraction of the population that is non-white in 1929, the fraction of owner-operator 

farms that had mortgage debt in 1929, indicators for whether the bank was located in a city that 

was designed a Central Reserve City, Reserve City or had an active clearinghouse in place in 

1932 and the logarithm of the number of banks in the county in 1932. The variables account for 

regional variation that could influence bank operations, but are unlikely influence regulators 

directly. We, therefore, include them in the models but do not report their statistics to save space. 

We also include information on economic and political factors of each county. These include: the 

logarithm of the number of farms per capita, the logarithm of the number of manufacturing 

establishments per capita, and the fractions of votes for the Democrat candidates in the House of 

Representatives elections of 1930 and the Presidential election of 1932. 

Third, we add information on the rest of the banking community within the bank’s town. 

As highlighted by Awalt, geographic proximity was important to keep the payments system 

afloat. A bank’s relative position rather than the exact value of its position thus might have been 

important when there were few options available. In addition to a dummy variable for whether 

the bank was the only one in the town, we control for the fraction of those other banks that were 

national banks, the fraction of those other banks that were state member banks, the logarithm of 

average assets in other banks, the average ratios of loans to assets, capital to assets, and cash to 
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deposits in other banks in the town. For brevity, we suppress several of these variables from our 

output tables but can make them available.  

Fourth, we control for the state in which the bank was located. The narrative evidence 

indicated that various regulators had different risk preferences in mind and Mitchener (2005, 

2007) demonstrates the importance of different regulatory regimes in each state. Figure 1 has 

also shown that certain geographic areas had a much lower proportion of reopened banks. We, 

therefore, include state-fixed effects to strip out any differences across states and focus only on 

variation across banks within the same state.6  

We estimate the probability of fully reopening anytime during March using a logit model: 

𝑅𝑒𝑜𝑝𝑒𝑛𝑒𝑑𝑀𝑎𝑟𝑐ℎ𝑖

= 1{𝛼 + 𝐵𝑎𝑙𝑆ℎ𝑒𝑒𝑡𝑖
′𝛽𝐵𝑆 + 𝐶𝑜𝑢𝑛𝑡𝑦𝑖

′𝛽𝐶 + 𝐸𝑐𝑃𝑜𝑙𝑖
′𝛽𝐸𝑃 + 𝑂𝑡ℎ𝑒𝑟𝐵𝑎𝑛𝑘𝑠𝑖′𝛽𝑂𝐵

+ 𝑆𝑡𝑎𝑡𝑒𝑖
′𝛽𝑆 + 𝜖𝑖 > 0}                                                                                                    (1) 

where 𝑅𝑒𝑜𝑝𝑒𝑛𝑒𝑑𝑀𝑎𝑟𝑐ℎ𝑖 is an indicator for whether bank i was fully reopened before March 29, 

1933, 𝐵𝑎𝑙𝑆ℎ𝑒𝑒𝑡𝑖 is a vector of balance sheet measures of bank i in June 1932, 𝐶𝑜𝑢𝑛𝑡𝑦𝑖 is a 

vector of county demographic and locational controls for bank i, 𝐸𝑐𝑃𝑜𝑙𝑖  is a vector of county 

economic and political variables for bank i, 𝑂𝑡ℎ𝑒𝑟𝐵𝑎𝑛𝑘𝑠𝑖 is a vector of information on other 

banks in the same town as bank i, 𝑆𝑡𝑎𝑡𝑒𝑖 is a vector of state fixed effects, and 𝜖𝑖 is the error term 

which is clustered by county.  

 The marginal effects of the estimated coefficients for equation (1) are presented in Table 

2. Starting with the basic model, we see that reopenings in March are positively associated with 

the size of the bank’s assets, the amount of capital to assets, and the amount of cash to deposits, 
                                                           
6 The use of state-fixed effects avoids omitted variable bias but prevents us from understanding whether 
higher/lower reopening rates were driven by some unknown state-level stability factor rather than some personal risk 
preference of the regulators. In the Appendix, however, we introduce a number of state-level variables that control 
for the state’s regulatory environment and financial concerns to show the state-fixed effects are not being driven by 
regulatory differences but rather by other factors.  
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whereas they are negatively associated with loans to assets. Moreover, the estimates suggest that 

those banks that were subject to higher requirements and supervision (i.e., national banks and 

state Fed member banks) were more likely to be reopened in March than state non-member 

banks. The bank-level results remain even when county-level demographic controls and state-

fixed effects are added. 

 In column (2), we add the county, economic, and political controls to the model. Several 

of the variables played a statistically significant role in reopening decisions. First, banks in 

counties with more farms had a higher probability of being reopened. This matches with the 

period as farmers in most of the county relied on state bank credit to finance the crop and 

purchase land (see for instance, Jaremski and Fishback 2018). As such, regulators might have 

chosen to reopen more banks in agricultural areas where access to other sources of funding were 

limited. Second, the data indicate that politics also played a role in reopening decisions. 

Specifically, banks in areas that seemed to swing against their 1930 pattern and vote for 

Roosevelt in 1932 had fewer reopenings than other locations. It is possible that this was an 

attempt to win the future political votes of those places that were not already solidly in 

Roosevelt’s corner. The inclusion of state fixed effects in column (4) reduces the statistical 

significance of several variables in the model which vary substantially across states but little over 

time during the period of our study. Specifically, the effect of manufacturing establishments, 

farm mortgages, and Democrat voting in lose their statistical significance. 

In column (3), we add the town-level bank comparison values. Here, the only variable 

that is consistently significant is fraction of banks in the town that are national banks. The 

positive coefficient suggests that there might be some positive spillover effects of good banking 

areas, rather than a relative competition amongst banks in a location.  
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 We build on the state-fixed effect model in column (4) of Table 2 with “Best Subsets” 

regressions as described by Lawless and Singhal (1978). The approach estimates all 

combinations of the variables and selects the best-fitting models that contain one variable, two 

variables, three variables, and so on. The approach identifies factors that had the largest 

statistical connection to the reopening decision and whether the importance of a variable relies 

on the inclusion of other variables in the model. To make the results tractable, we include the 

location controls and state fixed effects in all models and select additional subsets beyond them. 

The variables contained in each of the selected best subsets are presented in Table 3. Cash to 

deposits is selected as the highest predictor of reopening immediately followed by bank size, 

capital to assets, and loans to assets. The fraction of a city’s banks that were national banks as 

well as the fraction of the county that voted for Roosevelt in 1932 are also chosen relatively high 

in the model.  

Even though the balance sheet risk factors and other variables are relevant predictors of 

reopening decisions, it is important to point out that even the fully specified model with state-

fixed effects can only correctly classify about 77.4% of reopening decisions (in-sample 

classification). To assess out-of-sample accuracy and to explore important features in model 

specification, we consider several binary classification machine learning methods, including 

random forest, support vector machines, k-nearest neighbor, neural networks, and logistic 

regression. For each approach, we use 20% of our sample for training and 80% for testing, and 

we include all variables except for the state indicators. Further, we run each model 20 times, 

randomizing the training sample, to ensure each bank receives a prediction. Combining the 

predictions across the 100 estimations and using a 0.50 predictive probability cutoff for the 0 and 

1 predictions, the overall accuracy is about 76% (the unconditional probability of reopening is 
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69%). Thus, the information from the combined model predictions is useful, but there remains 

noise. Some misclassification is from unobservables, such as management quality. For instance, 

all models predict that Harriman National Bank and Trust Company in New York City should 

have reopened early, as the bank’s balance sheet was large and liquid in the 1932 call reports. 

However, the bank was not reopened early in the Holiday and in 1934 the bank’s president was 

convicted of bank fraud. Other misclassification is likely due to regulators guessing asset values. 

Jones stated, “The plunge in values, particularly market ones, made one man’s guess as good, or 

bad, as another’s in assessing the probably worth of many a bank’s portfolio” (Jones and Angly 

1951, p. 21). The most important features from the random forest specification – the most 

accurate model by a slight margin – largely agree with the best subsets output. The four most 

important features in the probability of reopening model are: (Cash and Due from 

Banks)/Deposits (Capital and Surplus)/Assets, Ln(Total Assets), and Loans/Assets. Of the 29 

variables in the model, these four variables carry 32% of the weight in the random forest model, 

12.6%, 6.6%, 6.4%, and 6.4% respectively. 

 In the Appendix, we describe and report a variety of robustness checks on the reopening 

regressions. We estimate the regressions controlling for the changes in county-level economic 

conditions during the Great Depression using the logarithm change in retail sales per capita 1929 

to 1933. We re-estimate the regressions when dropping out any county with a city of 25,000 or 

more people as large cities had many more banks competing and more diverse business interests. 

We re-estimate the regressions only for those state non-member banks that either reopened fully 

or had a restricted reopening in March, as well as break up the sample by bank type: national 

banks, state Fed member banks, and state non-member bank to capture the different regulatory 

agencies. Finally, we re-estimate the model separately by the number of banks in a city. If 
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regulators were focused on making sure there was sufficient banking coverage across the United 

States to allow the payments system to function, then they could have made differential choices 

in locations with very few banks relative to those with many. In all cases, the predictive power of 

the balance sheet factors is similar to Table 2. 

   

5. Speed, Stigma, and Depositors’ Reactions 

The previous section showed that regulators and policymakers feared reopening banks on 

different dates might signal health for some banks while stigmatizing others. Our regressions 

demonstrate their fears had a foundation in fact. Regulators rapidly reopened many healthy 

banks. Banks with substantial liquidity, big capital buffers, and large size reopened on average 

before weaker banks. Early reopening, therefore, should have served as a positive signal to the 

public, who had limited access to information about banks’ health. Later reopening, on the other 

hand, should have signaled that a bank likely had a weaker balance sheet with less liquidity and 

lower reserves of owners’ equity. This section tests this question whether the public responded to 

these signals at the bank and county-level. 

 

5.1 Bank-Level Differences 

We begin by analyzing balance sheets for all banks in the U.S. from Rand McNally for 

1932 and 1933. Because banks that remained unlicensed in July 1933 did not publish balance 

sheet information in Rand McNally, we have a balanced sample of surviving banks that were 

fully reopened by July 1933. The linear model estimated by OLS is:  

∆𝐵𝑎𝑙𝑆ℎ𝑒𝑒𝑡𝑖 =  𝑎 + 𝑅𝑒𝑜𝑝𝑒𝑛𝑒𝑑𝑀𝑎𝑟𝑐ℎ𝑖′𝛽𝑅 + 𝐶𝑜𝑢𝑛𝑡𝑦𝑖
′𝛽𝐶 + 𝐸𝑐𝑃𝑜𝑙𝑖

′𝛽𝐸𝑃 + 𝑆𝑡𝑎𝑡𝑒𝑖
′𝛽𝑆 + 𝜖𝑖       (2) 
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where ∆𝐵𝑎𝑙𝑆ℎ𝑒𝑒𝑡𝑖 is the change in each balance sheet measure examined above for bank i 

between July 1932 and July 1933, and the rest of the variables retain their previous definitions. 

Because the sample is now restricted to surviving banks, the results for 𝑅𝑒𝑜𝑝𝑒𝑛𝑒𝑑𝑀𝑎𝑟𝑐ℎ𝑖 are 

for banks that reopened earlier, relative to banks that reopened later. 

 The top panel of Table 4 presents coefficients estimated for equation (2) for each 

balance-sheet variable. The data show that rapidly reopened banks saw significantly more 

growth in assets and declines in their capital and cash buffers, relative to banks that fully 

reopened between April and July 1933. A bank that fully reopened in March rather than April, 

May, or June had 15% more assets in July 1933, a cash to deposits ratio that was 2.7 percentage 

points lower, and a capital-to-assets ratio that was 2.0 percentage points lower. These results 

indicate that rapidly reopened banks were able to significantly decrease the cash and capital 

buffers that had helped them survive the panic and allowed them to be reopened early. To put it 

another way, banks that reopened quickly received more deposits than banks that reopened 

slower.7 This pattern is a standard symptom of stigma, which suggests banks that reopened after 

a delay were stigmatized (i.e., depositors put fewer deposits in these banks because they believed 

they were weaker or in some other way worse than banks reopened earlier. 

 To give a closer comparison, we narrow the sample to only state non-member banks. The 

approach allows us to examine the difference between banks that fully reopened in March, banks 

that had restricted reopenings in March but fully reopened by July, and those banks that did not 

reopen in March but reopened fully between April and July. The bottom panel of Table 4 

provides this analysis and shows similar results. Those state non-member banks that immediately 

and unconditionally reopened had larger asset growth and declines in their capital and cash 

                                                           
7 As shown in the appendix, these results are not being driven by recapitalization. If anything, banks reopened later 
received more capital injections than those that were reopened in March. 
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buffers when compared to other state banks. Even those banks that were allowed to reopen under 

restrictions in March 1933 saw higher asset growth and declines in reserves and capital than 

those who were not opened in any capacity in March 1933, but instead reopened in April, May or 

June. The effect of either type of reopening on loans to assets is negative and statistically 

significant for state non-member banks.  

A clear message arises from Table 4. Banks that reopened by March 29 received larger 

inflows of funds than banks that reopened later, typically in early April. Early reopened banks 

also put their resources to more productive uses. They held lower reserves of capital and held 

less of their resources as cash in their vaults or interbank deposits. They expanded investments, 

although largely through expanding holdings of bonds and securities, rather than local lending, 

which seems to decline as a fraction of their balance sheets over time.  

  An enhanced understanding of the impact of the signals/stigmas sent by rapid reopening 

can be gained by examining depositors’ responses relative to publicly observable pre-panic 

information about banks’ health. As shown in other papers (e.g., Gorton and Pennacchi 1990; 

Calomiris and Wilson 2004; Calomiris and Jaremski 2019), depositors were highly sensitive to 

observable bank risk and we would expect them to respond positively to the same factors (i.e., 

cash/deposits and capital/assets) that caused regulators to quickly reopen banks in the first place. 

Therefore, it is helpful to see whether the signal sent by a bank’s own observables was more 

important to depositors than the signal sent by regulators reopening it early. Figure 2, therefore, 

depicts this information using bin scatter plots of log deposit growth from July 1932 to July 1933 

relative to each bank characteristics measure in July 1932 separately for banks that reopened 

early and banks that reopened later. Deposits overall in July 1933 were lower than they had been 

a year earlier, before the nationwide panic which brought on the Banking Holiday, although they 
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were substantially higher than in March 1933, at the nadir of the panic and trough of the 

Depression. Panel A examines the capital/assets ratio (i.e., 1/leverage ratio), and Panel B 

examines the cash/deposits ratio (i.e., reserves). The data show two results.  

First, banks with higher capital and reserves saw lower drops in deposits between 1932 

and 1933. However, the slope of the relationship between bank fundamentals and deposit growth 

differed for banks that were reopened early and those that were reopened later. Specifically, bank 

fundamentals had less of an effect on deposit growth for early reopened banks than for later. This 

difference is particularly large for the capital ratio as having high capital ratios had little effect on 

banks that were reopened early, and a substantial effect on later reopened banks. 

Second, for any capital or reserve ratio, banks that reopened early had a significantly 

lower drop in deposits between 1932 and 1933 than banks that reopened later. The signal of early 

reopening, in other words, was sufficient to convince depositors to place their funds back in 

those banks regardless of their initial fundamentals. The difference caused by the early reopening 

signal was large enough that even the most observably safe banks that reopened later had lower 

deposit growth then the most observably risky banks that reopened early. 

The evidence from the Rand McNally data is consistent with the hypothesis that 

depositors favored banks that reopened early and discriminated against banks that reopened later. 

However, the limited number of time periods prevents us from testing whether this differential 

behavior continued further in time. To carry out a longer-run analysis, we examine the data 

provided by the OCC for all national banks from 1928 to 1940.  

 We estimate a bank fixed-effect panel data model with an interaction between the 

reopening variable and the time-fixed effects. The time interactions before the Holiday provide 

some measure on how banks that would be reopened in March 1933 were trending during the 
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Great Depression downturn, while the interactions after 1932 show how those banks changed 

after the Bank Holiday. For bank i in year t, the model is: 

𝐵𝑎𝑙𝑆ℎ𝑒𝑒𝑡𝑖𝑡 =  𝛼𝑖 + 𝜂𝑡 + (𝑅𝑒𝑜𝑝𝑒𝑛𝑒𝑑𝑀𝑎𝑟𝑐ℎ𝑖 ∗ 𝑌𝑒𝑎𝑟𝑡)′𝛽1  + ∑ (𝐹𝑒𝑑𝐷𝑖𝑠𝑡𝑖𝑑 ∗ 𝑌𝑒𝑎𝑟𝑡)′𝛽2𝑑
12
𝑑=2 +

                            (𝐿𝑛𝑃𝑜𝑝𝑖 ∗ 𝑌𝑒𝑎𝑟𝑡)′𝛽3 + 𝜖𝑖𝑡                                                                                           (3)  

where 𝐵𝑎𝑙𝑆ℎ𝑒𝑒𝑡𝑖𝑡 is the level of one of the balance sheets measures, 𝛼𝑖 represents bank-fixed 

effect parameters, 𝜂𝑡 represents the year-fixed effect parameters, (𝑅𝑒𝑜𝑝𝑒𝑛𝑒𝑑𝑀𝑎𝑟𝑐ℎ𝑖 ∗ 𝑌𝑒𝑎𝑟𝑡) is 

an interaction between the March reopening indicator and a vector of year indicators, 

(𝐹𝑒𝑑𝐷𝑖𝑠𝑡𝑖𝑑 ∗ 𝑌𝑒𝑎𝑟𝑡) is an interaction between a Federal Reserve district indicator and a vector 

of year indicators, and (𝐿𝑛𝑃𝑜𝑝𝑖 ∗ 𝑌𝑒𝑎𝑟𝑡) is an interaction between the 1930 population of the 

county in which the bank was located and a vector of year indicators. The interaction between 

Fed District and time controls for the various monetary policies and discount rate approaches 

taken by individual Fed districts during the early portion of the Great Depression as well as 

differential regional growth across the country, while the interaction between population and 

time helps control for any differential changes across time due to urbanization.  

 We display the results for the balanced panel of banks present from 1928 through 1940 in 

Figure 3. Due to the large number of coefficients, we graph the results of equation (3) for each 

outcome in Table 4, but the Appendix provides the table of coefficients for our full balanced 

sample as well as for subsamples consisting of (a) banks in counties without a city of 25,000 or 

more and (b) banks in counties that had at least one national bank reopened in March and at least 

one national bank that was reopened later in the year. Yielding similar results, these subsamples 

can be thought of as robustness checks that provide a closer comparison group of banks.  

Figure 3 indicates that immediate and delayed reopened national banks were similar in 

1929, especially when focused on the narrower samples of banks. However, during the 1929 to 
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1933 downturn, those banks that would be reopened in March 1933 performed better relative to 

banks reopened later. By 1932, national banks that would be reopened in March 1933 were 

larger, had larger reserve and capital buffers, and had fewer loans to assets than national banks 

opened later in the year. This offers evidence that regulators were identifying more solvent banks 

to reopen quickly.  

There is an abrupt change in balance sheet behavior between December 1932 and 1933 

that matches the cross-sectional results in Table 3 for all banks. Specifically, there is a significant 

increase in assets at quickly reopened banks and declines in both cash and capital buffers relative 

to banks reopened later in the year. In fact, the declines in cash and capital are so large that they 

reverse their previous trends. The cross-sectional difference in assets in 1932 of 6.6% grows to 

39.6% by 1933, and the differences in cash to deposits and capital to assets go from 2.1 

percentage points and 1.7 percentage points to -6.6 percentage points and -3.1 percentage points, 

respectively. The cross-sectional difference in loans to assets, on the other hand, continues to 

slowly decline over the period. Quickly reopened banks reaped substantial benefits relative to 

banks that fully reopened later. They not only received the lion’s share of returning deposits, but 

also were able to operate with sufficiently lower capital and reserve ratios. The results for assets 

and capital continue through 1940, suggesting a more permanent effect of the Bank Holiday on 

bank balance sheets.8 

 Taken as a whole, the balance sheet regressions indicate that depositors took the speed of 

reopening as a signal of financial stability, stigmatizing slowly reopened banks. To put it another 

way, depositors preferred those banks that were reopened quickly even though many other banks 

opened just a few weeks later. The finding that the effect seems to be persistent long after banks 

                                                           
8 While we find some convergence of deposit growth between quickly reopened national banks and those reopened 
later by 1940 for national banks with high capital and reserve ratios in 1932, there is still a growth difference in 
1940 for those with lower values.  
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were reopened lends weight to the hypothesis that the Bank Holiday’s release of information 

from the timing of reopenings was responsible for the public’s increased confidence rather than 

Roosevelt’s promise to support reopened banks. If the unconditional guarantee of support was 

responsible for the public response, we would expect a fast convergence of balance sheets. 

 

5.2 County-Level Depositor Differences 

 Our findings regarding individual banks should be assessed in light of the patterns 

apparent in Figure 1, which showed that bank reopening rates varied substantially from county to 

county within the same state. Some of the cross-county variation reflected differences in bank 

health, but much arose from non-economic factors, such as our political variables and apparently 

idiosyncratic delays in the reopening process. It is certainly possible that funds were simply 

shifted across institutions in the same location, but given that many areas had only a few banks, 

it is likely that the signal associated with quick reopenings could have led to a redistribution of 

funds across counties and regions. We test this redistribution by examining whether reopening 

rates led to sizable differences across counties in both short and long time horizons. 

 We employ the county-level deposit aggregates that were published in county databooks 

and collected by Paul Rhode.9 The data span 1941 through 1964, from which we calculate the 

log change in deposits at the county level. We consider differences from 1932 of banks that 

survived to the Bank Holiday to 1933, aggregating Rand McNally data to the county level. We 

also consider the difference between 1932 and several later years provided in the Rhode 

database. The county-level regression model is:  

                                                           
9 As shown in the Appendix, the bank-level results for the logarithm of deposits are similar if not larger than the 
results for the logarithm of assets.  
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∆𝐷𝑒𝑝𝑜𝑠𝑖𝑡𝑠𝑐 =  𝑎 + %𝑅𝑒𝑜𝑝𝑒𝑛𝑒𝑑𝑀𝑎𝑟𝑐ℎ𝑐′𝛽𝑅 + 𝐶𝑜𝑢𝑛𝑡𝑦𝑐
′𝛽𝐶 + 𝐸𝑐𝑃𝑜𝑙𝑐

′ 𝛽𝐸𝑃 + 𝑆𝑡𝑎𝑡𝑒𝑐
′𝛽𝑆

+ 𝜖𝑐       (4) 

where ∆𝐷𝑒𝑝𝑜𝑠𝑖𝑡𝑠𝑐 is the log change in deposits for county c between 1932 and the specified 

year, %𝑅𝑒𝑜𝑝𝑒𝑛𝑒𝑑𝑀𝑎𝑟𝑐ℎ𝑐 is the fraction of banks in county c that were fully reopened in March 

1933, and the rest of the variables retain their previous definitions because they were already 

measured at the county level. We also consider a specification where we add the fraction of 

banks in county c that were reopened under restrictions in March 1933.  

Table 5 reports the estimated coefficients of Equation (4) starting the initial change 

between 1932 and 1933 and moving to longer time horizons out to 1964. The data show that 

deposit growth is positively associated with the fraction of banks that were reopened early in a 

county. As would be expected, the effect is largest in June 1933 when many banks were still 

closed and operating under restrictions, but deposits continued to be larger in counties with a 

higher proportion of March reopenings through in 1941. Specifically, a 10-percentage point 

increase in fraction of unrestricted reopenings in March is associated with a predicted increase in 

deposits of 6.1% in 1933 and 1.8% in 1941. The growth was substantial and sustained. It lasted 

through the 1930s, the Second World War and Korean War, and until at least 1954. The 1950s 

were a period of substantial increases in branching and consolidation thus suggesting that the 

new corporate strategies helped fill some of the gaps left behind by the Bank Holiday. 

 

6. Consequences for Commerce and Industry 

The previous section demonstrates that depositors read early reopening as a signal of 

bank quality, stigmatizing banks that reopened later. This result raises the specter of 

policymaker’s fears, that the signals and stigmas sent by procedures for rebooting the banking 
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system might have reallocated resources through the financial system and impact the economic 

recovery. Their fears seem plausible. It is shared with modern policymakers, who have used it to 

justify broad bailouts of the banking system in recent decades. Additionally, a wide range of 

evidence demonstrates that economic activity contracted more in counties which experienced 

more bank failures and larger deposit drains during the contraction from 1929 to 1933 (e.g., 

Ziebarth 2013; Mladjan 2019; Cohen et al. 2021). In this section, we examine how the 

differential treatment of banks during the Holiday impacted the economic recovery of 

communities in which those banks operated. Thus far, we’ve shown that the closures played a 

large role in the redistribution of financial assets among depository institutions, but the real 

effects remain an open question.  

 We examine the Holiday’s effect on a range of county-level economic outcomes. The 

first is retail sales, which is the best available measure of county gross output, as retail sales 

account for 70% of gross domestic output. The second is the number of individuals filing tax 

returns, capturing the number of high-income individuals in an area (as relatively few households 

had to file). Third, the value of wholesale sales is a good measure of county-level production and 

commerce. Finally, the value added by manufacturing captures the increase in gross domestic 

product in a county due to activities of manufacturing firms. We employ a cross-sectional linear 

model where the outcomes are the growth rate for each variable from 1933 through 1935 and the 

growth rate of retails sales and tax returns for 1933 through 1939 (data from 1939 is extant only 

for those two variables). In this way, we capture not only different types of growth that the 

presence or absence of banking might influence, but also look at medium and longer run effects. 

The models also control for the change in each outcome variable from 1929 to 1933 and the 
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change the number of banks from 1929 to the start of the Bank Holiday to account for the depth 

of the Depression. 

 The model is:  

∆𝑌𝑐 =  𝑎 + %𝑅𝑒𝑜𝑝𝑒𝑛𝑒𝑑𝑀𝑎𝑟𝑐ℎ𝑐′𝛽𝑅 + 𝐶𝑜𝑢𝑛𝑡𝑦𝑐
′𝛽𝐶 + 𝐸𝑐𝑃𝑜𝑙𝑐

′ 𝛽𝐸𝑃 + 𝑆𝑡𝑎𝑡𝑒𝑐
′𝛽𝑆 + ∆𝑌𝑐,29−33𝛽𝑦

+ ∆𝐵𝑎𝑛𝑘𝑠𝑐,29−33𝛽𝑏 + 𝜖𝑐       (5) 

where ∆𝑌𝑐 is the logarithm change in one of the four outcome variables for county c, ∆𝑌𝑐,29−33 is 

the logarithm change in the outcome variable between 1929 and 1933 for county c, 

∆𝐵𝑎𝑛𝑘𝑠𝑐,29−33 is the logarithm change in the number of banks between 1929 and the start of the 

Bank Holiday for county c, and the rest of the variables retain their previous definitions.  

Table 6 displays the estimated coefficients for equation (5). Specifically, we focus on the 

fraction of banks reopened early (which Table 5 showed was highly correlated with deposit 

growth) to see whether regulator fears were justified. Despite a number of different 

specifications and controls, the results are quite clear. The fraction of banks fully reopened in 

March 1933 does not significantly predict any of our outcomes for economic activity regardless 

of the different time horizons. If anything, states’ decisions to reopen banks under restrictions 

might have had a negative effect on retail sales but is not significantly correlated with other 

growth outcomes. Therefore, while the signals and stigmas sent by the reopening process during 

the Bank Holiday impacted banks and the allocation of resources available to bankers, these 

signals and stigmas do not seem to have impacted broader economic activity.  

Reported in the Appendix, we estimate a variety of robustness checks on these growth 

regressions. First, we show the results are robust to dropping out counties with large cities of 

over 25,000 people in 1930. Second, we show that the results are not being driven by counties 

where all or no banks were fully reopened in March. Third, we show that the results are similar 
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when replacing the fraction of banks that were fully reopened with the fraction of assets of 

reopened banks, the number of reopened banks, an indicator for whether all of a county’s banks 

were fully reopened in March, and an indicator for whether all of a county’s banks were fully 

reopened by July. In this way, the growth results are robust to a large number of specifications 

and subsamples of the data. 

Our results regarding lasting stigmas, deposit redistribution, and economic growth require 

explanation. A large literature indicates bank failures and the decline in lending inhibited 

industry and commerce during the contraction from 1929 to 1933 (see among others Bernanke 

1983, Richardson and Troost 2009). These studies, in general, find that the decline in banking 

prevented firms from acquiring working capital and financing production and distribution. 

Counties in which more banks failed saw larger declines in economic output, particularly regions 

where local banks with specialized knowledge financed local industries. 

We find the opposite did not occur during the expansion. Our finding has two likely 

explanations. First, economic theory indicates that credit frictions should bind more tightly 

during contractions, when liquidity constraints bind more tightly and threaten financiers 

solvency, than during expansions, when liquidity is abundant and inexpensive (Nosal and 

Rocheteau, 2017). Second, from 1932 onward, the federal government established an expanding 

set of programs to ensure that firms and entrepreneurs who needed working capital could access 

those funds at reasonable cost. These program included (a) creating the Reconstruction Finance 

Corporation, initially to funnel funds to commercial banks, but later to directly finance firms in a 

wide range of industries; (b) amending the Federal Reserve Act to allow the Reserve Banks to 

loan funds directly to businesses in their district which could not acquire credit from a 

commercial bank; and (c) establishing a range of additional agencies to loan funds to farms, 
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utilities, and local governments. The head of the RFC, Jesse Jones, described how these agencies 

worked together to ensure that businesses had sufficient credit from 1933 forward. Firms seeking 

funds from the RFC or Fed were initially directed to local banks. If the banks appeared reluctant 

to extend credit on reasonable terms, the RFC and Fed would initially offer to extend a portion of 

the loan, with the remainder extended by the local bank. This arrangement reduced the default 

risk borne by the bank and guaranteed that the loan would be accepted at face value as collateral 

by the RFC or at the discount window, eliminating any liquidity risk. Arrangements like these 

enabled most firms to acquire credit at a reasonable cost. The remainder could apply for funds 

directly to federal agencies (Jones and Angly 1951). 

 

7. Conclusion 

Commercial banks periodically encounter problems which can force some institutions out 

of business. Policymakers worry failures of even a few influential banks could trigger contagion 

throughout the financial system and hinder the ability of manufacturers and merchants to finance 

ongoing activities. Policymakers then face a dilemma. They can act during a crisis to rescue 

troubled banks, but these actions reduce bankers’ incentives to prepare for the next crisis, 

reducing the stability of the financial system and making future interventions more likely. In 

modern times, government typically err on the side of stopping the present banking panic with 

broad bailouts that treat creditors symmetrically to ensure that the government’s actions do not 

cast stigmas on institutions and exacerbate the situation. The federal governments’ reaction to the 

recent failures of Silicon Valley and Signature Banks – in which the government promised 

payment in full to all depositors in those institutions and also suggested support would be given 
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to all banks. Yes, everyone is supported today, critics asset, but how will that influence their 

behavior in the future. 

Our research suggests that the intertemporal implications of interventions into banking 

systems could be better balanced. The Banking Holiday of 1933 was largest intervention into the 

financial system during the worst contraction amidst the worst banking crisis in the history of the 

United States. Government leaders worried that treating banks differently based upon their 

financial status would send signals that advantaged some banks and stigmatized others. Our 

research indicates that these signals did, in fact, occur, and they influenced depositors’ 

allocations of funds across financial institutions. The impact of these stigmas on banks’ balance 

sheets lasted for at least a decade. The impact shifted substantial funds and financial resources 

across counties and probably had a big impact on banks’ bottom lines and bankers’ pocketbooks. 

The impact did not, however, carry over to commerce and industry, probably because the 

government established an array of lending programs to ensure that all firms had access to credit 

during the recovery. The example of the Banking Holiday suggests that policymakers’ fears 

today – that policies which do not treat all banks equally will stigmatize some institutions, slow 

efforts to restore the financial system to full operation, and hinder the economic recovery – are 

overwrought. Even substantial stigmas like those sent during the Banking Holiday can be 

overcome by the array of policies established to aid banks and firms during the 1930s, almost all 

of which remain in place today  
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Appendix on Robustness Checks 

 Throughout the paper, we mention various robustness checks or extensions of our 

models. To save space, we do not describe those regressions in detail but instead briefly 

highlight their results. In this Appendix, we describe those alternative specifications in more 

detail for interested readers. Each section details the alternative specifications for the three 

different types of models (e.g., reopening, balance sheet growth, and economic growth). 

 

A1. Alternative Specifications for Reopening Regressions  

Table 2 shows the estimates coefficients for the reopening regressions across all banks. 

We undertake a series of robustness checks of the results in Table A1 using subsamples of the 

data. First, we re-estimate the regressions when controlling for changes in county-level economic 

conditions during the Great Depression using the logarithm change in retail sales per capita 1929 

to 1933. As this growth rate stretches through 1933, it could be endogenous to bank reopenings 

in March 1933. Therefore, we only include it to show that the results are not sensitive to 

potential omitted variables correlated with the depth of the economic downturn in the bank’s 

area. The inclusion of the variable, however, has no effect on the other previously important 

variables. 

Second, we re-estimate the regressions when dropping out any county with a city of 

25,000 or more people. Large cities had many more banks competing and more diverse business 

interests. As such, regulators might have examined banks more carefully and taken a different 

approach than in rural areas. Column (1) provides the results of the full model when these 

counties are removed, but the results remain relatively similar to those in Table 2.  
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 Third, we re-estimate the regressions only for those state non-member banks that either 

reopened fully or had a restricted reopening in March. This narrows down the sample to banks 

that were considered by state regulators to at least be solvent enough to be reopened partially. If 

bank solvency was of primary concern, then we should still see a difference between these 

banks. The results in Column (2) show similar effects for the balance sheet variables, but 

weakened effects of the economic and political characteristics which is to be expected given that 

the sample’s banks were in much more similar locations.  

 Fourth, we break up the model by bank type: national banks, state Fed member banks, 

and state non-member banks. Grouping banks together treats the model as if all banks were 

regulated by the same entities when in reality each had different regulatory agencies. Columns 

(3), (4), and (5) of Table 4 provide the estimates of equation (1) separately by bank type. There 

are notable similarities and differences amongst the bank types. The data show that the amount 

of assets, cash to deposits, and capital to assets matter regardless of the bank type, but the effect 

of loans to assets and bank age only affect state non-member banks. The amount of farming in 

the county only influences the reopening of state banks, whereas national politics only play a role 

in the reopening of national banks. This matches the historical record as national banks had 

restrictions on real estate lending and thus state banks provided more agricultural credit. Further, 

national politics were probably only meaningful for national-level decisions that could be 

influenced by those politics rather than state officials who were more concerned with local 

politics.  

 Finally, we re-estimate the model separately by the number of banks in a city. If 

regulators were focused on making sure there was sufficient banking coverage across the United 

States to allow the payments system to function, then they could have made differential choices 
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in locations with very few banks relative to those with many. While the previous models have 

accounted for relative comparisons with other banks in the same city, they do not allow the 

effects of the main variables to vary by local competition. Table A2, therefore, presents the 

results when estimating equation (1) separately for banks that were the only bank in their city, 

banks that had only one other bank in their city, banks that had two other banks in their city, and 

banks that three to six other banks in their city. The results for the bank stability variables are 

relatively similar across the specifications with the exception of loans to assets.  

 

A2. Alternative Specifications for Balance Sheet Regressions  

Table 4 and Figure 3 shows the estimates coefficients for the change in balance sheet 

measures across banks. Here, we examine a number of different robustness checks.  

First, we show that the bank-level results are likely being driven by depositors rather than 

recapitalization. To do this, we re-estimate equations (2) and (3) for the logarithm of deposits 

and for the logarithm of capital. In the full sample of banks (Table A3) as in the national bank 

sample (Table A4), we find that quickly reopened banks had substantially more deposits between 

1932 and 1933 and if anything, a relative decline in capital. Alternatively, when restricting the 

sample to non-fed state member banks, we find a positive effect on both deposits and capital. 

However, even in this smaller sample, the effect on deposits is significantly larger than that for 

capital. Looking deeper at the data, this positive effect of reopening on capital is driven by non-

reopened banks decreased their capital rather than reopened banks increasing their capital. As 

such, it seems like late reopen banks had to take more losses as a result of stigma compared to 

quickly reopened ones. 
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Table A5 shows the coefficients for the national bank panel both for the balance sample 

of banks shown in Figure 3, but also for two different subsamples. The first subsample drops out 

counties with large cities to avoid financial centers, whereas the second focuses only on those 

banks that were counties that had at least one reopened bank in March and one reopened bank 

between April and December. In both cases, we find that the results are similar to those reported 

in the paper. 

Figure A1 shows the bin scatter plots of deposit growth for only national banks. This is 

done both for growth between 1932 and 1933 similar to that in Figure 2, but also for growth 

1932 through 1940. Similar to the national bank regressions, both sets of scatter plots require a 

national bank to have been present in from 1928 through 1940. The results for 1932 to 1933 

confirm that scatter plots of Figure 2. Despite both groups having a positive correlation between 

deposit growth and the balance sheet fundamentals, national banks that reopened in March 1933 

had substantially higher growth than those who reopened thereafter. Again, the effect of each 

balance sheet fundamental also has less of an effect on growth for the quickly reopened banks 

than later ones. The results for 1932 through 1940 show some convergence over time between 

the two groups. National banks with high capital and reserve requirements in 1932 have similar 

growth over the rest of the decade. However, national banks with lower capital and reserve 

requirements in 1932 but were reopened quickly still see higher growth relative to national banks 

with lower capital and reserve requirements that were reopened later. We take this as suggestive 

evidence that the stigma effect declined over time for surviving banks but still remained from 

some institutions in 1940. 
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A3. Alternative Specifications for County-Level Growth Regressions  

Table 6 shows the estimates coefficients for the economic growth regressions across all 

counties. However, it is possible that the full sample is being distorted by certain types of 

counties and areas. We, therefore, estimate several additional specifications using subsamples of 

the data. First, in Table A6, we re-estimate the growth regressions when dropping out those 

counties with a very large city (i.e., over 25,000 in 1930). These cities were likely to have been 

financial centers and could have had sufficient banking resources to carry on despite a few 

closures. The results, however, are very similar across all the outcomes. 

Second, in Table A7, we re-estimate the growth regressions when dropping those 

counties that either had all of their banks fully reopened in March or had none of them reopen. 

These counties were more likely to be smaller counties with very few banks and could skew the 

results based on their extreme reopening values. Nevertheless, the results are again consistent 

with those from Table 6. The fraction of banks in the county that fully reopened in March is not 

significantly correlated with any of the economic outcomes we study. 

Third, in Table A8, we replace our main explanatory variable (i.e., fraction of banks in 

the county the fully reopened) with several different measures of reopening. Specifically, we 

utilize the fraction of assets of reopened banks, the number of reopened banks, an indicator for 

whether all of a county’s banks were fully reopened in March, and an indicator for whether all of 

a county’s banks were fully reopened by July. These each capture slightly different sources and 

sizes of variation, but they all yield the same basic result: no measure of reopening at the county-

level is correlated with any growth outcome. 
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Appendix on State Differences in Reopening Rates 

The paper showed that regulators worked hard to take bank risk into account when 

choosing which banks to reopen and depositors responded to that effort. However, these 

observations do not mean that regulators were perfect. As highlighted by Awalt (1969), Ranjit 

(2011), and others, regulators were tasked with identifying solvent banks in a very short time-

span without the benefit of new examinations. Mistakes were inevitable and regulators’ 

preferences were bound to creep into the decisions. This reality does not change that the Bank 

Holiday marked the end of bank runs and rebound of deposits, but it does bring up the question 

of what caused the substantial variation in state-level variation in reopenings.  

Seen in Figure 1, while the average March unrestricted reopening rate was 69 percent, 

Wisconsin, Vermont, and Iowa reopened fewer than 35 percent of their banks and Rhode Island 

and Wyoming reopened more than 95 percent. The reopening models sought to eliminate these 

differences by controlling for location and regulatory characteristics that differ across states. 

Regardless, including state-fixed effects still had some effect on the classification rate and 

masked several other variables. The problem with state-fixed effects is that they are a black box. 

We know they have explanatory power but do not know what factors are driving it. Here we 

introduce a number of state-level variables that control for the state’s regulatory environment and 

financial concerns to separate the regulatory environment from other factors important across 

states. These include an indicator for whether the state suspended payments before March 4th, the 

minimum capital of state banks in 1929, an indicator for whether the state required double 

liability of state bank stockholders in 1929, and the reserve requirement for country state banks 

on demand deposits in 1929. 
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In Table A9, we estimate equation (1) using three different sets of variables. The first 

includes the full set of variables without state-fixed effects and without the state regulatory 

variables (which was reported in Table 2 column 3). The second includes the full set of variables 

with state-fixed effects but without the state regulatory variables (which was reported in Table 2 

column 4). The third includes the full set of variables with the state regulatory variables but 

without the state-fixed effects. The table shows that the inclusion of state fixed effects increases 

the predictive power of the model and reduces the statistical significance of some of the 

variables, but that the inclusion of the state regulatory variables does not substantially change 

either the predictive power or effect of other variables in the model. Nevertheless, all four 

regulatory variables are statistically significant. States that suspended before March 4, had lower 

minimum capital requirements, single stockholder liability, and higher reserve requirements 

reopened a larger fraction of banks during March. The difference suggests that the state fixed 

effects are picking up something in addition to the general regulatory environment. 

 



Figure 1: Fraction of Commercial Banks Reopened in March 1933 by County

Notes: Maps present the fraction of commercial banks reopened by March 29, 1933 by county. County 
boundaries were obtained from Minnesota Population Center (2004).



Panel A: Capital Ratio in 1932
Figure 2: Initial Fundamentals and Subsequent Deposit Growth (1932-1933)

Panel B: Reserves Ratio in 1932

Notes: Figures provide bin scatter plots of deposit growth between July 1932 and July 1933. The sample consists 
of all commercial banks in July 1932 who were open at the start of the Bank Holiday and fully reopened by July 
1933. The panel divides banks based on whether they were fully reopened during March 1933 or whether they 
reopened by July 1933. The sample drops banks with a value of the ratio in 1932 that was below the 1 percentile or 
above the 99 percentiles. 



Figure 3: Effect of March Reopening on National Bank Balance Sheets (1928-1941)

Notes: Table provides the coefficients on the interaction between year fixed effects and a March reopening indicator in equation (3). The sample consists of national 
banks that reported data every year from 1928 through 1940. The figures display the coefficient and a 2 standard error band. All regressions contain interactions for Fed 
District and year as well as population in 1930 and year. The coefficients and standard errors are provided in the Appendix.
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Total Licensed Total Licensed Total Licensed
Open Under 
Restriction

Boston 338 281 29 23 576 218 333
New York 678 533 143 135 538 493 2
Philadelphia 624 531 64 57 336 254 33
Cleveland 562 414 69 57 784 579 6
Richmond 354 252 33 26 799 587 87
Atlanta 277 235 39 31 840 655 35
Chicago 618 370 156 83 2,337 892 895
St Louis 339 267 64 45 1,536 1,018 165
Minneapolis 496 427 37 31 1,112 627 156
Kansas City 745 667 25 25 1,623 1,173 367
Dallas 514 483 54 45 576 521 42
San Francisco 362 306 74 63 517 362 61
Total 5,907 4,766 787 621 11,574 7,379 2,182

Total Licensed Total Licensed Total Licensed Not Licensed

Boston 338 290 29 25 205 155 50
New York 677 566 151 145 324 314 10
Philadelphia 621 530 64 57 277 242 35
Cleveland 562 424 71 62 742 604 138
Richmond 351 279 42 37 737 588 149
Atlanta 278 240 44 42 783 711 72
Chicago 614 398 161 102 2,188 1,367 821
St Louis 341 280 67 57 1,409 1,172 237
Minneapolis 495 433 36 36 1,015 879 136
Kansas City 743 668 28 28 1,532 1,247 285
Dallas 512 487 51 49 546 521 25
San Francisco 354 304 76 63 426 368 58
Total 5,886 4,899 820 703 10,184 8,168 2,016

Notes: Table presents the number of commercial banks in total and reopened by Fed district and bank-type. See Data section for 
sources.

National Banks State Member Banks State Non-Member Banks

Table 1: Commercial Bank Reopenings in March 1933 and June 1933 By Fed District
By March 29, 1933

National Banks State Member Banks State Non-Member Banks

By June 28, 1933



(1) (2) (3) (4)
Ln(Total Assets) 0.069*** 0.078*** 0.075*** 0.075***

[0.005] [0.005] [0.006] [0.006]
Loans/Assets -0.035 -0.077*** -0.078*** -0.107***

[0.026] [0.027] [0.026] [0.025]
(Cash and Due from Banks)/Deposits 1.126*** 1.043*** 1.041*** 1.020***

[0.052] [0.053] [0.052] [0.050]
(Capital and Surplus)/Assets 0.689*** 0.626*** 0.559*** 0.431***

[0.066] [0.066] [0.066] [0.063]
National Bank Indicator 0.099*** 0.089*** 0.094*** 0.047***

[0.010] [0.010] [0.010] [0.009]
State Bank Fed Member Indicator 0.038* 0.040* 0.040** 0.040**

[0.021] [0.021] [0.020] [0.019]
Operates State-Wide Branches -0.040 -0.053* -0.051* -0.028

[0.029] [0.029] [0.029] [0.027]

# of Farms Per Person 0.791*** 0.844*** 0.376*
[0.226] [0.225] [0.195]

# of Mfg. Establishments Per Person -0.327*** -0.322*** -0.083
[0.069] [0.069] [0.063]

Fraction Voted for FDR in 1932 -0.246*** -0.241*** -0.172***
[0.054] [0.054] [0.059]

Fraction Voted for Dem. Candidate in 1930 0.105*** 0.098*** 0.043
[0.028] [0.027] [0.034]

No Other Banks in Town Indicator 0.063 -0.024
[0.112] [0.101]

Fraction of Other Banks In Town That Are 0.188*** 0.095***
 National Banks [0.029] [0.027]
Fraction of Other Banks in Town That Are -0.024 -0.029
 State Fed Member Banks [0.047] [0.044]

State Fixed-Effects? No No No Yes
County-Level Controls? No Yes Yes Yes
Additional Town Bank Controls? No No Yes Yes
Observations 16803 16555 16555 16555
R-squared 0.096 0.114 0.118 0.207
Classification Rate 72.49% 73.97% 74.12% 77.40%

Reopened By March 29, 1933
Table 2: Determinants of Unrestricted Reopening in March 1933

Notes: Table provides the marginal effects of equation (1) estimated with a logit model. The dependent variable is an indicator for 
whether the bank was reopened without restrictions by March 29, 1933. The sample consists of all commercial banks in July 1932 
who were open at the start of the Bank Holiday. County-Level Controls include the logarithm of population in 1929, fraction of the 
county living in an urban location of 2,500 or more people in 1929, the fraction of the adult population that is illiterate in 1929, the 
fraction of the population that is non-white in 1929, indicators for whether the bank was located in a city that was designed a 
Central Reserve City, Reserve City or had an active clearinghouse in place in 1932 and the logarithm of the number of banks in the 
county in 1932.  Robust standard errors are provided in parentheses below the coefficients. * denotes significance at 10%; ** at 5% 
level and *** at 1% levels.



1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 (Cash and Due from Banks)/Deposits x x x x x x x x x x x x x x
2 Ln(Total Assets) x x x x x x x x x x x x x
3 (Capital and Surplus)/Assets x x x x x x x x x x x x
4 National Bank Indicator x x x x x x x x x x x
5 Loans/Assets x x x x x x x x x x
6 Fraction of Other Banks In Town That Are National Banks x x x x x x x x x
7 Fraction Voted for FDR in 1932 x x x x x x x x
8 # of Farms Per Person x x x x x x x
9 State Bank Fed Member Indicator x x x x x x

10 Fraction Voted for Dem. Candidate in 1930 x x x x x
11 # of Mfg. Establishments Per Person x x x x
12 Operates State-Wide Branches x x x
13 Fraction of Other Banks in Town That Are State Fed Member Banks x x
14 No Other Banks in Town Indicator x

Table 3: Best Subsets Regressions

Notes: Table presents the results of Best Subsets Regressions of column (4) of Table 2. The columns indicate whether the variable described in the row heading 
was included in the best subset with that number of variables. The county-level control variables and state-fixed effects are included in all models and are not 
counted towards the number of variables in the subset.



ΔLn(Assets) ΔLoans/Assets

Δ(Cash and Due 
from 

Banks)/Deposits
Δ(Capital and 

Surplus)/Assets
(1) (2) (3) (4)

Unrestricted reopen by March 29 0.156*** -0.002 -0.027*** -0.020***
[0.007] [0.003] [0.003] [0.001]

Economic and Political Variables? Yes Yes Yes Yes
County-Level Controls? Yes Yes Yes Yes
State Fixed-Effects? Yes Yes Yes Yes
Observations 13268 13268 13268 13268
R-squared 0.160 0.064 0.103 0.067

ΔLn(Assets) ΔLoans/Assets

Δ(Cash and Due 
from 

Banks)/Deposits
Δ(Capital and 

Surplus)/Assets
(5) (6) (7) (8)

Unrestricted reopen by March 29 0.166*** -0.009** -0.021*** -0.023***
[0.011] [0.004] [0.004] [0.002]

Restricted reopen by March 29 0.050*** -0.011** -0.010* -0.012***
[0.014] [0.005] [0.006] [0.003]

Economic and Political Variables? Yes Yes Yes Yes
County-Level Controls? Yes Yes Yes Yes
State Fixed-Effects? Yes Yes Yes Yes
Observations 8114 8114 8114 8114
R-squared 0.179 0.071 0.110 0.073

Panel A: All Banks Open By July 1933

Panel B: Only State Non-Member Banks Open By July 1933

Table 4: Balance Sheet Changes of Reopened Banks 1932 to 1933

Notes: Table provides the coefficients of equation (2) estimated by ordinary least squares. The dependent variables provided in the column 
headings are measured as the change between July 1932 and July 1933. The sample consists of all commercial banks in July 1932 who 
were open at the start of the Bank Holiday, fully reopened by July 1933, and that met the criteria in the column heading. County-Level 
Controls include the logarithm of population in 1929, fraction of the county living in an urban location of 2,500 or more people in 1929, 
the fraction of the adult population that is illiterate in 1929, the fraction of the population that is non-white in 1929, indicators for whether 
the bank was located in a city that was designed a Central Reserve City, Reserve City or had an active clearinghouse in place in 1932 and 
the logarithm of the number of banks in the county in 1932.  Economic and Political Variables include the logarithm of number of farms 
per capita, the logarithm of number of manufacturing establishments per capita, the fraction of owner-operator farms that had mortgage 
debt, the fractions of votes for the Democrat candidates in the House of Representatives elections of 1930 and the Presidential election of 
1932.  Robust standard errors are provided in parentheses below the coefficients. * denotes significance at 10%; ** at 5% level and *** at 
1% levels.



1933 1941 1944 1950 1954 1960 1964
(1) (2) (3) (4) (5) (6) (7)

%Unrestricted reopen by March 29 0.609*** 0.178*** 0.131*** 0.086** 0.060* 0.016 0.009
[0.052] [0.035] [0.031] [0.034] [0.034] [0.036] [0.038]

County-Level Controls? Yes Yes Yes Yes Yes Yes Yes
Economic and Political Variables? Yes Yes Yes Yes Yes Yes Yes
Other Bank Controls? Yes Yes Yes Yes Yes Yes Yes
State Fixed Effects? Yes Yes Yes Yes Yes Yes Yes
Observations 2669 2807 2807 2819 2817 2818 2821
R-squared 0.328 0.653 0.761 0.727 0.709 0.713 0.701

1933 1941 1944 1950 1954 1960 1964
(8) (9) (10) (11) (12) (13) (14)

%Unrestricted reopen by March 29 0.735*** 0.187*** 0.155*** 0.115*** 0.094** 0.061 0.062
[0.063] [0.043] [0.036] [0.039] [0.039] [0.040] [0.043]

%Restricted reopen by March 29 0.435*** 0.033 0.086 0.103* 0.122* 0.159** 0.188**
[0.081] [0.073] [0.061] [0.062] [0.064] [0.069] [0.075]

County-Level Controls? Yes Yes Yes Yes Yes Yes Yes
Economic and Political Variables? Yes Yes Yes Yes Yes Yes Yes
Other Bank Controls? Yes Yes Yes Yes Yes Yes Yes
State Fixed Effects? Yes Yes Yes Yes Yes Yes Yes
Observations 2669 2807 2807 2819 2817 2818 2821
R-squared 0.338 0.653 0.762 0.727 0.710 0.714 0.702

Table 5: Implications of March Reopenings on County-Level Deposit Growth

ΔLn(Total Deposits) Pre-Banking Holiday through ….

ΔLn(Total Deposits) Pre-Banking Holiday through ….

Notes: Table provides the coefficients of equation (4) estimated by ordinary least squares. The dependent variables is the change 
in the logarithm of total deposits in the county between the start of the Bank Holiday through the year specified. County-Level 
Controls include the logarithm of population in 1929, fraction of the county living in an urban location of 2,500 or more people in 
1929, the fraction of the adult population that is illiterate in 1929, the fraction of the population that is non-white in 1929, 
indicators for whether the bank was located in a city that was designed a Central Reserve City, Reserve City or had an active 
clearinghouse in place in 1932 and the logarithm of the number of banks in the county in 1932.  Economic and Political Variables 
include the logarithm of number of farms per capita, the logarithm of number of manufacturing establishments per capita, the 
fraction of owner-operator farms that had mortgage debt, the fractions of votes for the Democrat candidates in the House of 
Representatives elections of 1930 and the Presidential election of 1932.  Robust standard errors are provided in parentheses below 
the coefficients. * denotes significance at 10%; ** at 5% level and *** at 1% levels.



Table 6: Implications of March Reopenings on Measures of Economic Growth
ΔLn(Wholesale 

Sales) ΔLn(Value Added)
1933-1935 1933-1939 1933-1935 1933-1935 1933-1939 1933-1935

(1) (2) (3) (4) (5) (6)
%Unrestricted reopen by March 29 -0.003 0.003 0.050 0.009 0.019 0.027

[0.012] [0.013] [0.051] [0.019] [0.023] [0.074]
County-Level Controls? Yes Yes Yes Yes Yes Yes
Other Bank Controls? Yes Yes Yes Yes Yes Yes
State Fixed Effects? Yes Yes Yes Yes Yes Yes
Lagged Growth Variable? Yes Yes Yes Yes Yes Yes
Change in Banks 1929-1933? Yes Yes Yes Yes Yes Yes
Observations 2838 2838 2816 2794 2794 1973
R-squared 0.288 0.372 0.242 0.212 0.285 0.220

ΔLn(Wholesale 
Sales) ΔLn(Value Added)

1933-1935 1933-1939 1933-1935 1933-1935 1933-1939 1933-1935
(7) (8) (9) (10) (11) (12)

%Unrestricted reopen by March 29 -0.020 -0.013 0.057 0.005 0.009 0.021
[0.013] [0.014] [0.061] [0.022] [0.026] [0.087]

%Restricted reopen by March 29 -0.059** -0.057** 0.028 -0.014 -0.039 -0.027
[0.024] [0.024] [0.089] [0.034] [0.045] [0.103]

County-Level Controls? Yes Yes Yes Yes Yes Yes
Other Bank Controls? Yes Yes Yes Yes Yes Yes
State Fixed Effects? Yes Yes Yes Yes Yes Yes
Lagged Growth Variable? Yes Yes Yes Yes Yes Yes
Change in Banks 1929-1933? Yes Yes Yes Yes Yes Yes
Observations 2838 2838 2816 2794 2794 1973
R-squared 0.290 0.373 0.242 0.212 0.285 0.220

ΔLn(Retail Sales) ΔLn(# of Tax Returns Filed)

ΔLn(Retail Sales) ΔLn(# of Tax Returns Filed)

Notes: Table provides the coefficients of equation (5) estimated by ordinary least squares. The dependent variables is the change in the logarithm of specified variable across the 
period specified. County-Level Controls include the logarithm of population in 1929, fraction of the county living in an urban location of 2,500 or more people in 1929, the fraction of 
the adult population that is illiterate in 1929, the fraction of the population that is non-white in 1929, indicators for whether the bank was located in a city that was designed a Central 
Reserve City, Reserve City or had an active clearinghouse in place in 1932 and the logarithm of the number of banks in the county in 1932.  Economic and Political Variables include 
the logarithm of number of farms per capita, the logarithm of number of manufacturing establishments per capita, the fraction of owner-operator farms that had mortgage debt, the 
fractions of votes for the Democrat candidates in the House of Representatives elections of 1930 and the Presidential election of 1932.  The models also control for the change in each 
outcome variable 1929 to 1933 and the change the number of banks 1929 to the start of the Bank Holiday. Robust standard errors are provided in parentheses below the coefficients. * 
denotes significance at 10%; ** at 5% level and *** at 1% levels.



Figure A1: Initial Fundamentals and Subsequent Deposit Growth (1932-1940) - National Banks

Panel B: Reserves Ratio
Growth 1932-1933 Growth 1932-1940

Notes: Figures provide bin scatter plots of deposit growth. The sample consists of all national banks in 1932 who were open at the start of the Bank Holiday and fully 
reopened. The panel divides banks based on whether they were fully open 1928 through 1940. The sample drops banks with a value of the ratio in 1932 that was below 
the 1 percentile or above the 99 percentiles. 

Growth 1932-1933 Growth 1932-1940
Panel A: Capital Ratio



Controlling for 
Change in 

Retail Sales 
1929-1933

Dropping 
Counties with 

25,000+

Fully or 
Restricted 

Reopened State 
Banks in 
March

Only National 
Banks

Only State Fed 
Members

Only State Non-
Fed Members

(1) (2) (3) (4) (5) (6)
Ln(Total Assets) 0.075*** 0.090*** 0.047*** 0.078*** 0.061*** 0.073***

[0.006] [0.007] [0.008] [0.009] [0.019] [0.007]
Loans/Assets -0.105*** -0.117*** -0.117*** -0.051 -0.052 -0.143***

[0.025] [0.029] [0.033] [0.042] [0.115] [0.031]
(Cash and Due from Banks)/Deposits 1.020*** 1.030*** 0.718*** 1.243*** 1.045*** 0.948***

[0.050] [0.054] [0.061] [0.100] [0.277] [0.059]
(Capital and Surplus)/Assets 0.432*** 0.457*** 0.095 1.232*** 0.600** 0.212***

[0.063] [0.071] [0.071] [0.136] [0.298] [0.072]
National Bank Indicator 0.047*** 0.050*** - - - -

[0.009] [0.011]
State Bank Fed Member Indicator 0.040** 0.067*** 0.133*** - - -

[0.019] [0.024] [0.042]
Operates State-Wide Branches -0.030 -0.031 -0.053 -0.102 -0.141* -0.043

[0.027] [0.030] [0.034] [0.083] [0.078] [0.029]

# of Farms Per Person 0.489** 0.558*** -0.009 -0.000 2.184*** 0.539**
[0.201] [0.208] [0.252] [0.318] [0.801] [0.232]

# of Mfg. Establishments Per Person -0.098 -0.108 -0.081 -0.087 -0.184 -0.103
[0.063] [0.078] [0.081] [0.095] [0.254] [0.082]

Fraction Voted for FDR in 1932 -0.155*** -0.156** -0.028 -0.273*** -0.355 -0.068
[0.059] [0.070] [0.086] [0.083] [0.226] [0.074]

Fraction Voted for Dem. Candidate in 1930 0.039 0.045 -0.022 0.044 -0.145 0.034
[0.034] [0.037] [0.039] [0.047] [0.095] [0.043]

No Other Banks in Town Indicator -0.021 0.047 0.383** 0.069 -0.007 -0.030
[0.100] [0.134] [0.164] [0.160] [0.440] [0.141]

Fraction of Other Banks In Town That Are 0.094*** 0.057* 0.119*** 0.049 0.209** 0.115***
 National Banks [0.027] [0.031] [0.041] [0.038] [0.102] [0.037]
Fraction of Other Banks in Town That Are -0.031 0.018 -0.059 -0.019 0.098 0.007
 State Fed Member Banks [0.044] [0.062] [0.136] [0.055] [0.120] [0.100]

State Fixed-Effects? Yes Yes Yes Yes Yes Yes
County-Level Controls? Yes Yes Yes Yes Yes Yes
Observations 16555 12538 6472 5630 713 10091
R-squared 0.2082 0.223 0.358 0.185 0.288 0.228
Classification Rate 77.42% 77.37% 83.61% 81.33% 82.05% 75.70%

Reopened By March 29, 1933

Table A1: Robustness Checks of Determinants of Unrestricted Reopening in March 1933

Notes: Table provides the marginal effects of equation (1) estimated with a logit model. The dependent variable is an indicator for whether the bank was 
reopened without restrictions by March 29, 1933. The sample consists of all commercial banks in July 1932 who were open at the start of the Bank Holiday 
that meet the criteria in the column heading. County-Level Controls include the logarithm of population in 1929, fraction of the county living in an urban 
location of 2,500 or more people in 1929, the fraction of the adult population that is illiterate in 1929, the fraction of the population that is non-white in 1929, 
indicators for whether the bank was located in a city that was designed a Central Reserve City, Reserve City or had an active clearinghouse in place in 1932 
and the logarithm of the number of banks in the county in 1932.  Robust standard errors are provided in parentheses below the coefficients. * denotes 
significance at 10%; ** at 5% level and *** at 1% levels.



1 Bank in 
Town

2 Banks in 
Town

3 Banks in 
Town

4-7 Banks in 
Town

(1) (2) (3) (4)
Ln(Total Assets) 0.099*** 0.077*** 0.095*** 0.032**

[0.008] [0.012] [0.018] [0.016]
Loans/Assets -0.126*** -0.057 -0.123 -0.058

[0.033] [0.047] [0.081] [0.093]
(Cash and Due from Banks)/Deposits 1.021*** 1.107*** 1.062*** 1.097***

[0.065] [0.103] [0.175] [0.200]
(Capital and Surplus)/Assets 0.553*** 0.353** 0.466** 0.246

[0.079] [0.139] [0.201] [0.230]
National Bank Indicator 0.034*** 0.056*** 0.037 0.030

[0.013] [0.015] [0.029] [0.034]
State Bank Fed Member Indicator 0.042 0.050 0.100** -0.044

[0.033] [0.031] [0.050] [0.046]
Operates State-Wide Branches 0.016 -0.043 -0.110 -0.009

[0.043] [0.047] [0.089] [0.060]

# of Farms Per Person 0.315 0.846** -0.183 0.463
[0.233] [0.363] [0.750] [0.973]

# of Mfg. Establishments Per Person -0.007 -0.222* -0.137 0.224
[0.089] [0.133] [0.213] [0.249]

Fraction Voted for FDR in 1932 -0.172** -0.169 -0.065 -0.392*
[0.076] [0.105] [0.167] [0.214]

Fraction Voted for Dem. Candidate in 1930 0.019 0.065 0.045 0.315***
[0.042] [0.063] [0.088] [0.121]

No Other Banks in Town Indicator - - - -

Fraction of Other Banks In Town That Are - 0.123*** 0.031 0.082
 National Banks [0.031] [0.063] [0.095]
Fraction of Other Banks in Town That Are - 0.001 0.222** -0.294***
 State Fed Member Banks [0.059] [0.108] [0.105]

State Fixed-Effects? Yes Yes Yes Yes
County-Level Controls? Yes Yes Yes Yes
Observations 8739 4362 1407 1124
R-squared 0.229 0.206 0.234 0.210

Reopened By March 29, 1933
Table A2: Determinants of Unrestricted Reopening in March 1933 By Number of Banks in Town

Notes: Table provides the marginal effects of equation (1) estimated with a logit model. The dependent variable is an indicator 
for whether the bank was reopened without restrictions by March 29, 1933. The sample consists of all commercial banks in July 
1932 who were open at the start of the Bank Holiday that meet the criteria in the column heading. County-Level Controls 
include the logarithm of population in 1929, fraction of the county living in an urban location of 2,500 or more people in 1929, 
the fraction of the adult population that is illiterate in 1929, the fraction of the population that is non-white in 1929, indicators 
for whether the bank was located in a city that was designed a Central Reserve City, Reserve City or had an active clearinghouse 
in place in 1932 and the logarithm of the number of banks in the county in 1932.  Robust standard errors are provided in 
parentheses below the coefficients. * denotes significance at 10%; ** at 5% level and *** at 1% levels.



ΔLn(Deposits) ΔLn(Capital)
(1) (1)

Unrestricted reopen by March 29 0.192*** -0.009
[0.009] [0.006]

Economic and Political Variables? Yes Yes
County-Level Controls? Yes Yes
State Fixed-Effects? Yes Yes
Observations 13268 13268
R-squared 0.146 0.035

ΔLn(Deposits) ΔLn(Capital)
(5) (5)

Unrestricted reopen by March 29 0.209*** 0.020***
[0.014] [0.006]

Restricted reopen by March 29 0.068*** 0.014*
[0.018] [0.008]

Economic and Political Variables? Yes Yes
County-Level Controls? Yes Yes
State Fixed-Effects? Yes Yes
Observations 8114 8114
R-squared 0.145 0.020

Panel A: All Banks Open By July 1933
Table A3: Balance Sheet Changes of Reopened Banks 1932 to 1933 - Deposits and Capital

Panel B: Only State Non-Member Banks Open By July 1933

Notes: Table provides the coefficients of equation (2) estimated by ordinary least squares. The dependent variables 
provided in the column headings are measured as the change between July 1932 and July 1933. The sample consists of all 
commercial banks in July 1932 who were open at the start of the Bank Holiday, fully reopened by July 1933, and that met 
the criteria in the column heading. County-Level Controls include the logarithm of population in 1929, fraction of the 
county living in an urban location of 2,500 or more people in 1929, the fraction of the adult population that is illiterate in 
1929, the fraction of the population that is non-white in 1929, indicators for whether the bank was located in a city that 
was designed a Central Reserve City, Reserve City or had an active clearinghouse in place in 1932 and the logarithm of 
the number of banks in the county in 1932.  Economic and Political Variables include the logarithm of number of farms 
per capita, the logarithm of number of manufacturing establishments per capita, the fraction of owner-operator farms that 
had mortgage debt, the fractions of votes for the Democrat candidates in the House of Representatives elections of 1930 
and the Presidential election of 1932.  Robust standard errors are provided in parentheses below the coefficients. * 
denotes significance at 10%; ** at 5% level and *** at 1% levels.



Banks 
Surviving 
1928-1940

Dropping 
Counties 

With City of 
25,000+

Dropping 
Counties 

Without  Non-
March 

Reopened 
Banks

Banks 
Surviving 
1928-1940

Dropping 
Counties 

With City of 
25,000+

Dropping 
Counties 

Without  Non-
March 

Reopened 
Banks

(1) (2) (3) (4) (5) (6)

Reopened March*yr==1929 -0.008 -0.010 -0.008 0.008 -0.000 0.006

[0.008] [0.011] [0.011] [0.008] [0.009] [0.011]

Reopened March*yr==1930 -0.013 -0.020 -0.008 0.011 -0.002 0.009

[0.011] [0.014] [0.015] [0.009] [0.010] [0.013]

Reopened March*yr==1931 0.016 0.009 0.024 0.020** 0.004 0.021

[0.015] [0.018] [0.019] [0.009] [0.011] [0.013]

Reopened March*yr==1932 0.068*** 0.054*** 0.077*** 0.018* -0.002 0.015

[0.017] [0.021] [0.022] [0.010] [0.012] [0.015]

Reopened March*yr==1933 0.447*** 0.432*** 0.481*** -0.194*** -0.197*** -0.237***

[0.023] [0.025] [0.029] [0.031] [0.035] [0.037]

Reopened March*yr==1934 0.424*** 0.406*** 0.450*** -0.052* -0.070* -0.040

[0.023] [0.026] [0.028] [0.031] [0.037] [0.041]

Reopened March*yr==1935 0.396*** 0.378*** 0.420*** -0.012 -0.029 -0.002

[0.022] [0.025] [0.028] [0.032] [0.037] [0.042]

Reopened March*yr==1936 0.378*** 0.351*** 0.418*** -0.006 -0.024 -0.001

[0.023] [0.027] [0.029] [0.031] [0.036] [0.041]

Reopened March*yr==1937 0.357*** 0.330*** 0.394*** -0.004 -0.018 -0.005

[0.024] [0.027] [0.031] [0.031] [0.035] [0.041]

Reopened March*yr==1938 0.355*** 0.323*** 0.386*** -0.000 -0.010 0.004

[0.025] [0.029] [0.032] [0.031] [0.036] [0.041]

Reopened March*yr==1939 0.361*** 0.324*** 0.389*** -0.008 -0.012 -0.008

[0.026] [0.030] [0.033] [0.030] [0.035] [0.041]

Reopened March*yr==1940 0.367*** 0.330*** 0.389*** 0.000 -0.003 -0.003

[0.027] [0.031] [0.035] [0.030] [0.034] [0.041]

Fed Dist. X Yr Fixed Effects? Yes Yes Yes Yes Yes Yes

1930 Pop. X Yr Fixed Effects? Yes Yes Yes Yes Yes Yes

Bank Fixed Effects? Yes Yes Yes Yes Yes Yes

Observations 53170 37947 11882 53170 37947 11882

R-squared 0.491 0.495 0.459 0.212 0.209 0.289

Ln(Deposits) Ln(Capital)
Table A4: Balance Sheet Changes of Reopened National Banks (1928-1940) - Deposits and Capital

Notes: Table provides the coefficients of equation (3) estimated by ordinary least squares. The sample consists of all national banks 
present from 1928 through 1940 and that met the criteria in the column heading. Robust standard errors are provided in parentheses 
below the coefficients. * denotes significance at 10%; ** at 5% level and *** at 1% levels.



Banks 
Surviving 
1928-1940

Dropping 
Counties 

With City of 
25,000+

Dropping 
Counties 
Without  

Non-March 
Reopened 

Banks

Banks 
Surviving 
1928-1940

Dropping 
Counties 

With City of 
25,000+

Dropping 
Counties 
Without  

Non-March 
Reopened 

Banks

Banks 
Surviving 
1928-1940

Dropping 
Counties 

With City of 
25,000+

Dropping 
Counties 
Without  

Non-March 
Reopened 

Banks

Banks 
Surviving 
1928-1940

Dropping 
Counties 

With City of 
25,000+

Dropping 
Counties 
Without  

Non-March 
Reopened 

Banks

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
Reopened March*yr==1929 -0.002 -0.001 -0.005 0.005* 0.007* 0.002 -0.003 -0.002 -0.002 0.002* 0.001 0.002

[0.007] [0.008] [0.009] [0.003] [0.004] [0.003] [0.003] [0.004] [0.004] [0.001] [0.001] [0.002]

Reopened March*yr==1930 -0.005 -0.011 -0.005 0.011** 0.016*** 0.002 -0.006 -0.006 -0.001 0.006*** 0.005*** 0.005**
[0.009] [0.011] [0.012] [0.004] [0.006] [0.005] [0.004] [0.005] [0.005] [0.001] [0.002] [0.002]

Reopened March*yr==1931 0.031** 0.024 0.030** 0.011*** 0.014** 0.008 -0.018*** -0.014** -0.012* 0.013*** 0.014*** 0.011***
[0.012] [0.015] [0.015] [0.004] [0.006] [0.005] [0.005] [0.007] [0.007] [0.002] [0.003] [0.003]

Reopened March*yr==1932 0.066*** 0.056*** 0.065*** 0.021*** 0.024*** 0.018*** -0.026*** -0.022*** -0.026*** 0.017*** 0.018*** 0.014***
[0.014] [0.016] [0.017] [0.004] [0.005] [0.005] [0.007] [0.008] [0.009] [0.002] [0.003] [0.003]

Reopened March*yr==1933 0.396*** 0.383*** 0.413*** -0.066*** -0.061*** -0.066*** -0.031*** -0.028*** -0.037*** -0.031*** -0.031*** -0.039***
[0.021] [0.023] [0.026] [0.009] [0.012] [0.010] [0.009] [0.011] [0.010] [0.004] [0.005] [0.006]

Reopened March*yr==1934 0.372*** 0.356*** 0.386*** -0.026*** -0.022*** -0.028*** -0.039*** -0.035*** -0.037*** -0.028*** -0.028*** -0.032***
[0.020] [0.023] [0.025] [0.007] [0.008] [0.008] [0.009] [0.011] [0.010] [0.004] [0.004] [0.005]

Reopened March*yr==1935 0.349*** 0.330*** 0.363*** -0.008 -0.002 -0.019** -0.052*** -0.044*** -0.047*** -0.027*** -0.027*** -0.031***
[0.020] [0.022] [0.026] [0.007] [0.008] [0.008] [0.009] [0.011] [0.010] [0.003] [0.004] [0.005]

Reopened March*yr==1936 0.330*** 0.303*** 0.359*** -0.008 -0.010 -0.011 -0.064*** -0.056*** -0.066*** -0.028*** -0.026*** -0.033***
[0.021] [0.024] [0.026] [0.007] [0.009] [0.007] [0.009] [0.010] [0.010] [0.003] [0.004] [0.005]

Reopened March*yr==1937 0.314*** 0.288*** 0.341*** -0.014** -0.014** -0.012* -0.064*** -0.056*** -0.071*** -0.024*** -0.021*** -0.029***
[0.021] [0.025] [0.027] [0.006] [0.007] [0.007] [0.010] [0.011] [0.011] [0.003] [0.004] [0.005]

Reopened March*yr==1938 0.310*** 0.281*** 0.331*** -0.016** -0.015* -0.010 -0.070*** -0.061*** -0.074*** -0.023*** -0.020*** -0.028***
[0.022] [0.027] [0.029] [0.006] [0.008] [0.007] [0.010] [0.012] [0.012] [0.003] [0.004] [0.005]

Reopened March*yr==1939 0.315*** 0.282*** 0.333*** -0.019** -0.019** -0.012 -0.077*** -0.065*** -0.079*** -0.025*** -0.021*** -0.030***
[0.023] [0.027] [0.030] [0.008] [0.009] [0.009] [0.011] [0.012] [0.012] [0.003] [0.004] [0.005]

Reopened March*yr==1940 0.319*** 0.285*** 0.332*** -0.015* -0.011 -0.008 -0.079*** -0.068*** -0.080*** -0.026*** -0.023*** -0.030***
[0.024] [0.028] [0.031] [0.008] [0.009] [0.011] [0.011] [0.012] [0.012] [0.003] [0.004] [0.005]

Fed Dist. X Yr Fixed Effects? Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
1930 Pop. X Yr Fixed Effects? Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Bank Fixed Effects? Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Observations 53170 37947 11882 53170 37947 11882 53170 37947 11882 53170 37947 11882
R-squared 0.395 0.387 0.408 0.448 0.436 0.534 0.535 0.520 0.523 0.230 0.246 0.189

Notes: Table provides the coefficients of equation (3) estimated by ordinary least squares. The sample consists of all national banks present from 1928 through 1940 and that met the criteria in the column heading. Robust 
standard errors are provided in parentheses below the coefficients. * denotes significance at 10%; ** at 5% level and *** at 1% levels.

Table A5: Balance Sheet Changes of Reopened National Banks (1928-1940)

Ln(Assets) Cash+Due from Banks/Total Deposits Loans/Assets Capital+Surplus/Assets



ΔLn(Wholesale 
Sales) ΔLn(Value Added)

1933-1935 1933-1939 1933-1935 1933-1935 1933-1939 1933-1935
(1) (2) (3) (4) (5) (6)

%Unrestricted reopen by March 29 -0.000 0.006 0.034 -0.000 0.012 -0.027
[0.013] [0.013] [0.059] [0.020] [0.025] [0.089]

County-Level Controls? Yes Yes Yes Yes Yes Yes
Other Bank Controls? Yes Yes Yes Yes Yes Yes
State Fixed Effects? Yes Yes Yes Yes Yes Yes
Lagged Growth Variable? Yes Yes Yes Yes Yes Yes
Change in Banks 1929-1933? Yes Yes Yes Yes Yes Yes
Observations 2838 2838 2816 2794 2794 1973
R-squared 0.288 0.372 0.242 0.212 0.285 0.220

ΔLn(Wholesale 
Sales) ΔLn(Value Added)

1933-1935 1933-1939 1933-1935 1933-1935 1933-1939 1933-1935
(7) (8) (9) (10) (11) (12)

%Unrestricted reopen by March 29 -0.019 -0.010 0.021 -0.003 0.004 -0.043
[0.014] [0.015] [0.073] [0.023] [0.028] [0.108]

%Restricted reopen by March 29 -0.066*** -0.056** -0.045 -0.010 -0.029 -0.071
[0.025] [0.025] [0.100] [0.037] [0.048] [0.122]

County-Level Controls? Yes Yes Yes Yes Yes Yes
Other Bank Controls? Yes Yes Yes Yes Yes Yes
State Fixed Effects? Yes Yes Yes Yes Yes Yes
Lagged Growth Variable? Yes Yes Yes Yes Yes Yes
Change in Banks 1929-1933? Yes Yes Yes Yes Yes Yes
Observations 2838 2838 2816 2794 2794 1973
R-squared 0.290 0.373 0.242 0.212 0.285 0.220

Notes: Table provides the coefficients of equation (5) estimated by ordinary least squares. The dependent variables is the change in the logarithm of specified variable across the 
period specified. Counties with a city of 25,000 or more people are dropped from the sample. County-Level Controls include the logarithm of population in 1929, fraction of the 
county living in an urban location of 2,500 or more people in 1929, the fraction of the adult population that is illiterate in 1929, the fraction of the population that is non-white in 
1929, indicators for whether the bank was located in a city that was designed a Central Reserve City, Reserve City or had an active clearinghouse in place in 1932 and the 
logarithm of the number of banks in the county in 1932.  Economic and Political Variables include the logarithm of number of farms per capita, the logarithm of number of 
manufacturing establishments per capita, the fraction of owner-operator farms that had mortgage debt, the fractions of votes for the Democrat candidates in the House of 
Representatives elections of 1930 and the Presidential election of 1932.  The models also control for the change in each outcome variable 1929 to 1933 and the change the number 
of banks 1929 to the start of the Bank Holiday. Robust standard errors are provided in parentheses below the coefficients. * denotes significance at 10%; ** at 5% level and *** at 
1% levels.

Table A6: Implications of March Reopenings on Measures of Economic Growth - Dropping Large Cities

ΔLn(Retail Sales) ΔLn(# of Tax Returns Filed)

ΔLn(Retail Sales) ΔLn(# of Tax Returns Filed)



(1) (2) (3) (4) (5) (6) (7) (8)
%Unrestricted reopen by March 29 -0.007 -0.019 0.066 0.099 -0.012 -0.022 -0.050 -0.061

[0.021] [0.023] [0.086] [0.100] [0.079] [0.093] [0.041] [0.048]

%Restricted reopen by March 29 -0.041 0.104 -0.032 -0.037
[0.041] [0.160] [0.140] [0.077]

County-Level Controls? Yes Yes Yes Yes Yes Yes Yes Yes
Other Bank Controls? Yes Yes Yes Yes Yes Yes Yes Yes
State Fixed Effects? Yes Yes Yes Yes Yes Yes Yes Yes
Lagged Growth Variable? Yes Yes Yes Yes Yes Yes Yes Yes
Change in Banks 1929-1933 Variable? Yes Yes Yes Yes Yes Yes Yes Yes
Observations 1220 1220 1218 1218 1031 1031 1194 1194
R-squared 0.435 0.436 0.068 0.068 0.132 0.132 0.363 0.363

Table A7: Implications of March Reopenings on Measures of Economic Growth - Dropping Counties Whose Banks Were Either All Reopened or None Were 
Reopened

Notes: Table provides the coefficients of equation (5) estimated by ordinary least squares. The dependent variables is the change in the logarithm of specified variable 
across the period specified. Counties that had 100% or 0% of their banks reopened in March are dropped from the sample. County-Level Controls include the logarithm 
of population in 1929, fraction of the county living in an urban location of 2,500 or more people in 1929, the fraction of the adult population that is illiterate in 1929, the 
fraction of the population that is non-white in 1929, indicators for whether the bank was located in a city that was designed a Central Reserve City, Reserve City or had an 
active clearinghouse in place in 1932 and the logarithm of the number of banks in the county in 1932.  Economic and Political Variables include the logarithm of number 
of farms per capita, the logarithm of number of manufacturing establishments per capita, the fraction of owner-operator farms that had mortgage debt, the fractions of 
votes for the Democrat candidates in the House of Representatives elections of 1930 and the Presidential election of 1932.  The models also control for the change in 
each outcome variable 1929 to 1933 and the change the number of banks 1929 to the start of the Bank Holiday. Robust standard errors are provided in parentheses below 
the coefficients. * denotes significance at 10%; ** at 5% level and *** at 1% levels.

ΔLn(Retail Sales) 1933-
1939

ΔLn(Wholesale Sales) 
1933-1935

ΔLn(Value Added) 1933-
1935

ΔLn(# of Tax Returns 
Filed) 1933-1939



(1) (2) (3) (4) (5) (6) (7) (8)
%Assets Unrestricted reopen -0.014 0.016
 by March 29 [0.012] [0.051]

%Assets Restricted reopen -0.060*** -0.044
 by March 29 [0.022] [0.081]

Number of Unrestricted reopen -0.001 0.002
 by March 29 [0.001] [0.003]

Number of Restricted reopen -0.002 0.007
 by March 29 [0.002] [0.010]

Indicator for Whether all Banks -0.009 0.024
Unrestricted Reopened by July [0.007] [0.026]

Indicator for Whether all Banks -0.002 0.029
Unrestricted Reopened by March 29 [0.007] [0.028]

County-Level Controls? Yes Yes Yes Yes Yes Yes Yes Yes
Other Bank Controls? Yes Yes Yes Yes Yes Yes Yes Yes
State Fixed Effects? Yes Yes Yes Yes Yes Yes Yes Yes
Lagged Growth Variable? Yes Yes Yes Yes Yes Yes Yes Yes
Change in Banks 1929-1933? Yes Yes Yes Yes Yes Yes Yes Yes
Observations 2838 2838 2838 2838 2816 2816 2816 2816
R-squared 0.374 0.372 0.372 0.372 0.242 0.242 0.242 0.242

(9) (10) (11) (12) (13) (14) (15) (16)
%Assets Unrestricted reopen 0.034 0.006
 by March 29 [0.074] [0.023]

%Assets Restricted reopen -0.033 -0.064
 by March 29 [0.096] [0.042]

Number of Unrestricted reopen 0.005 0.001
 by March 29 [0.003] [0.002]

Number of Restricted reopen 0.011 -0.003
 by March 29 [0.008] [0.005]

Indicator for Whether all Banks 0.036 -0.018
Unrestricted Reopened by July [0.037] [0.012]

Indicator for Whether all Banks -0.012 0.008
Unrestricted Reopened by March 29 [0.034] [0.014]

County-Level Controls? Yes Yes Yes Yes Yes Yes Yes Yes
Other Bank Controls? Yes Yes Yes Yes Yes Yes Yes Yes
State Fixed Effects? Yes Yes Yes Yes Yes Yes Yes Yes
Lagged Growth Variable? Yes Yes Yes Yes Yes Yes Yes Yes
Change in Banks 1929-1933? Yes Yes Yes Yes Yes Yes Yes Yes
Observations 1973 1973 1973 1973 2794 2794 2794 2794
R-squared 0.221 0.221 0.221 0.220 0.286 0.285 0.285 0.285

Table A8: Implications of March Reopenings on Measures of Economic Growth - Additional Measures of Reopening

Notes: Table provides the coefficients of equation (5) estimated by ordinary least squares. The dependent variables is the change in the logarithm of specified variable across 
the period specified. County-Level Controls include the logarithm of population in 1929, fraction of the county living in an urban location of 2,500 or more people in 1929, 
the fraction of the adult population that is illiterate in 1929, the fraction of the population that is non-white in 1929, indicators for whether the bank was located in a city that 
was designed a Central Reserve City, Reserve City or had an active clearinghouse in place in 1932 and the logarithm of the number of banks in the county in 1932.  Economic 
and Political Variables include the logarithm of number of farms per capita, the logarithm of number of manufacturing establishments per capita, the fraction of owner-
operator farms that had mortgage debt, the fractions of votes for the Democrat candidates in the House of Representatives elections of 1930 and the Presidential election of 
1932.  The models also control for the change in each outcome variable 1929 to 1933 and the change the number of banks 1929 to the start of the Bank Holiday. Robust 
standard errors are provided in parentheses below the coefficients. * denotes significance at 10%; ** at 5% level and *** at 1% levels.

ΔLn(Retail Sales) 1933-1939 ΔLn(Wholesale) 1933-1935

ΔLn(Value Added) 1933-1935 ΔLn(Value Added) 1933-1935



(1) (2) (3)
Ln(Total Assets) 0.075*** 0.075*** 0.072***

[0.006] [0.006] [0.006]
Loans/Assets -0.078*** -0.107*** -0.093***

[0.026] [0.025] [0.026]
(Cash and Due from Banks)/Deposits 1.041*** 1.020*** 1.090***

[0.052] [0.050] [0.053]
(Capital and Surplus)/Assets 0.559*** 0.431*** 0.560***

[0.066] [0.063] [0.066]
National Bank Indicator 0.094*** 0.047*** 0.088***

[0.010] [0.009] [0.010]
State Bank Fed Member Indicator 0.040** 0.040** 0.046**

[0.020] [0.019] [0.019]
Operates State-Wide Branches -0.051* -0.028 -0.063**

[0.029] [0.027] [0.028]

# of Farms Per Person 0.844*** 0.376* 0.837***
[0.225] [0.195] [0.216]

# of Mfg. Establishments Per Person -0.322*** -0.083 -0.430***
[0.069] [0.063] [0.071]

Fraction Voted for FDR in 1932 -0.241*** -0.172*** -0.257***
[0.054] [0.059] [0.054]

Fraction Voted for Dem. Candidate in 1930 0.098*** 0.043 0.145***
[0.027] [0.034] [0.027]

No Other Banks in Town Indicator 0.063 -0.024 0.024
[0.112] [0.101] [0.110]

Fraction of Other Banks In Town That Are 0.188*** 0.095*** 0.177***
 National Banks [0.029] [0.027] [0.028]
Fraction of Other Banks in Town That Are -0.024 -0.029 -0.020
 State Fed Member Banks [0.047] [0.044] [0.047]

State Suspension Before March 4 -0.054***
[0.013]

Minimum Capital in 1929 (in Thousands) 0.001**
[0.000]

Double Liability in 1929 -0.094***
[0.013]

Reserve Requirement on Demand Dep. 1929 -0.013***
[0.002]

State Fixed-Effects? No Yes No
County-Level Controls? Yes Yes Yes
Additional Town Bank Controls? Yes Yes Yes
Observations 16555 16555 16555
R-squared 0.118 0.207 0.132
Classification Rate 74.12% 77.40% 74.45%

Table A9: Determinants of Unrestricted Reopening in March 1933 - Examining State Regulatory Differences
Reopened By March 29, 1933

Notes: Table provides the marginal effects of equation (1) estimated with a logit model. The dependent variable is an indicator for 
whether the bank was reopened without restrictions by March 29, 1933. The sample consists of all commercial banks in July 1932 who 
were open at the start of the Bank Holiday. County-Level Controls include the logarithm of population in 1929, fraction of the county 
living in an urban location of 2,500 or more people in 1929, the fraction of the adult population that is illiterate in 1929, the fraction of 
the population that is non-white in 1929, indicators for whether the bank was located in a city that was designed a Central Reserve City, 
Reserve City or had an active clearinghouse in place in 1932 and the logarithm of the number of banks in the county in 1932.  Robust 
standard errors are provided in parentheses below the coefficients. * denotes significance at 10%; ** at 5% level and *** at 1% levels.
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