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1. Introduction 

Do countercyclical interest rates stabilize macroeconomic variables in open economies? 

Performing macroeconomic stabilization following external shocks is crucial for policy makers in 

these economies. However, providing causal empirical evidence on this question is difficult because 

both shocks and policy interest rates are often endogenous to underlying economic conditions. 

Hence, research on the effects of countercyclical interest rates has largely focused on theoretical 

models and calibration exercises.1 

In this paper, we address this lacuna by examining the behavior of economies during the 

classical gold standard era. Although policy makers at this time were likely not explicitly engaged in 

stabilization policy, this earlier era of open economies and trade integration provides a unique setting 

where we can identify plausibly exogenous shocks that allow for the estimation of the causal effects 

of countercyclical interest rates. Specifically, these shocks are: (1) fluctuations in principal export-

prices, mostly commodity prices determined in world markets, and (2) interest-rate shocks that 

responded to interest-rate movements in the United Kingdom (the linchpin of the international 

monetary system during our sample period) for economies adhering to currency pegs (i.e., the 

classical gold standard). Armed with these two plausibly exogenous shocks, we then use different 

combinations of them to obtain causal estimates for the effects of countercyclical interest rates on 

real output and the price level. 

To do so, we construct a new database of short-term interest rates, principal exports, and 

international export prices for 40 economies from 1870 to 1913, and focus our analysis on economies 

that adhered to the classical gold standard during this period. First, we estimate the causal impact of 

export-price shocks on output and domestic prices while taking interest rates as given. We focus on 

the price of the principal export for a given economy, instead of a portfolio of exports, since this is 

plausibly a more exogenous determinant of income. We find that positive export-price shocks 

increase real GDP per capita and the price level. A one-standard-deviation increase in the price of a 

                                                             
1 See Corsetti et. al. (2010) for a review of this approach. State-dependent empirical analysis of monetary shocks, for 
example, by Jordà et al. (2020), usually defines the state using the output gap, which is an endogenous variable.  
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country’s principal export causes real GDP per capita to be about 0.5 percent larger after five years 

and the price level to be 2 percent higher after three years. 

These findings relate to a large literature estimating the impact of trade-related and 

commodity-price shocks in open economies. Fernández et al. (2017) document that commodity 

prices account for significant fluctuations in output, while Schmitt-Grohe and Uribe (2017) show 

smaller effects. Gelos and Ustyugova (2017) study inflation responses to commodity-price shocks. 

Benguria et al. (2018) show that higher commodity prices increase domestic demand through a 

wealth channel and induce wage increases. Mendoza (1995), Kose (2002) and Drechsel and Tenreyro 

(2018) show theoretically how commodity booms and busts affect output, consumption, and 

investment.  

Our primary focus is on how commodity price shocks depend on the monetary stance in the 

economy; however, our analysis also contributes to understanding short-run macroeconomic effects 

during the first global monetary system. Previous research for the classical gold standard era has 

analyzed the long-run effects of the commodity lottery on output (Blattman et al., 2007) or the short-

run effects of commodity-price shocks on currency risk (Mitchener and Pina, 2020). We contribute 

to this literature by showing that, during this earlier era of large global trade flows, principal export-

price shocks (primarily commodities) were an important driver of output and prices in the short and 

medium run.  

We then combine these export-price shocks with interest-rate shocks to produce causal 

estimates of state-dependent interest rates on macroeconomic outcomes. To estimate the effects 

of interest-rate shocks, we employ an instrumental variables (IV) local-projections approach that is 

based on the policy trilemma in international finance, which states that in the absence of capital 

controls, under fixed exchange rates economies do not have independent monetary policy (di 
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Giovanni and Shambaugh, 2008; di Giovanni et al., 2009; Jordà et al., 2015; Jordà et al., 2020).2 We 

do this for the sub-sample of economies adhering to the gold standard for which we also have data 

on domestic interest rates during our sample period. In our baseline estimation for economies 

formally adhering to the classical gold standard, the contemporaneous pass-through of UK interest-

rate shocks (the base country during our sample period) to other economies is 0.3. This approach 

allows us to capture the causal effect of domestic interest rates on economic activity. We find that 

increases in interest rates reduce output and prices, results that are consistent with related research 

(di Giovanni and Shambaugh, 2008; di Giovanni et al., 2009; Jordà et al., 2015, 2020). A one-standard-

deviation increase in UK interest rates, or a 0.3 increase in domestic interest rates, reduces real GDP 

in other economies by 1 percent and the price level by 2.5 percent after five years. 

Since the export-shocks and interest-rate shocks described above are not perfectly correlated 

with each other during our sample period, we can estimate the causal impact from different 

combinations of shocks – our main contribution to the literature. In particular, we are able to 

investigate combinations that capture countercyclical interest rates. Specifically, we provide 

estimates of the local average treatment effect for two scenarios that we refer to as countercyclical: 

(1) how prices and output respond when interest rates and export prices both increase and (2) how 

prices and output react when interest rates and export prices both decline. We then compare the 

effect of export price shocks on macroeconomic variables under these countercyclical cases to 

procyclical or acyclical combinations of shocks. Crucially, for both the reduced form and the 

structural IV approaches that we employ, we use the exogenous UK interest rate instead of the 

domestic interest rate to define whether a particular combination of shocks is defined as 

countercyclical. 

                                                             
2 Our approach is closest to Jordà et al. (2020), which also use instrumental variables and local projection methods to 
study the impact of monetary shocks for a set of advanced economies by employing the policy trilemma. However, our 
historical laboratory permits us to identify two sources of exogenous variation, allowing us to focus on a different set of 
questions – policy evaluation of countercyclical monetary shocks – and our data set allows us to consider these effects 
on developing and advanced economies. Specifically, we collect data on interest rates for a panel of 40 economies, a 
superset of the previous work including many emerging economies, but focus on a shorter period than their research, 
1870-1913, so that we can analyze causal countercyclical monetary shocks. 
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Our results establish that countercyclical interest rates undo the effects of export-price 

shocks on real GDP per capita and on the domestic price level. Using our IV approach, when base-

country (UK) interest rates are countercyclical to country-specific export price shocks, the effect of 

export-price shocks on real GDP is close to zero at all horizons. On the other hand, it approaches 2 

percent after five years when interest rates are either procyclical or acyclical. This stabilization effect 

also occurs for the price level. Domestic prices are again virtually unchanged under countercyclical 

interest rates. However, the price level increases substantially when rates are procyclical or acyclical, 

4 percent higher after four years. 

These results complement existing structural work on monetary policy for open economies 

(Gali and Monacelli, 2005; Catão and Chang, 2013; Catão and Chang, 2015 and Vogel et al., 2015).3 

They are particularly relevant for commodity exporters, which often peg their currencies, therefore 

relinquishing monetary policy under capital mobility, and which have recently experienced increased 

volatility in commodity prices (Frankel, 2010; and Frankel, 2017). Finally, our results provide 

empirical evidence that is grounded on causal identification for state-dependent effects of monetary 

shocks, and thus complement previous research measuring the state of the economy using output 

gaps or real GDP growth (Alpanda et al., 2021; Jordà et al., 2020; Tenreyro and Thwaites, 2016; 

Weise, 1999). Given the nature of the shocks considered, our results are most relevant for emerging 

economies that are commodity exporters.  

  

                                                             
3 Our paper is also related to the literature studying the role of pegs and exchange-rate regimes on macroeconomic 
adjustment following terms of trade shocks. For example, Levy-Yeyati and Sturzenegger (2003) and Broda (2004) provide 
empirical evidence that terms of trade shocks have a larger effect on economic performance in economies with more 
rigid exchange-rate regimes than in economies with flexible exchange rate regimes. 
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2. Data and Empirical Framework 

 Our sample period, 1870-1913, is crucial for identification. That is, several features of the 

global economy and policy making during this earlier era provide a near perfect laboratory for 

identifying exogenous shocks, which can then be used to evaluate the causal effects of 

countercyclical interest-rates. First, declining trade barriers in the middle of the 19th century and 

rapidly falling transportation costs throughout the century led to an explosion in global trade and a 

free flow of goods across borders (O’Rourke and Williamson 1994, 1999). This feature of the so-called 

first era of globalization allows us to examine economies dependent on trade. Second, our sample 

period, 1870-1913, corresponds to the classical gold standard era – when economies increasingly 

pegged their exchange rates to gold. As a result, economies with currency pegs were exposed to 

monetary shocks emanating from the “base” economy – in this era, the United Kingdom – and these 

pegs committed domestic policy makers to respond to base-country interest-rate changes to 

maintain their fixed exchange rates (Bordo and Rockoff, 1996).  

Furthermore, unlike the interwar period or the rest of the 20th century, capital flowed without 

restriction: economies maintained pegged exchange rates without the use of capital controls 

(Obstfeld and Taylor, 2001). According to the international macroeconomics policy trilemma, a 

country cannot simultaneously achieve fixed exchange rates, capital mobility, and monetary policy 

independence. Given that many economies in this period were pegging to gold and permitted the 

free movement of capital, interest-rate movements in the UK, the largest economy at the time, thus 

provide a source of exogenous variation in domestic monetary conditions (Obstfeld et al., 2005 and 

Jordà et al., 2020). Third, most economies produced goods that were “pre-determined” in the sense 

that they specialized in producing goods and commodities based on factor endowments (geography 

and climate) and were thus subjected to what economic historians refer to as the “commodity 

lottery” (Blattman et al., 2007; Findlay, 2003; O’Rourke and Williamson, 1994). Because these 

products represented a large share of production and trade, changes to export prices significantly 

influenced income in these economies. Fourth, external-demand shocks emanating from changes in 

export prices aree plausibly exogenous. That is, export prices were largely determined in global 
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markets, and given that goods markets were highly integrated in this period, “commodity lottery” 

economies were largely price takers. 

2.1. Data 

 To analyze the causal effects of export shocks and interest-rate shocks on macroeconomic 

performance, we construct a new data set spanning 1870-1913. To measure exogenous real shocks 

to economies, we collected new data on economies’ principal exports from 1870-1913. We identify 

the principal exports for each economy by constructing export weights using primary sources (British 

Board of Trade, various years) and secondary sources (Jacobson, 1909; Mitchell, 1982, 2007a, 

2007b). Appendix A provides detailed information on the sources and the methods used to 

determine the principal export for each economy. We use the largest, single principal export for each 

country (by value), as in Caselli and Tesei (2016), in order to ensure that our identified shock is both 

exogenous and an important determinant of economic conditions.  

We then combine this information with data on prices for exported goods collected by 

Blattman et al. (2007), and which covers all the economies in our sample at the annual frequency. To 

measure interest-rate shocks, we employ data on short-term interest rates from Neal and 

Weidenmier (2003). These rates represent either a country’s open market rate or its discount rate; 

they are denominated in domestic currency, are highly liquid, and are not subject to default risk 

(Mitchener and Weidenmier, 2015). They are therefore a crucial determinant of credit conditions in 

domestic markets. For economies lacking interest rates from these sources, we use interest rates on 

short-term government bonds from Jordà et al. (2015) as well as country-specific sources described 

in Appendix C. To measure macroeconomic performance, we utilize estimates of annual real per 

capita GDP compiled by Barro and Ursúa (2010). Inflation rates are from Jordà et al. (2015) and 

Reinhart and Rogoff (2011). Additional data for these two macroeconomic variables are from 

Maddison (2013) and Pisha et al. (2015).4 

                                                             
4 We construct indices for domestic prices using the inflation rate data and indices for real GDP per capita when source 
data on a country’s real GDP per capita is only given in percentage changes. We also drop Greece and Bulgaria from the 
GDP sample in 1913 to correct for the large increase in population following the annexation of territories as part of the 
First Balkan War. 
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 These sources and newly collected data permit the construction of an unbalanced panel of 

40 economies that includes developing economies as well as the more advanced ones (industrial 

economies of the late-19th and early-20th centuries).5 Table 1 displays summary statistics of the main 

variables. The binding constraint for our analysis of countercyclical interest rates is the availability of 

short-term domestic interest rates, which are available, historically, for 30 economies. From this set 

of economies, we use the United Kingdom (UK) as the base economy for our sample periods, which 

researchers view as centrally important to the operation of the classical gold standard (Bloomfield, 

1959). A set of 38 economies formally adhered to the gold standard for at least one year in our 

sample. The intersection between data on principal export prices, outcome variables, gold standard 

adoption, and short-run domestic interest rates allows us to analyze the effects of countercyclical 

domestic interest rates for 26 economies.6 

Table 1: Summary statistics, 1870-1913.  
 

 Observations Mean Std. Dev. Min Max 

Real GDP per capita  1,719 1.2 6.1 -36.4 38.8 

Domestic price level  1,589 0.7 7.5 -35.5 76.0 

Deflated principal-export prices  1,560 -0.6 11.2 -40.6 53.2 

Annual interest rate             

(in basis points) 
1,100 497 186 106 1424 

Change in annual interest rate  

(in basis points)  
1,065 -0.0 79 -1081 586 

Note: The series displayed in the first three rows are computed as one-year log differences (times 100) and 
should therefore be interpreted as growth rates.  

                                                             
5 The panel is unbalanced due to differential adherence to the gold standard and, to a lesser extent, data availability. 
6  Appendix Table 1 provides information on data availability and variables including the principal export for each 
economy. For 38 economies that adhered to the classical gold standard, we have data on outcomes and export-price 
shocks, but not domestic interest rates, which still allows us to run the IV reduced form specification in a robustness 
check, and study the direct effect of countercyclical base country interest rates in these economies. For one economy, 
we have data on domestic interest rates but this economy did not join the classical gold standard. We use data for 
economies while they are not adhering to the classical gold standard in placebo tests. We omit France and Germany from 
the analysis as our assumptions of exogeneity of exports and interest rate shocks are less likely to hold for these two 
countries. 
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2.2. Identifying Export and Interest-Rate Shocks 

 To estimate causal effects, we identify plausibly exogenous sources of variation in export 

prices and interest rates. We define the shock to export prices as changes in the log difference in the 

real principal-export price, which is obtained by deflating nominal export prices using a price index 

for manufacturing goods. In economies that are dependent on trade, fluctuations in principal export 

prices are crucial determinants of income. Our identified export-price shock is plausibly exogenous 

under two identifying assumptions. First, prices for these goods are exogenous to shocks in the 

economies producing them. Second, the specialization pattern is also exogenous with respect to the 

interest-rate and price shocks that we identify. Both assumptions are likely to hold in our sample. 

For most economies, the principal export is a commodity, produced in a variety of locations around 

the globe, each with similar, pre-determined factor endowments. Prices for these commodities were 

determined in global markets (see Blattman et al., 2007) and commodity producers were, for the 

most part, price takers (Williamson, 2013). For a small number of economies in our sample, the 

principal export is a manufacturing product. However, adjustment costs in production limit the ability 

of economies to respond to shocks in the short run. Furthermore, as we show in additional 

specifications, our results are robust to including only commodity exporters. To sum up, fluctuations 

in an economy’s principal exports provide a plausibly exogenous source of variation for measuring 

income shocks. 

 Appendix Table 2 illustrates the wide variation in types of goods exported. Since a few 

commodities were produced by (near) monopolists, we consider these exceptions to our “price-

taker” assumption in robustness checks. To identify meaningful external shocks that are country-

specific, the price data need to exhibit sufficient variation. Figure 1 displays kernel density functions 

of the annual percentage change in commodity prices for each year in our sample. These plots show 

substantial cross-sectional and time-series variation in export-price shocks. The white dot represents 

the median for each year. The spikes represent extreme values by year. We also plot the probability 

density for each year, smoothed by the Epanechnikov kernel. For example, in 1871, the year shown 

in the graph, export-price shocks range from -20% and 20%, with higher density slightly below 0%. 
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Figure 1: Kernel Densities by year of Export Price Shocks 

 

Note: Export-price shocks are defined as the log difference in the deflated export price. For each year, the white 
marker represents the median, while the spikes represent extreme values. Kernel densities are estimated using 
the Epanechnikov kernel function. 

 

We now turn to identifying interest-rate shocks. Since there were no restrictions on the 

movement of capital during our sample period (i.e., no capital controls) and fixed exchange rates 

were widely used during the classical gold standard era, the international policy trilemma implies 

that when interest rates change in the base economy, other economies will respond by altering their 

own interest rates, either formally through a policy rate controlled by a central bank (in economies 

where they existed) or, in their absence, through a no-arbitrage condition in financial markets. We 

use this insight to formulate a third identifying assumption – that from 1870-1913, interest rates in 
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the UK (which Keynes (1930) called the “conductor of the international orchestra”) influenced the 

interest rates of other economies formally on the gold standard.7  

We define an interest-rate shock as: 

 

(1) 𝑹𝒊,𝒕 = &∆𝒊𝑼𝑲,𝒕 − ∆𝒊𝑼𝑲,𝒕∗ , × 𝑷𝒆𝒈𝒊,𝒕,  

 

where ΔiUK,t is the change in the interest rate in the UK and Δi*UK,t is the change in the interest rate in 

the UK predicted by observable domestic variables and by global factors capturing the global 

business, commodity, and financial cycles.8 The variable Pegi,t takes on a value of 1 if a country 

formally adheres to the gold standard and zero otherwise. Intuitively, the instrument captures 

changes in the interest rate of the base country, the United Kingdom, which are not explained by 

that country’s observable economic conditions or global factors. Controlling for these factors has an 

impact on estimated shocks. The correlation between the estimated interest-rate shock and raw 

interest-rate movements is equal to 0.61. 

In principle, it would be possible to use our identification strategy to examine other historical 

eras or more recent periods; however, if the researcher’s goal is to generate causal estimates of 

countercyclical interest rates, there are considerable challenges to changing the sample period. First, 

as noted earlier, this earlier era of globalization, defined to a large extent by trade in commodities, 

is particularly well suited to the identification of exogenous demand shocks. Second, including the 

interwar period, the Bretton Woods era, or the early 1970s would require that we incorporate capital 

controls into the analysis, given their widespread usage in those periods. Since we are interested in 

                                                             
7 A classic reference is Bloomfield (1959). For more recent treatments, see also Obstfeld, Shambaugh, Taylor (2005) and 
references therein. Potentially, the UK also influenced interest rates in economies using other types of fixed exchange-
rate arrangements, such as economies on silver, bimetallism, or “shadowing” the gold standard. 
8 We measure global real GDP per capita growth using Maddison (2013) and deflate the price index of UK imports by UK 
domestic prices using data available in Jordà et al. (2015). In our baseline specification, we include the contemporaneous 
effect and one lag of the first difference in log real GDP, log UK prices, log UK deflated import prices, log of global real 
GDP per capita and a dummy variable capturing global financial crises, as well as one lag of the UK interest rate. These 
are estimated within our sample, 1870-1913. In robustness checks we use also data for the interest-rate shock directly 
from Jordà et al. (2020), which are estimated using a larger sample, and highly correlated with the raw changes in UK 
interest rates between 1870-1913 (the correlation coefficient equal to 0.92).  
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explaining short-term macroeconomic responses, doing so would require careful measurement of 

annual changes in capital controls such that the researcher could discern when barriers on the flow 

of the capital were being used to offset or counteract interest-rate changes in a base country’s rate. 

It is far easier (and hence more common in the literature) to define capital controls in terms of 

“regimes,” using indicator variables that indicate their de jure or de facto existence, then it is to 

measure precise changes to controls once they exist. This measurement issue makes the 

instrumental variables approach used in our paper to identify causal estimates quite challenging to 

implement for more recent sample periods.9 Third, because policy makers in the late 19th and early-

20th centuries were strongly committed to maintaining the gold standard and external balance 

(Bordo and Kydland, 1995), we can focus on measuring the effects of countercyclical monetary 

shocks without being concerned about the simultaneous use of fiscal policy. For example, in a simple 

Mundell-Flemming model, fiscal policy can be quite effective for a small, open economy with a fixed 

exchange rate and no capital controls. After World War I, policymakers became more responsive to 

internal balance due to domestic political considerations and fiscal policy became a more widespread 

tool for demand management (Eichengreen, 1998); hence, any estimation in later eras would need 

an empirical strategy that accounted for and credibly identified fiscal policy shocks.10 

Table 2 displays the contemporaneous “pass through” from the instrumental variable to 

domestic short-term interest rates. The coefficient is positive and significant: a one-percentage-point 

exogenous increase in the UK interest rate leads to a contemporaneous increase in domestic rates 

                                                             
9 For example, see the use of intermediate measures, such as partial capital controls or limited exchange-rate flexibility, 
in the wake of the Great Recession (Klein and Shambaugh, 2015). 
10 It is worth pointing out key differences in our samples, central questions, and identifying assumptions relative to Jordà 
et al (2020), which employ a similar approach for identifying interest-rate shocks. First, our primary objective is to provide 
credible estimates of countercyclical shocks, a question not addressed in their research and that may be especially 
important for emerging market economies that are often quite reliant on exports for growth (Mendoza, 1997 and 
Blattman et al, 2007). Because we collect data and estimate export-demand shocks, we can estimate the effect of 
countercyclical monetary shocks. Second, we collected data on interest rates for a panel of 30 economies plus the UK; 
this is a superset of their analysis for 17 developed economies. Our sample includes many more emerging-market 
economies, allowing us to test hypotheses that may be of particular importance to developing economies. Third, we 
primarily use discount rates (the policy rate used by gold standard economies in the classical gold standard era) and 
market short-term interest rates to measure monetary policy instead of rates obtained from short-term government 
bonds. Finally, we focus exclusively on the classical gold standard era, a period that provides clean identification for 
reasons noted above. 
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of about 0.3 percentage points.11  We include only observations for economies while adhering to the 

classical gold standard, which will be the relevant sub-sample for our countercyclical interest-rate 

exercises. 

Table 2: Relationship between the Instrumental Variable and Domestic Interest Rates 

Coefficient (1) (2) (3) 

 
   

Instrument R 0.302*** 0.309*** 0.293*** 

 
(0.055) (0.057) (0.050) 

    

Country Fixed Effects  X X 

Controls   X 

Economies 28 28 28 

Observations 676 676 674 

Notes: The dependent variable is the change in the nominal interest rate for country i, at time t. The trilemma instrument 
is defined in equation (1). Control variables are all included as contemporaneous and one-year lag values. Controls 
include: international financial crisis dummy, domestic financial crisis dummy, world growth and inflation in the UK, both 
defined as the log difference times 100. Robust standard errors, clustered at the country level, are in parentheses. 
Regressions include only observations for economies while adhering to the classical gold standard. *** denotes 
significance at the 1% level, ** denotes significance at the 5% level, and * denotes significance at the 10% level. 

 

Table 3 provides a placebo test for the identification of interest-rate shocks by examining 

observations for all economies that are not on the gold standard during our sample period. As 

displayed in Appendix 1, there is variation both in terms of the economies that adhere to the classical 

gold standard and the times of adherence. Consistent with our identifying assumption for interest 

rates, the result in the table shows that there is no statistically significant relationship between 

changes in UK interest rates and domestic interest rates when we restrict the sample to non-gold-

standard observations. 

                                                             
11 The gold standard allowed for deviations from complete pass through. These deviations occurred due to limits to 
arbitrage related to the cost of financing, insuring and transporting gold. In other words, exchange rates were fixed 
within a band, the gold points. See Hallwood et al. (1996) for an interpretation of the gold standard as a target zone 
and Krugman (1991) for a model of target zones that is consistent with positive, but imperfect, pass-through in defense 
of the exchange rate even if it lies inside the target zone. 
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Table 3: Placebo relationship between Instrumental Variable and Domestic Interest Rates 

Coefficient (1) (2) (3) 

 
   

Instrument R (Placebo) -0.027 -0.031 -0.026 

 
(0.111) (0.116) (0.120) 

Country Fixed Effects  X X 

Controls   X 

Economies 25 25 24 

Observations 346 346 331 

Notes: The dependent variable is the change in the nominal interest rate for country i, at time t. The trilemma instrument 
is defined in equation (1). Control variables are all included as contemporaneous and one-year lag values. Controls 
include: international financial crisis dummy, domestic financial crisis dummy, world growth and inflation in the UK, both 
defined as the log difference times 100. Robust standard errors, clustered at the country level, are in parentheses. 
Regressions include only observations for economies while not adhering to the classical gold standard. *** denotes 
significance at the 1% level, ** denotes significance at the 5% level, and * denotes significance at the 10% level. 
 

If both export-price and the interest-rate shocks are exogenous, then the joint distribution of 

shocks is determined by a process that resembles random assignment, and consequently our 

empirical design is one of a quasi-natural experiment. Since we are ultimately interested in 

identifying the effects of combinations of the shocks for a given country, the two types of shocks 

should not be highly correlated. In other words, substantial exogenous variation in the joint 

distribution of export-price and interest-rate shocks is desirable. Figure 2 shows that the correlation 

between export-price shocks and changes in UK interest rates is relatively low. Given our focus on 

the countercyclical exercises, Figure 2 plots only observations for which economies formally adhere 

to the gold standard at time t. The unconditional correlation coefficient between the instrument Ri,t 

and the principal export-price shock is 0.09. More importantly, there is substantial variation in the 

joint distribution of shocks. Note that the instrument, the base rate change conditional on UK 

domestic factors and global factors, is a common shock. For example, consider the lowest estimate 

for Ri,t, which is about -100 basis points. This represents a decrease in interest rates and a loosening 

of credit conditions. The values for the export-price shock range between -15% and 20%. Overall, for 
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a given interest-rate shock, there is substantial variation in the percentage change in real principal 

export prices, including some economies with positive shocks and others with negative shocks.12 

Figure 2: Correlation between export-price shocks and interest-rate shocks 

 

  
Notes: The figure shows the relationship between export-price shocks and interest rates conditional on an 
economy formally adhering to the gold standard at time t. Export price shocks are in percentage changes and 
interest rates are in changes. 

3. Econometric Approach 

Our estimation begins by examining the effects of export-price and interest-rate shocks on 

real GDP and domestic prices using Jordà’s (2005) local projections method. We estimate impulse 

response functions by computing responses to a shock at t, measured over different horizons h, 

where the initial impact is defined as h=0, the cumulative one-year impact as h=1, and so forth. Using 

local projections allows us to impose fewer constraints on impulse response functions compared to 

                                                             
12 Appendix Table 1 displays within-country correlation coefficients for the two shocks. 
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VARs, to include instrumental variables, and to estimate the average treatment effect of shocks given 

country heterogeneity.13 

The first approach is to estimate the effect of export-price shocks, taking other variables as 

given. That is, we run the following specification at different horizons, h: 

(2) 𝒚𝒊,𝒕2𝒉 = 𝜶𝒊,𝒉 + 𝝆𝒉𝒚𝒊,𝒕7𝟏 +𝜷𝒉𝒑𝒊,𝒕 + 𝜸𝒉𝒑𝒊,𝒕7𝟏 + 𝜺𝒊,𝒕2𝒉 , 

 

where 𝑦>,?2@  represents either real GDP or the domestic price level country in i, both in log-

differences, at each horizon h and time t.  A contemporaneous export shock,  𝑝>,?  , as well a one-

period lagged shock are included. The model also includes, 𝛼>,@ , a country-fixed effect. Standard 

errors are clustered at the country level.14 

Under the assumption that export-prices are exogenous, this equation estimates the 

cumulative causal impact of export-prices on real GDP or CPI prices at each horizon. The parameter, 

𝛽@, captures the effect of an increase in export prices equal to 1 percentage point on either 

real GDP or the price level after h years. Available data in our panel allows us to estimate this 

regression for 38 economies for real GDP and for 31 economies for the price level. 

We next augment equation (2) and include the change in the domestic interest-rate, defined 

as 𝛿>,?. In particular, we estimate the following equation: 

(3) 𝒚𝒊,𝒕2𝒉 = 𝜶𝒊,𝒉 + 𝝆𝒉𝒚𝒊,𝒕7𝟏 +𝜷𝒉𝒑𝒊,𝒕 + 𝜸𝒉𝒑𝒊,𝒕7𝟏+𝝎𝒉𝜹𝒊,𝒕+𝝉𝒉𝜹𝒊,𝒕7𝟏 + 𝒙𝒊,𝒕𝜽𝒉 + 𝒙𝒊,𝒕7𝟏𝝁𝒉 + 𝜺𝒊,𝒕2𝒉, 
 

where the estimand 𝝎𝒉  captures the correlation between changes in domestic short-run 

interest rates and economic outcomes at different horizons. The vector 𝑥>,?  collects global and 

domestic time-varying controls. These include the log difference of world real GDP per capita, the 

inflation rate in the UK, an international financial crisis dummy, and a domestic financial crisis 

                                                             
13 Plagborg- Møller and Wolf (2021) show that, without imposing restrictions on the lag structures, linear local projections 
and Vector Autoregressions (VARs) estimate the same impulse response functions. We follow standard practice in local 
projections approaches and include one-lag for dependent and independent variables in all regressions. 
14 We follow Jordà et al. (2020) and do not include time fixed effects. Given that all economies are exposed to the same 
interest-rate shock, we cannot estimate time-fixed effects separately in the countercyclical exercises. Instead, we control 
for the world economic cycle directly, using GDP growth, UK inflation rates, and global financial crises. 
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dummy. These capture global factors in GDP, prices, and the financial cycle as well as domestic 

financial crises. The lack of domestic interest rate data for some economies constrains the sample to 

26 economies. 

To address the concern that domestic interest rates are endogenously determined together 

with output and the price level, we use the instrumental variables approach described in Section 2 

to obtain an instrument for domestic interest-rate changes. For economies that formally adhere to 

the classical gold standard, the instrument is changes in UK interest rates that are not explained by 

UK and global observable variables. 

As described in Section 2, the identifying assumptions are that estimated interest-rate shocks 

are: (1) as good as randomly assigned; (2) affect the “treated” or non-base economy only through 

their effects on the domestic interest rate; and (3) the instrument affects the endogenous regressor, 

i.e., the change in the domestic interest rate. The role of the UK economy in the classical gold 

standard suggests that assumption (1) is likely to hold since economic conditions in a particular 

emerging economy do not determine estimated UK interest-rate shocks. Note that we strip out the 

portion of a given change in the UK interest rate from changes explained by domestic UK economic 

variables as well as by global GDP growth, world commodity prices, and world financial crisis. 

Assumption (2) is the exclusion restriction. Although it is reasonable to expect that the main channel 

through which changes in UK rates affect other economies is through their effect on domestic 

interest rates, we cannot test this condition directly; however, we introduce a set of global and 

domestic controls that may address potential alternative channels. Finally, table 2 shows that 

assumption (3) holds. Estimated interest-rate shocks in the UK are strongly correlated with domestic 

interest-rate movements for economies adhering to the classical gold standard. Table 3 shows that 

this relationship is only present for economies adhering to the classical gold standard. 

Armed with this instrument, we estimate: 
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(4) 𝒚𝒊,𝒕2𝒉 = 𝜶𝒊,𝒉 + 𝝆𝒉𝒚𝒊,𝒕7𝟏 +𝜷𝒉𝒑𝒊,𝒕 + 𝜸𝒉𝒑𝒊,𝒕7𝟏+𝝎𝒉𝜹L𝒊,𝒕+𝝉𝒉𝜹𝒊,𝒕7𝟏 

+𝒙𝒊,𝒕𝜽𝒉 + 𝒙𝒊,𝒕7𝟏𝝁𝒉 + 𝜺𝒊,𝒕2𝒉, 
 

where 𝜹L corresponds to the predicted values for the change in the domestic interest rate, 

obtained from the following first-stage regression: 

(5) 𝜹𝒊,𝒕 = 𝒂𝒊 + 𝒃𝟏𝒚𝒊,𝒕7𝟏 +𝒃𝟐𝒑𝒊,𝒕 + 𝒃𝟑𝒑𝒊,𝒕7𝟏+𝒃𝟒𝑹𝒊,𝒕+𝒃𝟓𝜹𝒊,𝒕7𝟏 

+𝒙𝒊,𝒕𝒄 + 𝒙𝒊,𝒕7𝟏𝒅 + 𝜺𝒊,𝒕	. 
 

The coefficient 𝝎𝒉 captures the causal effect of a change in the domestic interest rate 

on real GDP and the price level at different horizons h, where the domestic interest rate is 

instrumented using R.  

Finally, the main contribution in this paper is to estimate equations (4) and (5) for different 

sub-samples that capture whether interest rate movements in the UK are countercyclical or 

procyclical/acyclical with respect to country-specific export-price shocks. We define countercyclical 

interest-rates as periods when: (1) the export price shock is below the average of the period and the 

interest-rate shock is negative or (2) the export price shock is above the average in the period and 

the interest-rate shock is positive. We compare these episodes to all others, including procyclical and 

acyclical policy periods. Crucially, these countercyclical dummies are built using the variable, R. That 

is, they are based on the source of the exogenous UK interest rate shock, not the domestic interest-

rate response.15 

  

                                                             
15 We opt to use the sample average as the cutoff level for export prices for two reasons. First, the average growth rate 
of deflated export prices is negative in our sample. As many of the exports are commodities, this is consistent with the 
Prebisch-Singer hypothesis (see Harvey et al. 2010 for a recent review). Second, one empirical challenge in our exercise 
is to have enough observations in the different sub-samples to estimate the relevant parameters in each scenario. Using 
the average ensures a more balanced distribution of observations which facilitates the estimation of the parameters. 
Results using zero as a cutoff are similar but have lower first stage F-statistics. 
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4. The economic effects of export-prices and interest rates 

To analyze the causal effects of countercyclical interest rates, our empirical research design 

requires two exogenous shocks: (1) global-price shocks that affect aggregate income through the 

value of exports and (2) base-country (UK) interest-rate shocks that shift interest rates for other (non-

UK) economies adhering to the gold standard. Before estimating the effects of countercyclical 

interest rates, this section reports results supporting these two channels and provides evidence for 

the unconditional effects of export-price shocks and interest rates. These results are interesting in 

their own right. As discussed in the introduction, the effect of export-price shocks is related to the 

short- and medium-run macroeconomic effects of commodity shocks, which have been studied for 

other eras, but not during the classical gold standard. Moreover, the macroeconomic effects of 

interest-rate shocks have been studied for emerging economies after World War II, as well as for the 

sub-sample of more developed economies between 1870 and World War II, but not for the emerging 

economies we consider in the classical gold standard period. 

Table 4 displays the results for the regression defined by equation (2), which estimates the 

effect of export-prices on real GDP and on the price level, taking interest rates as given. It shows that 

output and prices respond positively to export-price shocks. Table 4 shows results for economies 

formally adhering to the classical gold standard – the sample used in the countercyclical exercises 

presented later in the paper. However, results for the full available data show a similar relationship 

between export-price shocks and macroeconomic aggregates. 

We use impulse response functions to illustrate the short-run response of the economy to 

shocks. The solid black lines in figure 3 display the effects following a one-standard-deviation 

increase in deflated principal-export prices, with 90% confidence intervals shown by dashed lines. 

The results show that the effect of export prices is positive on both real GDP and the price level, but 

that it is stronger and more finely estimated for the price level than for real GDP. 
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Table 4: Local Projections Estimates for the Response of Real GDP per Capita and the Price Level to 

Export-Price Shocks 

Responses at years 0 to 5 (100 x log change from baseline) 

  Log change export-price 

Year after shock Real GDP Price Level 

   
h=0 0.025 0.087*** 

 
(0.016) (0.028) 

h=1 0.008 0.140*** 

 
(0.032) (0.041) 

h=2 -0.015 0.184*** 

 
(0.033) (0.036) 

h=3 0.020 0.206*** 

 
(0.027) (0.036) 

h=4 0.019 0.167*** 

 
(0.028) (0.037) 

h=5 0.054* 0.164*** 

 (0.031) (0.023) 

Number of economies 38 31 

Observations at h=0 898 812 

Notes: The dependent variable is defined as either real GDP per capita or the price Level (100 x log change from baseline). 
The independent variable is 100x the log change of the principal export-price. LP-OLS estimates are obtained using 
equation (2), using observations of countries adhering to the gold standard. All regressions include country fixed effects, 
as well as one lag of the dependent and the independent variables. *** p<0.01, ** p<0.05, * p<0.1. Clustered standard 
errors by country are shown in parentheses. 
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Figure 3: Local Projections Estimates for the Response of Real GDP per Capita and the Price Level to 

Export-Price Shocks  

 

Notes: Real GDP per capita (left panel) and price level (right panel) response to a one-standard-deviation increase 
in the log change of real principal-export prices. All panels show results from the estimation outlined in equation 
(2). Only observations for economies adhering to the classical gold standard are used. LP-OLS estimates displayed 
with solid black lines and 90% confidence bands as dashed lines. 

 

Table 5 shows the results including the change in domestic interest rates, as defined by 

equation (3). The two left columns in the results in table 5 show the effects of export-price shocks 

on the macroeconomic aggregates. The two right columns report the effects of the change in 

domestic interest rates. Results are more clearly visualized in figure 4, which plots the impulse 

responses. The top panels in figure 4 show the results for export-price shocks. The bottom panels 

display the effect of a domestic interest-rate shock, following a one-standard-deviation increase in 

UK interest rates. Confidence intervals are shown with dashed lines.   
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Table 5: Local Projections Estimates for the Response of Real GDP per Capita and the Price Level to 

Export-Price and Interest-Rate Shocks 

Responses at years 0 to 5 (100 x log change from baseline) 

  
Log change export-price 

Change in domestic interest 

rate 

Year after shock Real GDP Price Level Real GDP Price Level 

   
  

h=0 0.036 0.099** 0.630** 0.620*** 

 
(0.022) (0.040) (0.242) (0.212) 

h=1 0.040 0.142** -0.157 0.672 

 
(0.039) (0.060) (0.403) (0.420) 

h=2 0.042 0.190*** -0.002 0.930 

 
(0.039) (0.044) (0.516) (0.549) 

h=3 0.077** 0.215*** -0.246 0.590 

 
(0.030) (0.041) (0.355) (0.547) 

h=4 0.031 0.189*** -0.574* -0.360 

 
(0.031) (0.041) (0.335) (0.438) 

h=5 0.057 0.174*** -0.840** -0.605 

 (0.041) (0.029) (0.371) (0.607) 

Number of economies 26 26 26 26 

Observations at h=0 584 589 584 589 

Notes: The dependent variable is defined as either real GDP per capita or the price Level (100 x log change from baseline). 
The independent variables are 100x the log change of the principal export-price and the change in the domestic interest 
rate. LP-OLS estimates are obtained using equation (4), using observations of countries adhering to the gold standard. 
All regressions include country fixed effects and world real GDP per capita growth, UK inflation rate, and dummy variables 
for international and domestic financial crises, contemporaneously and with one lag, as well as one lag of the dependent 
and the independent variables. *** p<0.01, ** p<0.05, * p<0.1. Clustered standard errors by country are shown in 
parentheses. 
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Figure 4: Local Projections Estimates for the Response of Real GDP per Capita and the Price Level to 

Export-Price and Interest-Rate Shocks 

 

Notes: Real GDP per capita (left panel) and price level (right panel) response to a one-standard-deviation 
increase in the log change of real principal-export prices. All panels show the baseline model including global 
and country-specific controls, 𝒙𝒊,𝒕. Only observations for economies adhering to the classical gold standard are 
used. LP-OLS estimates displayed with solid black lines and 90% confidence bands as dashed lines. 

 

As the top panels in figure 4 show, the results for export-price shocks for the subsample for 

which we have data on domestic rates are similar to the results for the larger sample where we do 

not use domestic rates. Both real GDP and the price level increase following a positive export-price 

shock. The bottom panels show a positive correlation between interest rate increases and real GDP 

per capita and the price level on impact, and a null correlation for both variables between horizons 

one to three. This correlation turns negative from horizon four until five, although this latter effect 

is only estimated finely for real GDP.  

Upon initial observation, the correlation between domestic interest rates with real GDP and 

the price level may seem puzzling. However, note that domestic interest rates are likely endogenous 
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to local and global economic conditions. Therefore, OLS estimates may be biased, providing 

motivation for our instrumental variables specification, which we now consider. 

Table 6 presents the causal effects of domestic interest-rates, instrumented by UK rates, 

together with export-price shocks. Given that these two shocks are uncorrelated, the reported 

results for export prices should again not change relative to the ones in tables 4 and 5. To account 

for potential alternative mechanisms affecting both UK rates and domestic interest rates, we include 

controls for global and domestic time-varying factors – the log difference of world real GDP per 

capita, the inflation rate in the UK, an international financial crisis dummy variable, and a domestic 

financial crisis indicator variable.  

The two left columns show that output and prices respond positively to the export-price 

shock, similar to before. The two right columns show that the response to the interest-rate shock is 

negative. The first-stage F-stats are relatively large. The Kleibergen-Paap Wald F-statistic is above 30 

in the real GDP regressions, and above 25 in the price level regressions.  The findings show that 

increases in the domestic interest-rate cause a reduction in output and prices in economies that 

adhered to the gold standard – a result that differs from the OLS results shown in table 3 and figure 

4, which did not correct for endogeneity bias.16 

The top left panel of figure 5 shows that a one-standard-deviation increase in deflated 

principal export prices (equivalent to an 11% increase) raises real GDP per capita by about 0.5 

percent. However, this effect is not significantly different from zero at conventional levels. The 

bottom left panel of figure 5 shows that an increase in domestic short-term interest rates following 

a one-standard-deviation increase in UK rates (approximately 25 basis points) causes real GDP per 

capita to decrease by 1 percent. The right panels of figure 5 show that the effects are stronger for 

the price level. The top right panel shows that a one-standard-deviation increase in the economy’s 

principal export price leads to an increase in domestic prices levels by 1.5 percent after four years. 

The bottom right panel shows that, following a one-standard-deviation increase in interest rates, 

prices decline by roughly 2.5 percent after five years. 

                                                             
16 The p-values for the Hausman test at horizon zero that the OLS estimates are equal to the IV estimates equal to 
0.067 for the real GDP regression, and 0.001 for the price level regression. 
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Table 6: Local Projections Instrumental Variables Estimates for the Response of Real GDP per Capita 

and the Price Level to Export-Price and Interest-Rate Shocks  

(Domestic rates instrumented by R) 

Responses at years 0 to 5 (100 x log change from baseline) 

  Log change export-price Change in domestic interest rate 

Year after shock Real GDP Price Level Real GDP Price Level 

   
  

h=0 0.026 0.078** -0.029 0.331 

 
(0.020) (0.037) (1.842) (1.644) 

h=1 0.031 0.064 -1.485 -7.305* 

 
(0.036) (0.069) (2.248) (3.886) 

h=2 0.036 0.091** -1.567 -1.788 

 
(0.041) (0.041) (3.760) (2.485) 

h=3 0.054 0.125** -2.488 -5.558** 

 
(0.042) (0.063) (2.824) (2.820) 

h=4 0.015 0.121 -2.970 -9.435*** 

 
(0.037) (0.084) (2.545) (3.553) 

h=5 0.037 0.090 -4.026 -12.050*** 

 (0.048) (0.100) (2.703) (3.605) 

Kleibergen-Paap F-stat 33.0 25.8 33.0 25.8 

Number of economies 26 26 26 26 

Observations at h=0 582 587 582 587 

Notes: The dependent variable is defined as either real GDP per capita or the price Level (100 x log change from baseline). 
The independent variables are 100x the log change of the principal export-price and the change in the domestic interest 
rate, instrumented by R as defined in equation (1). LP-IV estimates are obtained using equation (6), using observations 
of countries adhering to the gold standard. All regressions include country fixed effects and world real GDP per capita 
growth, UK inflation rate, and dummy variables for international and domestic financial crises, contemporaneously and 
with one lag, as well as one lag of the dependent and the independent variables. *** p<0.01, ** p<0.05, * p<0.1. 
Clustered standard errors by country are shown in parentheses. 
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Figure 5: Local Projections Instrumental Variables Estimates for the Response of Real GDP per Capita 

and the Price Level to Export-Price and Interest-Rate Shocks 

 

Notes: Real GDP per capita (left panels) and price level (right panels) response to a one-standard-deviation 
increase in the log change of real principal-export prices (top panels) and to a one-standard deviation increase 
in the interest rate (bottom panels). All panels show the baseline model including global and country-specific 
controls, 𝒙𝒊,𝒕. Only observations for economies adhering to the classical gold standard are used. LP-IV estimates 
displayed with solid black lines and 90% confidence bands as dashed lines. 

 

These results are consistent with previous research that focused on different time periods 

and country samples. However, they also highlight that economies are hit by multiple shocks, and 

that these shocks may interact. For example, an increase in the price of the principal export may 

either occur at a time where interest rates are increasing or decreasing due to interest movements 

in the UK. In the next section, we explicitly test for how the effects of export-price shocks are 

dependent on whether interest rates are countercyclical or procyclical.  
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5. Estimating the Effects of Export Price shocks under Countercyclical 

Interest Rates 

 Because our empirical approach identifies shocks to economies that are uncorrelated with 

each other and that exhibit substantial cross-sectional and time-series variation, we can analyze how 

combinations of shocks affect macroeconomics outcomes, particularly combinations which have 

implications for macroeconomic stabilization policy. We examine how the domestic economy 

responds when interest rates move countercyclically relative to export price shocks, and compare 

them to periods when they are procyclical or acyclical.  

Economies on the gold standard often adjusted their domestic interest rates in response to 

interest-rate shocks to maintain their hard pegs. This fact allows us to estimate the effects of 

countercyclical interest rates. To be clear, we are not claiming that policymakers in the 19th century 

had a coherent view of how short-run monetary policy affected output and inflation. However, 

because the currency pegs of the gold standard anchored policy making, these interest- rate 

movements were less likely to be endogenous. Moreover, policy makers had a singular focus on 

maintaining their pegs (Capie et al., 1994; Bordo and Rockoff, 1996; Eichengreen, 1998), so our 

results can be interpreted as causal identification of countercyclical interest-rate shocks for 

economies with the stated policy objective of nominal anchoring.17 

To analyze the macroeconomic effects of countercyclical interest rate shocks, we first split 

the sample between countercyclical interest rates and non-countercyclical interest rates, again 

focusing on economies that formally adhered to the gold standard. Splitting the sample is consistent 

with the “commodity” and “interest rate” lotteries described earlier. If both shocks are plausibly 

exogenous, then their combination is also plausibly exogenous. Using only data for economies 

adhering to the gold standard ensures that the treatment (countercyclical interest rates) and control 

groups (non-countercyclical) are under the same institutional framework. Unlike Jordà et al (2020), 

we exclude economies not on the gold standard, for which the estimated instrument R would be 

                                                             
17 We stop short of interpreting our results as countercyclical monetary policy due to the Lucas critique. Instead, we 
interpret our results as the effect of countercyclical interest rate shocks, that is, changes in interest rates that are not 
anticipated by domestic agents. 
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equal to zero. Although this does not impact our estimates for the causal effects of interest rates 

provided in section 4, these observations would be erroneously recorded in our dummy variables as 

“acyclical” interest-rate movements and contaminate the experiments in this section. 

To define countercyclical interest rates, we construct a countercyclical dummy variable that 

takes on the value of one for a particular observation if estimated interest-rate shocks in the UK are 

negative and export price growth is below the full sample average across all economies. This variable 

also takes on the value of one if estimated interest-rate shocks in the UK are positive and export 

price growth for a particular economy is above average. The countercyclical dummy variable takes 

on the value of zero for non-procyclical interest rates, which occur when interest rate changes are 

zero (acyclical) or move in the opposite direction relative to export prices (procylical). 

The first two columns in table 7 display the results related to countercyclical interest rates. 

As the estimated coefficients show, following a principal-export price shock, changes in output and 

prices are dampened when UK interest rates are countercyclical. By contrast, changes in output and 

prices are large for the procyclical or acyclical cases. These differences are even larger for prices. To 

illustrate these results, figure 6 plots the responsiveness of output and prices to export price shocks 

in countercyclical and other periods. The thick dashed red line indicates the path of the outcome 

variable in countercyclical episodes whereas the solid black line indicates all other cases. The left 

panel of figure 6 shows that the point estimates of real GDP per capita is much larger when interest 

rates are procyclical or acyclical, relative to countercyclical rates. The right panel of figure 6 shows 

that countercyclical policy is successful in keeping domestic prices under control. These effects are 

statistically significantly different from each other at the 10% level after four years. They are present 

even after controlling for a global and domestic controls that include country fixed effects, world real 

GDP per capita growth, the UK inflation rate, and dummy variables for international and domestic 

financial crises.18 

                                                             
18 The p-values for the Hausman test at horizon zero that the OLS estimates are equal to the IV estimates equals 0.022 
for the real GDP regression and 0.04 for the price level regression in the countercyclical sample, and 0.14 and 0.08, 
respectively, in the procyclical/acyclical sample. 
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Table 7: Local Projections Instrumental Variables Estimates for the Response of Real GDP per Capita 

and the Price Level to Export-Price Shocks under Countercyclical or Procyclical/Acyclical Interest 

Rates  

(Domestic rates instrumented by R) 

Responses at years 0 to 5 (100 x log change from baseline) 

  Log change export-price 

 
Countercyclical Procyclical/Acyclical 

Year after shock Real GDP Price Level Real GDP Price Level 
     
     
h=0 0.047 0.033 -0.038 0.072 

 
(0.034) (0.056) (0.087) (0.061) 

h=1 0.011 -0.013 0.037   0.148* 

 
(0.042) (0.063) (0.069) (0.090) 

h=2 0.019 0.022 0.066 0.169** 

 
(0.042) (0.079) (0.102) (0.068) 

h=3 0.028 0.035 0.085 0.345***   

 
(0.025) (0.075) (0.089) (0.062) 

h=4 -0.009 0.024 0.136** 0.388*** 

 
(0.031) (0.071) (0.054) (0.072) 

h=5 0.002 0.018 0.182* 0.321*** 

 
(0.050) (0.051) (0.106) (0.098) 

Kleibergen-Paap F-stat  14.5 11.7 10.3 9.22 

Number of economies 25 26 26 26 

Observations at h=0 318 320 262 268 

Notes: The dependent variable is defined as either real GDP per capita or the price level (100 x log change from year 
baseline). The independent variables are 100x the log change of the principal export-price and the change in the domestic 
interest rate, instrumented by R as defined in equation (1). LP-IV estimates are obtained using equation (6) for the 
countercyclical and procyclical/acyclical sub-samples, using observations of countries adhering to the gold standard. All 
regressions include country fixed effects, the world real GDP per capita growth, the UK inflation rate, and dummy 
variables for international and domestic financial crises, contemporaneously and with one lag, as well as one lag of the 
dependent and the independent variables. *** p<0.01, ** p<0.05, * p<0.1. Clustered standard errors by country are 
shown in parentheses. 
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Figure 6: Local Projections Instrumental Variables Estimates for the Response of Real GDP per Capita 

and the Price Level to Export-Price Shocks under Countercyclical or Procyclical/Acyclical Interest 

Rates  

(Red, long-dashed, lines correspond to countercyclical sample) 

 

Notes: Real GDP per capita (left panel) and price level (right panel) response to a one-standard-deviation increase 
in the log change of real principal-export prices. Red, long-dashed, lines correspond to the countercyclical 
interest rates sample. Black lines capture the procyclical or acyclical interest rates sample. All panels show the 
baseline model including global and country-specific controls, 𝒙𝒊,𝒕. Only observations for economies adhering to 
the classical gold standard are used. LP-IV estimates displayed with solid black lines (procyclical or acyclical 
interest rates), or red long-dash lines (countercyclical interest rates) and 90% confidence bands as black dashed 
and red long-dash lines, respectively. 
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6. Robustness and further results 
  

 This section explores the robustness of our findings from section 5 and presents additional 

results. For economy of exposition, we only display the graphs showing the responsiveness of output 

and prices.19 

 
6.1 Alternative measures for the interest-rate shock 
 

We have defined interest-rate shock as interest-rate movements in the UK that are 

unexplained by domestic macroeconomic conditions, world trends in export prices, and world 

growth. Alternatively, we can use the interest-rate shocks computed by Jordà et al. (2020), which are 

obtained using a smaller set of countries, but a larger set of controls and a larger time-sample, for 

the estimation of the instrumental variable defined in equation (1).20 The estimated instrument from 

Jordà et al. (2020) is very close to the raw UK interest rate changes between 1870 and 1913. The 

correlation coefficient between the two is equal to 0.92. Using this instrument, we again define 

countercyclical dummies as explained in section 5 and re-estimate the causal effects of export price 

shocks for different interest rate movements. The F-statistics of the first stage using these data are 

13.8 for the countercyclical sample and 9.7 for the acyclical and procyclical sample, for the real GDP 

regressions, and 12 and 9.1 for the regressions on the price level, respectively. 

Figure 7 shows that when we employ Jordà et al.’s (2020) estimated interest-rate shocks 

prices and real GDP respond very similarly to those shown in Figure 6, although with some 

differences in terms of timing. The results for the price level most closely mirror our baseline 

specification. The effect on real GDP from an export-price shock in the acyclical and procyclical case 

is now stronger on impact but the estimates are not different from the countercyclical sample after 

year three.  

  

                                                             
19 Tables with the relevant coefficients are available on request. 
20 These data are available on Alan M. Taylor’s webpage (https://amtaylor.ucdavis.edu/). 
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Figure 7: Alternative Local Projections Instrumental Variables Estimates for the Response of Real GDP per 

Capita and the Price Level to Export-Price Shocks under Countercyclical or Procyclical/Acyclical Interest 

Rates  

(Figures use estimated instrument from Jordà et al. (2020); red, long-dashed, lines correspond to 

countercyclical sample) 

 
Notes: Real GDP per capita (left panel) and Price Level (right panel) response to a one-standard-deviation 
increase in the log change of real principal-export prices. Red, long-dashed, lines represent countercyclical 
interest rates. Black lines capture procyclical or acyclical interest rates. All panels show the baseline model 
including global and country-specific controls, 𝒙𝒊,𝒕. Only observations for economies adhering to the classical 
gold standard are used. LP-IV estimates displayed with solid black lines (procyclical or acyclical interest rates), 
or long-dash lines (countercyclical interest rates) and 90% confidence bands as black dashed and red long-dash 
lines, respectively. 
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6.2 Reduced form 
 

 One of the constraints in our analysis is missing historical data on domestic short-interest 

rates for some economies. In this subsection, we present results from the reduced form regression 

in the instrumental variable approach. In other words, we directly include the instrument R in the 

regression for economic outcomes.  This approach increases the sample of economies for GDP 

regressions from 26 to 38, and from 26 to 31 for the price level regressions. Figure 8 shows that the 

results are in line with the findings from the full IV approach estimated earlier: responses of GDP and 

the price level are more muted under countercyclical interest rates. As an additional comparison, 

Figure 9 matches the sample with the 26 economies for which we can run the regressions in section 

5; the results are quite similar to those shown previously. 

 

6.3 Removing potential monopolists and non-commodity exporters 
 

 As an additional check on our findings, we omit economies that could potentially be price-

makers in their principal exports, following the approach in Blattman et al. (2007). To be precise, we 

remove economies that produce more than one-third of the global share of exports in any 

commodity and/or more than 5% of global exports. These criteria result in dropping Australia, Chile, 

India, and Russia from our sample. Figure 10 shows that removing monopoly producers of exports 

yields results consistent with the findings for the full sample. Figure 11 removes Belgium and 

Netherlands, two economies that are not commodity exporters. The key findings are unchanged 

when these economies are excluded. 
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Figure 8: Reduced-Form, Local Projections Instrumental Variables Estimates for the Response of Real GDP 

per Capita and the Price Level to Export-Price Shocks under Countercyclical or Procyclical/Acyclical 

Interest Rates  

(Red, long-dashed, lines correspond to countercyclical sample) 

 

Notes: Real GDP per capita (left panel) and price level (right panel) response to a one-standard-deviation increase 
in the log change of real principal-export prices. Red, long-dashed, lines represent countercyclical interest rates. 
Black lines capture procyclical or acyclical interest rates. All panels show the baseline model including global and 
country-specific controls, 𝒙𝒊,𝒕. Only observations for economies adhering to the classical gold standard are used. 
LP-IV reduced from estimates displayed with solid black lines (procyclical or acyclical interest rates), or long-dash 
lines (countercyclical interest rates) and 90% confidence bands as black dashed and red long-dash lines, 
respectively. 
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Figure 9: Reduced-Form, Local Projections Instrumental Variables Estimates for the Response of Real GDP 

per Capita and the Price Level to Export-Price Shocks under Countercyclical or Procyclical/Acyclical 

Interest Rates  

(Matching sample of economies to full IV approach, red, long-dashed, lines correspond to countercyclical 

sample) 

 

 

Notes: Real GDP per capita (left panel) and price level (right panel) response to a one-standard-deviation increase 
in the log change of real principal-export prices. Red, long-dashed, lines represent countercyclical interest rates. 
Black lines capture procyclical or acyclical interest rates. All panels show the baseline model including global and 
country-specific controls, 𝒙𝒊,𝒕. Only observations for economies adhering to the classical gold standard are used. 
LP-IV reduced from estimates displayed with solid black lines (procyclical or acyclical interest rates), or long-dash 
lines (countercyclical interest rates) and 90% confidence bands as black dashed and red long-dash lines, 
respectively. 
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Figure 10: Local Projections Instrumental Variables Estimates for the Response of Real GDP per Capita 

and the Price Level to Export-Price Shocks under Countercyclical or Procyclical/Acyclical Interest 

Rates. Sample removes monopolists. 

(Red, long-dashed, lines correspond to countercyclical sample) 

 
Notes: Real GDP per capita (left panel) and Price Level (right panel) response to a one-standard-deviation 
increase in the log change of real principal-export prices. Red, long-dashed, lines represent countercyclical 
interest rates. Black lines capture procyclical or acyclical interest rates. All panels show the baseline model 
including global and country-specific controls, 𝒙𝒊,𝒕. Only observations for economies adhering to the classical 
gold standard are used. Potential price-makers omitted (see text). LP-IV reduced from estimates displayed with 
solid black lines (procyclical or acyclical interest rates), or red long-dash lines (countercyclical interest rates) and 
90% confidence bands as dashed and long-dash lines, respectively. 
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Figure 11: Local Projections Instrumental Variables Estimates for the Response of Real GDP per Capita 

and the Price Level to Export-Price Shocks under Countercyclical or Procyclical/Acyclical Interest 

Rates. Sample removes non-commodity exporters. 

(Red, long-dashed, lines correspond to countercyclical sample) 

 
 Notes: Real GDP per capita (left panel) and Price Level (right panel) response to a one-standard-deviation 
increase in the log change of real principal-export prices. Red, long-dashed, lines represent countercyclical 
interest rates. Black lines capture procyclical or acyclical interest rates. All panels show the baseline model 
including global and country-specific controls, 𝒙𝒊,𝒕. Only observations for economies adhering to the classical 
gold standard are used. Non-commodity exporters excluded from the sample. LP-IV reduced from estimates 
displayed with solid black lines (procyclical or acyclical interest rates), or red long-dash lines (countercyclical 
interest rates) and 90% confidence bands as dashed and long-dash lines, respectively. 
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7. Conclusion  
 

 We use quasi-experimental evidence from the first era of globalization to analyze how 

interest rates can stabilize an economy following external shocks. Focusing on this earlier historical 

era allows us to generate causal estimates of the effects of exogenous combinations of export-price 

and interest-rate shocks for a panel of economies, and to obtain plausible empirical identification of 

different monetary policy stances by economies adhering to fixed exchange rates. As we emphasize, 

using this earlier period of history as a laboratory to understand countercyclical interest rates has 

advantages for producing empirical estimates with a causal interpretation. The subsequent 

emergence of trade and capital controls, which are not easily measured over time, as well as the 

broader use of fiscal policy, makes it more challenging to obtain exogenous combinations of real and 

policy shocks using data from more recent periods. 

Our results suggest that countercyclical interest rates can stabilize economies following 

export-price shocks and thus provide empirical evidence that is grounded on causal identification for 

the state-dependent effects of monetary shocks. Our findings are particularly relevant for 

commodity exporters since these economies are more likely to experience substantial economic 

fluctuations from their tradeable sector and many adopt fixed exchange rates today. That said, we 

find that countercyclical interest rates are more effective in stabilizing the price level in comparison 

to GDP. To be sure, our setting is historical, and the economic and policy environments of the classical 

gold standard era are different from today, so it is worth acknowledging this limitation. However, it 

is this historical setting, characterized by trade and financial globalization under currency pegs, 

together with a lack of explicit macroeconomic stabilization policies, which allows us to estimate the 

causal effects of countercyclical interest rates. A path for future research, then, is to develop 

methods and data sets that would allow further validation of our findings for other sample periods. 

Finally, we stop short from interpreting our results as the effects of monetary policy. Although 

interest-rate movements, like the ones we analyze in this paper, are one way in which monetary 

policy is transmitted to the real economy, our empirical strategy only allows us to identify 

unexpected movements in interest rates, and therefore is only an approximation for the 
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macroeconomic effects of countercyclical policy making. Given the even more globalized economy 

of today, understanding the effects of policy variables in stabilizing the economy remains an 

important agenda for research. 
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Data Appendix 

Appendix A: Principal exports – sources 

 

For most economies in our sample, we rely on detailed trade data published in the British 

Board of Trade’s Statistical Abstract, henceforth SA, to identify principal exports. We supplement 

and cross-check our estimates with information found in Jacobson (1909), Mitchell (2007a), Mitchell 

(2007b), Mitchell (1982), Hanson (1980), Blattman et al. (2007), as well as country-specific sources 

which are referenced in this data appendix. Our goal is to identify the largest export in terms of value 

between 1870 and 1913, not to construct the full portfolio of exports. We compute export weights 

for different products in each year and select the product with the largest average weight over the 

sample period. The list below summarizes our findings, which extends previous data collection in 

Mitchener and Pina (2020): 

Argentina: Wool. Using data from SA, we calculate that on average wool accounted for 32% of 

exports between 1879-1912, wheat for 17%, hides and skins for 16%, corn for 8% and beef for 6%. 

This is confirmed by Mitchell (2007b) reports that the average value of wool exports between 1870 

and 1914 was 40.2 million gold pesos, compared to 35.7 million gold pesos for wheat and 22.4 million 

gold pesos for hides and skins.  

Australia: Wool. Using data from SA, we calculate that on average wool accounted for 45% of exports 

between 1900-1906. Blattman et al. (2007) calculate this weight to be 89.3% between 1878 and 

1882, and 72.7% between 1898 and 1902. 

Austria-Hungary: Wood. Using data from SA, we calculate that on average wood accounted for 11% 

of exports between 1871-1912, sugar for 8%, wheat and flour for 6% and wool for 6%.  

Belgium: Textile manufactures. Using data from SA, we calculate that, on average, textile 

manufactures accounted for 8% of exports between 1871-1912, coal for 6%, iron for 6%, wheat and 

flour for 6%. 

Brazil: Coffee. Mitchell (2007b) reports that the average value of coffee exports between 1870 and 

1904 were 257 million paper milreis. This is larger than average sugar exports (63 million), cotton (16 
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million) and cocoa (7 million). Blattman et al. (2007) calculate that the weight of coffee in total 

exports is 70.2% between 1878 and 1882, and 65.4% between 1898 and 1902. 

Bulgaria: Wheat. Using data from SA, we calculate that on average wheat accounted for 47% of 

exports between 1888-1911, corn for 12% and animals for 4%. Chirot (1991) reports that wheat sales 

represented 70% of Bulgaria’s export totals around 1900. 

Canada: Wood. Mitchell (2007b) reports that average value of lumber exports between 1870 and 

1913 was 25.6 million Canadian dollars with an additional 2.4 million wood pulp. The second largest 

was wheat, with 22 million. Blattman et al. (2007) calculate that the weight of lumber in total exports 

between 1878 and 1882 ia 54.0% and 36.4% between 1898 and 1902. 

Chile:  Nitrate. Mitchell (2007b) reports that the average value of copper exports between 1870 and 

1914 was 29.6 million gold pesos of 18 pence, which is smaller than the value of nitrate exports for 

the same period (125.4 million gold pesos of 18 pence). Using data from SA, we calculate that on 

average nitrate accounted for 69% of exports between 1896-1912, copper for 9% and coal for 3%. 

China: Silk. Using data from SA, we calculate that on average silk accounted for 33% of exports 

between 1872-1907. Hanson (1980) documents that silk exports were on average 36.3 million U.S. 

dollars, followed by tea, valued at 34.4 million dollars. 

Denmark: Butter. Using data from SA, we calculate that, on average, butter accounted for 33% of 

exports between 1879-1912, meat 16%, and cattle for 8%. 

Egypt: Cotton. Using data from SA, we calculate that, on average, cotton, including both raw and 

seeds, accounted for 70% of exports between 1878-1905. 

Finland: Wood. According to Vattula (1983), on average timber and wood products accounted for 

47% of exports between 1870-1913, butter for 15%, paper for 11% and textiles for 7%. Hjerppe 

(1989) report that timber and wood products accounted for 46% of Finnish exports between 1869-

1913. 

France: Wool manufactures. Using data from SA, we calculate that on average wool and wool 

manufactures accounted for 13% of exports between 1871-1912, silk and silk manufactures for 11%, 

cotton manufactures for 7%, wine for 8% and hides for 6%. Hanson (1980) reports that for 1900 the 
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largest export for France are silk manufactures (61.5 million U.S. dollars), followed by cotton 

manufactures (34.9 million U.S. dollars). 

Germany: Cotton manufactures. Using data from SA, we calculate that on average cotton textiles 

accounted for 9% of exports between 1872-1912, iron products for 7%, wool textiles for 6%, wheat 

and flour for 4%. Hanson (1980) reports that for 1900 the largest exports for Germany are cotton 

manufactures (67.1 million U.S. dollars), followed by raw sugar (51.5 million U.S. dollars). 

Greece: Dried fruits. Using data from SA, we calculate that on average dried fruits accounted for 41% 

of exports between 1870-1911, lead for 10%, wine for 8% and olive oil for 7%. Blattman et al. (2007) 

reports that fruits & nuts account for 59% of Greece’s exports between 1898 and 1902. The second 

largest export is lead, accounting for 14.1%. 

Iceland: Fish. Bjarnason (2001) shows that fish products accounted for 66.5% of exports between 

1870-1913. 

India: Cotton. Using data from SA, we calculate that on average cotton ac- counted for 22% of exports 

between 1873-1913, jute for 12%, rice for 12%, opium for 11% and tea for 6%. Mitchell (1982) reports 

that the average value of cotton exports between 1870 and 1913 was 167.3 million rupees. Rice 

accounts for the second largest export, averaging 128.2 million rupees, followed by opium, jute, 

cotton manufactures, tea and jute manufactures. Blattman et al. (2007) reports that rice accounts 

for 21.1% of Indias’s exports between 1898 and 1902. Other important exports include cotton 

(16.9%), cotton manufactures (13.8%), jute (13.7%), tea (12.2%), opium (11.7%) and jute 

manufactures (10.6%). 

Italy: Silk. Using data from SA, we calculate that on average silk accounted for 31% of exports 

between 1871-1912, olive oil for 6%, dried fruits for 4%, wine for 4% and cotton manufactures for 

3%. Hanson (1980) reports that for 1900 the largest export for Italy are silk manufactures (86.6 

million U.S. dollars), followed by cotton manufactures (11.8 million U.S. dollars). 

Japan: Silk. Using data from SA, we calculate that on average silk accounted for 40% of exports 

between 1881 and 1912, tea for 9%, cotton manufactures for 7%, coal for 5%, copper for 5% and rice 

for 4%. Mitchell (1982) reports that the average value of raw silk exports between 1870 and 1913 
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was 46.15 million yen, followed by cotton yarn and fabrics (25.9 million yen) and silk fabrics (19 

million yen ). 

Malaysia: Tin. Mitchell (1982) reports that the average value of tin exports between 1870 and 1913 

was 38 million straits dollars, which is larger than the second largest export, rubber, accounting for 

7 million straits dollars.  

Mexico: Silver. Using data from SA, we calculate that, on average, silver accounted for 55% of exports 

between 1879 and 1912, coffee for 7%, copper for 5% and gold for 4%. Mitchell (2007b) reports that 

the average value of silver exports between 1870 and 1913 was 52.5 million pesos, much larger than 

the second largest export, coffee (6.7 million pesos). 

Netherlands: Iron products. Using data from SA, we calculate that, on average, iron products 

accounted for 8% of exports between 1871 and 1912, drugs (Peruvian bark) for 6%, flour for 6% and 

cotton manufactures for 5%. Hanson (1980) reports that for 1900 the largest export for Netherlands 

are cotton manufactures (16.2 million U.S. dollars), followed by dyes and dyestuffs (9.1 million 

dollars). 

Norway: Wood. Using data from SA, we calculate that, on average, wood accounted for 33% of 

exports between 1871 and 1912, fish for 30% and paper for 5%. Blattman et al. (2007) reports that 

wood and products accounted for 44% of Norway’s exports between 1898 and 1902, while fish 

accounted for 50%. 

Peru: Sugar. Using data from SA, we calculate that on average sugar accounted for 28% of exports 

between 1902 and 1906, the largest for available data. Blattman et al. (2007) calculate this weight 

to be 47.9% between 1878 and 1882, and 31.9% between 1898 and 1902. Silver is the second most 

export product from Peru, 26.4% and 22.9% in Blattman et al. (2007), respectively. 

Philippines: Hemp. Using data from SA, we calculate that on average hemp accounted for 65% of 

exports between 1900 and 1907, the largest for available data there. Blattman et al. (2007) calculate 

this weight to be 73.5% between 1898 and 1902. 

Portugal: Wine. Using data from SA, we calculate that on average wine products accounted for 42% 

of exports between 1871 and 1906.  
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Romania: Wheat. Using data from SA, we calculate that on average wheat accounted for 39% of 

exports between 1882 and 1911, maize for 22%, barley for 8%, rye for 4% and flax for 4%. Chirot 

(1991) reports that wheat sales represented 80% of Romania’s export totals circa 1900. 

Russia: Wheat. Using data from SA, we calculate that on average wheat accounted for 25% of exports 

between 1871 and 1912, flax 9%, rye and ryemeal 9%, barley 6% and oats 6%. Blattman et al. (2007) 

reports that grain accounted for 63% of Russia’s exports between 1898 and 1902, 65% between 1878 

and 1882. 

Sweden: Wood. Using data from SA, we calculate that on average wood accounted for 40% of exports 

between 1871 and 1912, iron for 16%, butter for 8%, and paper for 7%. Johansson (1967) reports 

that, between 1891 and 1895, wood products accounted for 28% of Sweden’s exports. 

Spain: Wine. Using data from SA, we calculate that, on average, wine accounted for 25% of exports 

between 1879 and 1906, the largest for available data. This is followed by iron, which accounts for 

9%. 

Sri Lanka: Tea. Mitchell (1982) reports that the average value of tea exports between 1873 and 1913 

was 41 million rupees, which is larger than coffee exports, which are equal to 17 million. 

Switzerland: Textile manufactures. Using data from SA, we calculate that on average silk and silk 

manufactures accounted for 26% of exports between 1885 and 1912, cotton manufactures for 20%, 

butter and cheese for 8%. Hanson (1980) reports that in 1900 the largest export for Switzerland are 

silk manufactures (40.7 million U.S. dollars), closely followed by cotton manufactures (32.9 million 

U.S. dollars). 

Taiwan: Sugar. Given that data for macroeconomic outcomes are only available from 1898 onwards, 

we record sugar as the principal export. Ho (1975) documents that sugar represented 

27.8% of exports between 1900-1909, followed by rice with 23.2%. 

Turkey: Fruit and nuts. According to Mitchell (1982), on average, the largest export was fruits and 

nuts (2372 thousand Turkish lira between 1878 and 1913), followed by silk (1160 thousand Turkish 

lira), and wool & mohair  (1074 thousand Turkish lira). Blattman et al. (2007) reports that fruits and 

nuts accounted for 32.6% exports between 1898 and 1902 and 35.7% between 1878 and 1882. 
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United States of America: Cotton. Using data from SA, we calculate that on average cotton accounted 

for 29% of exports between 1871 and 1912, wheat for 14%, meats for 13%, and petrol for 5%. 

Mitchell (2007b) reports that the average value of cotton exports between 1870 and 1913 was 250 

million U.S. dollars, larger than the second largest export, wheat (averaging 108 million U.S. dollars). 

Uruguay: Wool. Using data from SA, we calculate that on average wool accounted for 32% of exports 

between 1888 and 1906. 

Venezuela: Coffee. Mitchell (2007b) reports that the average value of coffee exports between 1870 

and 1913 was 50 million bolivars, much larger than the second largest export, petroleum (1.2 million 

bolivars). 

 

Additional References used in Collecting Principal Exports and cited only in the Data Appendix 

Bjarnason, Halldor (2001). The Foreign Trade of Iceland, 1870-1914: An Analysis of Trade Statistics 

and a Survey of Its Implications for the Icelandic Economy. University of Glasgow (United Kingdom). 

Chirot, Daniel, ed. (1991). The Origins of Backwardness in Eastern Europe: Economics and Politics 

from the Middle Ages until the Early Twentieth Century. University of California Press. 

Hjerppe, Riitta (1989). The Finnish Economy 1860-1985: Growth and Structural Change. 

Johansson, Ö., (1967). The Gross Domestic Product of Sweden and its Composition 1861–1955. 

Stockholm Economic Studies Uppsala. 

Ho, Samuel PS (1975). “The Economic Development of Colonial Taiwan: Evidence and 

Interpretation.” Journal of Asian Studies 34, no. 2: 417-439. 

Vattula, Kaarina (1983). The Economic History of Finland: Historical Statistics. Helsinki: 

Kustannusosakeyhtiö Tammi. 
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Appendix Table 1 summarizes available data by country. Most of the GDP data is from Barro and 

Ursúa (2010), while inflation rates are from Reinhart and Rogoff (2011). Sources as reported in these 

two references. Additional data comes from Maddison (2013) and Pisha et al. (2015) as explained in 

the text.   

Sources for interest rates otherwise not available in Weidenmier and Neal (2003), Mitchener and 

Weidenmier (2015) or Jordà et al. (2015): 

• Canada: Montreal call rates. Furlong, Kieran. (1999). “Economic fluctuations in Canada, 1867-

1897.” PhD diss., National Library of Canada [Bibliothèque nationale du Canada]. 

• Egypt: Hansen, Bent. (1983): “Interest rates and foreign capital in Egypt under British 

occupation.” The Journal of Economic History 43(4) 867-884. 

• Iceland: GFD database. Iceland 3-month REIBOR (Reykjavik Interbank Offer Rate): Central 

Bank of Iceland, Quarterly Bulletin and web site. For more information on the REIBOR/REIBID 

market, see www.sedlabanki.is/uploads/files/MB023%204.pdf 

• Peru: Average discount rates on bills of exchange from banks (%). Quiroz, Alfonso. (1986). 

“Financial Institutions in Peruvian Export Economy and Society, 1884-1930.” PhD Thesis in 

History, Columbia University, p. 430-31. Quiroz obtained the data from contemporary 

newspapers and magazines including El Comercio, El Financista, El Economista, Economista 

Peruano, La Gaceta Comercial, Revista de Cambios y Valores. 
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Appendix Table 1:  Data Summary by Country 

Economy Real GDP Price level Principal Export 

Short-term 

Domestic Interest 

Rate 

Gold Standard 

dates between 

1870 - 1913 

Correlation 

between 

Instrument and 

export-shock 

conditional on 

Gold Standard 

Adherence 

Argentina 1875-1913 1870-1913 Wool 1880-1913 

1870-1876, 1883-

1884, 1900-1913 0.31 

Australia 1870-1913 1870-1913 Wool 1870-1913 1870-1913 0.15 

Austria-

Hungary 1870-1913 1870-1913 Timber 1870-1913 1892-1913 0.40* 

Belgium 1870-1913 1870-1913 Textile Products 1870-1913 1879-1913 0.20 

Bolivia 1890-1913  Tin  1908-1913 0.02 

Brazil 1870-1913 1870-1913 Coffee  1888-89, 1906-1913 0.0 

Bulgaria 1887-1913 1888-1913 Wheat 1888-1913 1903-1913 -0.47 

Canada 1870-1913 1870-1913 Timber 

1871-1897 (Call 

rates) and 1902-

1913 1870-1913 0.09 

Chile 1870-1913 1870-1913 Nitrate 1870-1913 1895-1898 0.71 

China 1890-1913 1870-1913 Silk - -  

Colombia 1905-1913 1870-1913 Coffee - -  

Denmark 1870-1913 1870-1913 Butter 1870-1913 1874-1913 0.04 

Egypt 1894-1913 1870-1913 Cotton 1883-1913 1885-1913 0.29 

Finland 1870-1913 1870-1913 Timber 1870-1913 1878-1913 0.01 

Greece 1870-1913 1870-1913 Fruits and nuts 1870-1913 1885, 1910-1913 -0.61 

Iceland 1870-1913 1875-1913 Fish 

1903-1913 

(Interbank rates) 1873-1913 -0.30* 

India 1872-1913 1870-1913 Cotton 1879-1913 1898-1913 0.41 

Indonesia 1880-1913 1870-1913 Sugar - 1875-1913 -0.16 

Italy 1870-1913 1870-1913 Silk 1870-1913 1884-1894 0.41 

Japan 1870-1913 1870-1913 Silk 1879-1913 1897-1917 0.37 
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Economy Real GDP Price level Principal Export 

Short-term 

Domestic Interest 

Rate 

Gold Standard 

dates between 

1870 - 1913 

Correlation 

between 

Instrument and 

export-shock 

conditional on 

Gold Standard 

Adherence 

Malaysia 1900-1913 - Tin - 1903-1913 0.31 

Mexico 1895-1913 1877-1913 Silver 1900-1913 1905-1913 0.40 

Netherlands 1870-1913 1870-1913 Iron prod. 1870-1913 1875-1913 0.12 

New Zealand 1870-1913 1870-1913 Wool - 1870-1913 0.15 

Norway 1870-1913 1870-1913 Timber 1870-1913 1873-1913 0.04 

Peru 1870-1913 1900-1913 Sugar 18973-1913 1901-1913 -0.30 

Philippines 1902-1913 - Hemp - 1903-1913 0.40 

Portugal 1870-1913 1870-1913 Wine 1880-1913 1870-1891 -0.17 

Romania 1870-1913 1880-1913 Wheat 1881-1913 1890-1913 -0.11 

Russia 1870-1913 1870-1913 Wheat 1870-1913 1897-1913 -0.40 

Spain 1870-1913 1870-1913 Wine 1874-1913   

Sri Lanka 1870-1913 - Tea - 1870-1913 0.09 

Sweden 1870-1913 1870-1913 Timber 1870-1913 1874-1913 0.03 

Switzerland 1870-1913 1870-1913 Silk mf. 1870-1913 1878-1913 0.10 

Taiwan 1901-1913 1897-1913 Sugar - 1898-1913 -0.34 

Turkey 1875-1913 1870-1913 Fruits and nuts  1880-1913 0.13 

UK 1870-1913 1870-1913 - 1870-1913 1870-1913  

USA 1870-1913 1870-1913 Cotton 1870-1913 1878-1913 0.18 

Uruguay 1870-1913 1879-1913 Wool - 1877-1913 0.16 

Venezuela 1870-1913 1870-1913 Coffee - -  

Notes: the correlation between instrument and export-shock column shows within country correlation for the value of the instrument Ri,t, defined as 

changes in the UK interest rate after removing domestic and global factors and the percentage change of real-principal export price (see text for further 

details on the measurement of these two variables), for economies formally adhering to the gold standard. 

 




