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Abstract

Economic data engineering deliberately designs novel forms of data
to solve fundamental identification problems associated with economic
models of choice. I outline three diverse applications: to the economics
of information; to life-cycle employment, earnings, and spending; and to
public policy analysis. In all three cases one and the same fundamen-
tal identification problem is driving data innovation: that of separately
identifying appropriately rich preferences and beliefs. In addition to pre-
senting these conceptually linked examples, I provide a general overview
of the engineering process, outline important next steps, and highlight
larger opportunities.
JEL Codes: D8, D9, D15

1 Introduction

These are exciting times for social scientific research. The many ongoing tech-
nological and scientific revolutions are creating unparalleled advances in data
availability. We are able to access not only data sets that are massive in scale,
but also data sets that are new in form, including search data, order book data,
social network data, and even rich biological data. This massive expansion in
the volume and form that social scientific data sets take is creating ever richer
possibilities for modeling and model estimation, for example allowing individ-
ual differences to be taken seriously. At the same time, it is giving rise to
intricate conceptual and econometric identification problems (Haavelmo, 1944,
Koopmans, 1948, Marschak, 1953, Heckman and Urzua, 2010). Absent strong
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qualitative and quantitative assumptions, many different models can rationalize
patterns observed in the data sets that are flowing in.

Rather than taking advantage of data innovations that are essentially ex-
ogenous to modeling, I shine a light on recent research in which new forms of
data are developed according to the dictates of economic theory. Economic
data engineering deliberately designs novel forms of data precisely to
solve fundamental identification problems. One such innovation in the
form as opposed to the volume of data involves design of survey instruments
to resolve identification problems in dynamic models of behavior. A second
such innovation is state dependent stochastic choice data which measures
choices conditional on facts that may have escaped the decision maker’s atten-
tion. Both of these are taken up in detail below. In these and other such cases,
the starting point is not a new flow of data liberated by advances in technology,
but rather a key identification problem. Economic data engineering is a highly
structured process in which economic theory dictates innovations in the form
that economic data should take.

The goal of this paper is to convey recent advances in economic data engi-
neering and to highlight its larger potential. Its methods are quite distinct from
the normal science process of gathering ever richer data to estimate ever richer
models. To make this point tangible, I outline three different lines of research in
which economic data engineering is playing an increasingly pivotal role. The ar-
eas of research are diverse, relating respectively to the economics of information,
life-cycle employment, earnings, and spending, and finally to public policy anal-
ysis. While the research challenges are manifold, there are common threads. In
all three cases one and the same fundamental identification problem is driving
data innovation: that of separately identifying appropriately rich preferences
and beliefs. In addition to presenting these conceptually linked examples, I
provide a general overview of the engineering process, outline important next
steps, and highlight larger opportunities.

The first area of research I cover in depth is information-theoretic data en-
gineering. This develops theory-based methods to identify and understand mis-
taken decisions. This links two vibrant branches of economic research: study of
behavioral mistakes (e.g. Chetty, Looney, and Kroft, 2009, Bhargava, Loewen-
stein, and Sydnor, 2017) and modeling of attentional constraints (Sims, 1998,
Matějka and McKay, 2015, Caplin and Dean, 2015, Caplin et al., 2020, Mack-
owiak, Matějka, and Wiederholt, 2021). To join these literatures requires first
separating utilities and beliefs in behavioral data. I outline a recent literature
that uses state dependent stochastic choice data (SDSC) to this end. SDSC
records the impact on choice of variation in the underlying state of the world
about which the decision maker may be uncertain. Properly processed, such
data allows the Blackwell model of experimentation and choice as well as ratio-
nal inattention theory to be tested. Linear inequalities identify precisely what
an econometrician can infer about utility, beliefs, and costs of learning from such
data. The result is a novel hybrid of production and consumption theory. What
attention produces is better information with which to improve the quality of
choices.
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Data engineering sets ambitious targets for measurement, and characteriza-
tion of mistakes in SDSC is rapidly becoming more prevalent. I outline case
studies ranging from the recreational (umpiring baseball) to matters of life and
liberty (medical and judicial decisions). I also outline research on attentional
discrimination (Bertrand and Mullainathan, 2004, Bartoš et al., 2016), and on
feedback effects between economic deprivation, attentional resources, and in-
come (Mani et al., 2013). I outline important next steps in modeling related to
learning and to awareness, as well as applications to machine learning. These
last two applications reveal how the model-centric approach of economic data
engineering opens new areas of applied research.

In the case of life-cycle data engineering, the key innovations involve survey
instruments. Following the pioneering work of Manski, 1990, and Dominitz
and Manski, 1996, surveys of conditional and unconditional probabilistic beliefs
are becoming accepted as part of normal science. In combination with stated
preference questions, they are being applied to model such important decisions
as educational choice (Arcidiacono et al., 2014, Wiswall and Zafar, 2018, 2021).
I also outline more highly structured strategic survey questions that have been
applied to such issues as wealth holding and work choices in later life (De Nardi,
French, and Jones, 2009, 2010, 2016, and Ameriks et al., 2015, 2020). I stress
the general engineering challenge of designing model-based questions that can
be intuitively understood by the average respondent.

In section 5 I look forward to rapidly developing life-cycle data engineering
in relation to lifetime income (Guvenen et al., 2015, 2021) and to the impact of
quits and layoff on these patterns (Menzio, Telyukova, and Visschers, 2016). I
illustrate the value of survey-based expectations measurement in understanding
search behaviors and loss of income associated with periods out of the labor force
(Mueller, Spinnewijn, and Topa, 2021). The ideal is to gather panel data on
life-cycle income expectations and realizations in an architecture that contains
not only rich administrative data going forward but also great historical detail.
This is now feasible in the Danish population registries (Eppers et al. 2020, An-
dersen and Leth-Petersen, 2021). I introduce the recently initiated Copenhagen
Life Panel which uses this architecture to characterize income expectations and
subjective risks associated with job transitions. Important next steps include
better modeling and measuring the development of income-generating skills over
the life-cycle.

The final area I survey involves policy-based data engineering. A key ob-
servation in the recent applied literature is the need to properly communicate
decision-relevant information. It is now understood that communicating policy
effectively is part and parcel of the policy itself. The goal of policy-based data
engineering is to understand the channels through which information treatments
designed for purposes of communication operate, thereby to guide their design
in welfare-enhancing directions. I outline field studies showing important poli-
cies to be poorly understood absent informational interventions (Currie, 2008,
Chetty and Saez, 2013), as well as survey-based information treatments that
measure impacts of communication on beliefs and behavior (Haaland, Roth,
and Wolfhardt, 2020). I illustrate integration of policy-based data engineering
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into applied research focusing on communicating future changes in social secu-
rity policy, and on developing methods of communication to reduce the harmful
financial consequences of late-in-life cognitive decline. I also outline ongoing
research adapting methods of information-theoretic data engineering to welfare
rank information treatments (Caplin and Martin, 2021).

Sections 2 and 3 cover information-theoretic data engineering, sections 4
and 5 life-cycle data engineering, and section 6 policy-based data engineering.
Section 7 presents concludes a general perspective on the research process and
the larger opportunities it opens.

2 Information-Theoretic Data Engineering

Information-theoretic data engineering develops theory-based methods of mea-
surement to identify sources of mistaken decisions. This links one of the most
vibrant branches of applied economics with one of the most vibrant branches of
theoretical economics. With regard to application, decision making mistakes are
ubiquitous, be it failure to internalize sales taxes (Chetty, Looney, and Kroft,
2009 et al., Taubinsky and Rees-Jones, 2018, Morrison and Taubinsky, 2019),
failure to claim available benefits (Currie, 2008, Bhargava and Manoli, 2015),
failure to take advantage of school scholarships on offer (Hastings and Wein-
stein, 2008, Hoxby and Turner, 2015), choice of dominated insurance contracts
(Bhargava, Loewenstein, and Sydnor, 2017, 2017, Handel and Kolstad, 2015,
Abaluck et al., 2018, Kling et al., 2012), or choice of inefficient farming prac-
tices (Hanna, Mullainathan, and Schwartzstein, 2014). With regard to theory,
models of attentional constraints and bounds on rationality are blossoming,
as witness rational inattention theory (Sims, 1998, 2003, Matějka and McKay,
Caplin and Dean, 2015, Caplin et al., 2020, Caplin, Dean, and Leahy, 2021,
Mackowiak, Matejka, and Wiederholt, 2021), efficient coding theory (Khaw,
Li, and Woodford, 2017, Glimcher, 2014, Louie, Khaw, and Glimcher, 2013,
Woodford, 2020), sparsity theory (Gabaix, 2014), and salience theory (Bordalo,
Gennaioli, and Shleifer, 2012).

The key challenge of joining model with measurement is obvious, first order,
and deeply rooted in the history of economic thought. When choices involve
navigating trade-offs, how can one separate out utilities and beliefs and thereby
identify mistakes? To what extent does choice of an inexpensive car with low
resale value over a more expensive one with higher resale value reflect a well-
informed trade-off, and to what extent an ill-informed mistake?

In section 2.1 I formalize the underlying challenge and provide methodologi-
cal backdrop to the information-theoretic engineering process. Section 2.2 intro-
duces the key data innovation: state dependent stochastic choice data (SDSC),
which records the impact on choice of changes in the underlying facts and links
it with the basic expected utility model of information constrained choice. In
section 2.3 I outline how SDSC helps in separately identifying beliefs, utilities,
and therefore mistakes. In section 2.4 I show how to further engineer SDSC to
test rational inattention theory, and where appropriate to infer costs of learn-
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ing. I note the powerful analogies with production and consumption theory.
Special cost functions and their impact on the form of mistakes are introduced
in section 2.5.

2.1 The Fundamental Identification Problem

To make the engineering challenge precise, I specify the standard theory of
choice under uncertainty, which, following the pioneering work of Hayek, 1937,
1945, Von Neumann and Morgenstern, 1944, Blackwell, 1953, Savage, 1954, and
Stigler, 1960, is the dominant model of individual behavior. There are uncertain
payoff-relevant states of the world ω and prior beliefs µ(ω) over them. There are
available actions a ∈ A whose reward depends on the true state. The utility-
relevant consequences are a deterministic function of the action and the state,
z(a, ω), with u(z) the expected utility for consequence z.

The decision maker investigates the state in some manner and then chooses
an action. What is known by the decision maker at point of decision is de-
scribed by a subjective experiment in the sense of Blackwell, 1953. Technically,
the decision maker receives stochastic signals about the state which lead them
to update. One can simplify the description of such a Blackwell experiment
as involving a Bayes’ consistent distribution of posteriors that specifies proba-
bilities Q(γ) > 0 of possible subjective posteriors γ (Kamenica and Gentzkow,
2011, Benoit and Dubra, 2011). The Bayesian constraint corresponds to these
averaging back to the prior, ∑

γ

γQ(γ) = µ. (1)

Mistakes arises when an action is chosen over an alternative that, in reality,
would have yielded higher utility.

The information-theoretic engineering challenge is to find a data set that
operationalizes key constructs in this standard model of learning and choice.
The guiding light is Samuelson’s profound insight into the operational limits
of standard choice theory. Despite the advance in which subjectively intuitive
notions such as diminishing marginal utility theory were replaced with indiffer-
ence relations, he questioned the theory’s operational status (see Dixit, 2002,
for methodological background).

“.. just as we do not claim to know by introspection the behaviour of utility,
many will argue we cannot know the behaviour of ratios of marginal utilities or
of indifference directions.” (Samuelson, 1938, p.61.)

The deep power of this operational stance is too little appreciated. One can
paraphrase precisely in relation to the standard model of learning and choice:

Just as we do not claim to know by introspection the signals that a subjec-
tive experiment produces, many will argue we cannot know the distribution of
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posteriors to which it gives rise.

In formal terms, even if the econometrician observes actions, states, and
prizes, both the decision maker’s utility function and the posteriors about the
state of the world are subjective (this was highlighted by Machlup, 1993, in dif-
ferentiating between the contents of a transmitted message and comprehension
of it). The path forward that data engineering suggests is to follow Samuelson’s
lead and to conceptualize an ideal data set that allows beliefs and utilities to
be separately identified. In fact this is precisely what Block and Marschak,
1959, proposed when introducing stochastic choice data into economic analysis.
While modeling randomness in utility, they were intimately aware of psycho-
logical models dating back to Thurstone, 1927, 1931, and Luce, 1956, 1958, in
which stochasticity in choice derives from the imperfect ability to discriminate
between “percepts”. For that reason they were powerfully struck by the identi-
fication problem as between beliefs and utility, or “information and desirability”
as they phrased it (Block and Marschak, 1959 p. 1.6).

The centrality of this belief/utility identification problem is set in stark relief
when one considers decisions made with incomplete information. The classical
theory that Samuelson introduced specifies that choice from any subset of a
grand choice set is guided by maximization of a complete and transitive pref-
erence relation. The data set in which Samuelson proposed testing this theory
involves observing choice from all subsets of the grand choice set. The theory
implies that these chosen elements comprise all maximal elements according to
the fixed preference ordering. If this is all there is to it, then the only way to
interpret an incorrect answer on a math test is as reflecting a preference for
getting the answer wrong. To double down on this example, a student getting
all answers wrong would satisfy the strong axiom of revealed preference and we
would happily see our model as perfectly fitting the application.

The deep problem is precisely that raised by Block and Marschak. Incorrect
answers reflect the student’s lack of knowledge: in model terms, they are un-
able to correctly identify the state of the world. In its classical form, revealed
preference theory assumes this away with the identifying assumption that infor-
mation is perfect. If one believes information always to be imperfect, as I do,
the identification problem as between beliefs and preferences must take center
stage. Developments over the past half century or more in the theory of imper-
fect and asymmetric information have only served to elevate this challenge in
importance. Likewise have the essentially unbounded complexity of the choice
options decision makers now face, the essentially limitless information available,
and the ever growing list of relevant uncertainties. Failing to find a needle in a
haystack does not reflect a preference for losing it.

Block and Marschak made a methodological proposal that can be seen as a
pioneering call for economic data engineering. They stressed the need for new
“basic observations”, as close as possible to standard choice data, to better iden-
tify beliefs and utility. In addition to his role in introducing the random utility
model, Marschak, 1953, pioneered in elevating identification problems to their
central role in applied economics. Not surprisingly therefore, one can phrase the

6



Block and Marschak challenge in these terms. The starting point is the standard
modeling and measurement framework defined by the classical theory of utility
maximization and deterministic choice data. Abstractly this can be specified as
a triple (MS , DS , fS) with MS being the standard complete information model
of preference maximization, DS the corresponding data class comprising deter-
ministic choice, and the mapping fS pinning down the implications of any such
standard model in this standard data,

fS : MS −→ DS . (2)

As noted above, this triple is both identified (in that fS : MS −→ DS is 1-
1), and testable (in that the range fS(MS) is a strict subset of DS). What
Block and Marschak called for is development of a new standard modeling and
measurement framework (MNS , DNS , fNS) nesting the standard one, in which
beliefs and preferences can ideally be identified, and which is ideally testable. I
now introduce just such a framework drawing on ideas from recent applied work
on mistakes and from the psychometric tradition.

2.2 State Dependent Stochastic Choice Data (SDSC)

In applied work, the smoking gun for inattention is the apparent failure to re-
spond to underlying realities. In Chetty, Looney, and Kroft, 2009 the difference
in demand when sales taxes are added at point of sale as opposed to when
they are explicitly included in the sticker price reveals that they were largely
ignored in the former condition. Likewise inattention to an available scholar-
ship is identified by the difference in college acceptance when it is and when
it is not highlighted (Hastings and Weinstein, 2008, Hoxby and Turner, 2015).
This key idea also lies behind the psychometric tradition dating back to Weber,
1834. Classical psychometric experiments involve discriminating between stim-
uli. The Weber-Fechner laws relate objective differences in such stimuli to the
subjective ability to discriminate between them. With hand-held weights, for
example, the ability to correctly identify the heavier object has been shown to
be based on their relative magnitude.

What makes the psychometric interpretation compelling is the obvious the-
ory that failure to identify the heavier weight reflects the mistaken belief that
it is in fact heavier rather than a desire to get the answer wrong. What makes
it harder to identify mistakes in general decision problems is that, in addition
to information being imperfect, preferences are unknown to the econometrician.
The challenge is to specify a choice-based data set that helps in separately identi-
fying utilities over prizes and beliefs about states of the world. State dependent
stochastic choice data (SDSC) responds to this challenge by generalizing the
psychometric method. Viewed abstractly, psychometric experiments measure
how patterns of stochastic choice respond to changes in the underlying state
of the world. The natural generalization is then to measure how patterns of
stochastic choice depend on the underlying state of the world as observed by
the econometrician.
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Caplin and Martin, 2015, formalize use of such ideal SDSC to operationalize
the Blackwell model. There are two ground rules. First, key model elements are
treated as commonly understood by the decision maker and the econometrician:
the possible states, Ω, the available actions, A, and the state dependent con-
sequences, z(a, ω). Second, the econometrician is assumed to observe choices
from this fixed decision setting infinitely often with different realized states of
the world drawn from a fixed prior µ. In this setting, state dependent stochas-
tic choice data comprises a joint distribution over actions and states, P(a, ω)
(bolded as a data object). In using this data to make inferences about what
the decision maker knows and likes, Caplin and Martin assume rational expec-
tations. This means that the empirical frequency of states defines the decision
maker’s “revealed prior” µP(ω), which itself reflect the theoretical prior,

µP(ω) =
∑
a∈A

P(a, ω) = µ(ω). (3)

2.3 Revealed Experiment and NIAS Inequalities

What can SDSC reveal about the underlying utility function and beliefs of the
decision maker? Consider first the psychometric case in which what is measured
is not directly a belief but rather the proportion of times the heavier weight is
chosen. Suppose that choice of left and right hand both correctly identify the
heavier weight 90% of the time. With rational expectations, the average belief
of the subject that that their choice is correct at point of decision making can
be inferred as 90%. Caplin and Martin provide the general decision theoretic
translation of this simple method of inference. The econometrician derives the
“revealed posteriors (signals)” associated with any chosen action a as,

γaP(ω) :=
P(a, ω)∑
ν∈Ω P(a, ν)

. (4)

The “revealed experiment” is then defined as the associated probabilities QP

over revealed posteriors, which satisfy the Bayesian constraint by construction,∑
γP

γPQP(γP) = µP. (5)

Note that there are definite limits on what the econometrician can infer
from SDSC about the subjective Blackwell experiment. For example, it may be
that the decision maker is more subjectively certain in some instances than in
others when making a given choice. Such variations in subjective beliefs are not
revealed in SDSC, which by its nature involves averaging. In formal terms, the
revealed experiment is the least Blackwell informative experiment that produces
the data (Caplin and Dean, 2015).

The most important question is what SDSC teaches us about the utility
function. The answer turns out to be simple, intuitive, and illuminating. An
obvious necessary condition for existence of a non-trivial rationalization is that
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there be no wholesale switches of action that are improving. Formally, the
“no improving action switch” (NIAS) conditions are linear inequalities that any
rationalizing utility function must satisfy. A fine point is to rule out the trivial
rationalization by the utility function that induces global indifference.

No Improving Action Switches (NIAS): Given decision problem (µ,A),
data set P satisfies NIAS if there exists a non-trivial utility function such
that, ∑

ω

P(a, ω)u(z(a, ω)) ≥
∑
ω

P(a, ω)u(z(b, ω)); (6)

all a, b ∈ A.

That this is necessary is clear from the observation that the decision maker is
presumably able to identify all subjective conditions that give rise to a given de-
cision, and switch in all such conditions to any available alternative. Caplin and
Martin show existence of a utility function satisfying NIAS to be not only nec-
essary but also sufficient for the data to be rationalizable by Bayesian expected
utility maximization. While simple, the NIAS inequalities have rich content.
We illustrate this in section 6.5 below when discussing welfare comparisons of
different methods of presenting a given choice set.

2.4 Rational Inattention, NIAC, and Recovery

What decision makers know depends on how hard they try to learn. This
depends both on how important they believe the resulting understanding will
be and how hard they find it to learn. Rational inattention theory captures this
trade-off between the costs and the benefits of learning (Sims, 1998, 2003). In
the general model, costs can differ across priors as K(µ,Q), where Q is a generic
Bayes’ consistent distributions of posteriors. Choice of what to learn is modeled
as maximizing the resulting prize-based expected utility less costs of learning,

V (µ,Q) =
∑
γ

û(γ)Q(γ)−K(µ,Q), (7)

where û(γ) is the maximized level of utility at posterior γ. The utility function
can either be treated as understood in the simplest of cases or itself be inferred
to the extent possible, as warranted by the application.

Interestingly, SDSC can operationalize rational inattention theory as it can
basic Bayesian decision theory. The distinction is that one has to observe a
richer class of decision problems. This is just as in standard revealed preference
theory, which is rendered testable only if one observes choice from distinct de-
cision problems. Caplin and Dean, 2015, consider SDSC from a set of distinct
decision problems that share the same prior to derive testable implications and
to identify rationalizing utility functions. The idea of their test is imported
from production theory. Just as factories can be moved between locations in
the model of Koopmans and Beckmann, 1957, so attention strategies and their
revealed experiments can be moved between decision problems. So porting them
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has no impact on total costs and so should not raise total utility. Technically
there should be no improving cycles of revealed experiments across decision
problems. The following is an inclusive version of the “no improving attention
cycles” condition that incorporates NIAC as well. The main result is that this
can be used to fully characterize data sets consistent with rational inattention
as well as all rationalizing utility functions.

No Improving Attention Cycles (NIAC): SDSC for a collection of deci-
sion problems satisfies NIAC if there exists a utility function u such that,
given any cyclic list of observed decision problems Am for 1 ≤ m ≤ I with
A1 = AI ,

I−1∑
m=1

EU(Am) ≥
I−1∑
m=1

∑
am∈Am

max
am+1∈Am+1

∑
ω

u(am+1, ω)Pm(am, ω), (8)

where EU(Am) is expected utility implied by u given the observed data
Pm in choice set Am.

Note that the operation on the right hand side expresses the optimal utility
that can be achieved using action choices from Am+1 in the data associated with
Am. The idea is that, given any observed action am ∈ Am, one looks in set Am+1

and picks some action to replace it wholesale and computes the corresponding
expected utility. One then adds this up across all actions am ∈ Am that are
chosen in the data. Any such set of wholesale action replacements is feasible.
The optimal replacement is the one that maximizes expected utility among all
such options. Note also that this conditions nests NIAS if we consider cycles of
length one in which A1 = A2 = A.

This inclusive version of NIAC is obviously necessary for existence of a CIR
representation. The key result is that it is also sufficient. There are simple
ways to work with these inequalities, which remain largely unexplored. Note
also that NIAC is analogous with the strong axiom of revealed preference. This
analogy operates both at the intuitive and at the formal level (Pattanayak and
Krishnamurthy, 2021).

The strong links between rational inattention theory and classical theories of
production and consumption are striking. Perhaps we should have expected this.
In the information age, the classical separation of production and consumption
is archaic. What a smartphone offers in terms of consumption services depends
on the technical abilities of the purchaser. Having low costs of learning impacts
what is produced when using a given machine, which then forms part of con-
sumption. Another concrete reflection of the analogy between attention costs
and production theory is the recovery result of Caplin et al., 2020. Recovery is
based on a precise analogy with use of the price equals marginal cost condition
to recover the cost curve of a competitive firm. Costs are recovered by varying
the probability of implementation of prizes just as the linear scaling of price
allows a competitive firm’s supply curve to be recovered.
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2.5 Special Cost Functions

There is increasing awareness of how the form of the cost function impacts
behavior. The starting point is the function based on the expected reduction
in Shannon entropy, which is remarkable in its subtlety, supplety, and elegance.
Up to a linear scaling factor it can be written as,

K(µ,Q) = H(µ)−
∑
γ

Q(γ)H(γ) (9)

where H(γ) = −
∑
ω γ(ω) ln γ(ω) is the corresponding Shannon entropy.

The behavior implied by this cost function is special in many respects. For
example it implies that discrimination between states depends on payoffs alone,
not frequencies (Woodford, 2012, Shaw and Shaw 1977). It also implies that
there is equal perceptual distance between all states. As research on attention
has advanced, so has the search for alternative cost functions that generalize the
Shannon model to better match behavioral deviations on a case-by-case basis.
Many well-studied generalizations are “posterior separable” (Caplin and Dean,
2013, Caplin, Dean, and Leahy, 2021). Posterior separability generalizes the
Shannon form to allow for an arbitrary convex function Tµ(γ) that can depend
on the prior,

K(µ,Q) = Tµ(µ)−
∑
γ

Q(γ)Tµ(γ). (10)

Uniform posterior separability restricts Tµ(γ) to be common for all priors
with the same support. Such utility functions are of growing interest as re-
cent work of Hébert and Woodford, 2019, Morris and Strack, 2019, and Bloedel
and Zhong, 2020, has shown equivalence between the information that is ac-
quired through a process of continuous updating and optimal stopping, and the
information acquired in a static model with a cost function in the uniformly
posterior-separable class. Behaviorally, such cost functions must satisfy a con-
dition known as locally-invariant posteriors (Caplin, Dean, and Leahy, 2021):
revealed posteriors must be chosen for all priors in their convex hull. Dean
and Neligh, 2019 find some support for this pattern of behavior. Further in
support of application, Miao and Xing, 2019, have developed dynamic progam-
ming methods for uniformly posterior separable cost functions as the chosen
posteriors today become the priors tomorrow. Moreover Hébert and Woodford,
2020, provide a family of uniformly posterior-separable cost functions that can
accommodate the notion of perceptual distance.

Other important cost functions are “invariant”. This class is defined by
strong cross-state symmetry conditions. They are important in macroeconomic
applications e.g. ruling out inefficiencies in Hébert and La’O, 2020, and Angele-
tos and Sastry, 2019. Behaviorally, Caplin, Dean, and Leahy, 2021, show that
a posterior separable cost function is invariant if and only if the distribution
of payoffs is a sufficient condition for observed behavior. Remarkably, the only
uniformly posterior separable cost function that is also invariant is the Shannon
cost function.
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While the Shannon model and its posterior separable generalizations will be
central in the coming decades, there are reasons to cast an even wider net. One
restrictive aspect of the Shannon model is that the response of attention to large
incentives is often significantly smaller than would be implied by the response
to small incentives (Caplin and Dean, 2013). Csaba, 2021, introduces invariant
cost functions that are not posterior separable, based on the information radius
of Sibson, 1969, and that allow for general attentional elasticities of learning
with respect to incentives. They can be solved explicitly using a version of the
standard Blahut-Arimoto algorithm. The moral is that general forms of entropy
may be of great value in economics just as in other disciplines (Tellenbach, et
al., 2009, Gell-Mann and Tsallis, 2004).

3 Mistaken Decisions and SDSC: Applications

By its nature, data engineering sets ambitious targets for measurement. In the
case of SDSC this target is increasingly in reach. In this section I outline case
studies that show the high potential of such research. At the same time, I show
how the model-centric approach that is economic data engineering opens new
areas of applied research.

While first economic examples of SDSC being gathered were based in the ex-
perimental laboratory (e.g. Ambuehl, Ockenfels, and Stewart, 2018, Bronchetti
et al., 2020, Caplin and Dean, 2013, Caplin and Martin, 2016, Dean and Ne-
ligh, 2018, Khaw, Stevens, and Woodford, 2017), I focus in this section on field
research. In section 3.1 I outline case studies ranging from the recreational (um-
piring baseball) to matters of life and liberty (medical and judicial decisions).
Section 3.2 outlines research on discrimination, while section 3.3 covers research
on feedback effects between economic deprivation, attentional resources, and
income. As these and other branches of applied research advance, so pressure
is building to correspondingly enrich modeling of attention constraints in the
co-evolutionary manner of data engineering. Section 3.4 focuses on the im-
portance of better modeling and measuring dynamic patterns of learning and
incomplete subjective awareness of costs. Section 3.5 outlines applications of
information-theoretic data engineering to what will surely become the most im-
portant decision makers of all in the near future: machine learning algorithms.

3.1 From Ball-Field to Operating Table

For SDSC to be available, the econometrician must observe choices whose payoffs
depend on facts that the decision maker may or may not have taken in. Such
choices must be observed frequently for different realizations of the underlying
facts. These conditions are well met in numerous work tasks. Umpiring and
refereeing calls in sporting events represent a paradigm case. For example in
baseball and in basketball, filming of games means that there is essentially 50-
50 vision in hindsight. Making accurate calls is of clear payoff relevance, since
umpires and referees are judged and ultimately rewarded based on reviews of
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their performance.
Archsmith et al., 2021, exploit high-frequency data on the accuracy of um-

pires’ calls in Major League Baseball. They also develop a model of the im-
portance of each call based on pivotality (e.g. the chance that a mistake would
significantly change the balance of play). They find that umpires make fewer
mistakes in higher stakes decisions. They also observe a pattern of increased
mistakes after important decisions, as if effort applied to earlier decisions raises
costs of attending to later decisions. They go so far as to identify how breaks
in the game at the end of each inning impact performance. Such breaks remove
the negative spillover from high stakes decisions to those of lower stake. Finally,
they find evidence of anticipatory shepherding of resources. They show that
an expectation of higher stakes in upcoming decisions leads to more errors in
current decisions, consistent with forward-looking behavior by umpires aware
of attention scarcity. While many of these findings are spiritually in line with
classical production theory, the roles of tiredness per se and the impact of expec-
tations represent a particularly human aspect of the theory. Bhattacharya and
Howard, 2021, consider more strategic aspects of baseball, again with findings
that broadly align with rational inattention.

Turning to matters of life and death, a 1999 Institute of Medicine Report
suggests that more than 40,000 people in the United States die because of med-
ical errors (Donaldson, Corrigan, and Kohn, 2000). There is every reason to
believe that expert review would identify many of these errors, a necessary step
in rectification. Yet few if any public data sets are available. In the meantime
the best we can do is study indirect evidence of attentional depletion and result-
ing mistakes. For example Gandhi et al., 2006, used the data on malpractice
claims against doctors to document and describe diagnostic errors.

Researchers are starting to find work-arounds. Particularly well developed
is the work of Currie and Mcleod, 2017, who use standard administrative data
to study C-sections to identify doctors whose decision making is significantly
worse than the norm. Birth records contain detailed information about health
conditions that is of use in assessing the quality of decision making as well as
execution of that decision. Currie and Mcleod use machine learning techniques
to look at the diagnostic characteristics that predict success of the treatment in
large scale administrative data. Their results suggest not only that there may
be too many C-sections being performed on low-risk women but there may be
too few C-sections being performed on high-risk women. Their model allows
them to separately quantify the effects of procedural choice and surgical skill.
More generally, their approach shows the high potential for use of administrative
health databases to identify mistaken medical decisions and to make changes
that would improve patient health outcomes.

Often of equivalent importance to medical decisions, and equally under-
studied, are legal settings. Cameron and Kornhauser, 2006, and Stephenson,
2010, argue that error reduction is a key element in the design of the legal
systems, with appeals processes a key case in point. Pioneering work by Shavell,
1995, suggests that the very existence of the appeals process provides incentives
for trial court judges to properly dispose cases. Typically such appeals impose
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time and reputational costs on the responsible parties, in line with the broader
argument that error reduction is a key element in the design of the legal system.
What makes legal cases particularly sophisticated is difficulty in identifying the
underlying state: e.g. guilt or innocence. An ongoing study in the Mexican
Labor courts shows that a clarifying intervention (adding an index to the case
file) significantly lowered the number of successful appeals (Caplin, Gomberg,
and Sadka, 2021). Yet identifying features of a case file that makes the verdict
less easy to appeal requires great legal expertise. Another legal case study
introduces method of partial identification and adapts the NIAC conditions to
develop general conditions under which systematic prediction mistakes can be
identified in observational settings with application to pretrial release decisions
in New York City (Rambachan, 2021).

3.2 Discrimination in Hiring and Other Decisions

Understanding sources of discrimination between in- and out-groups and re-
ducing its extent are among the most pressing policy issues of our time. The
central distinction in the literature is between preference- and belief-based chan-
nels of discrimination. Pure preference-based discrimination occurs when the
decision-maker obtains different utility from outcomes depending on group iden-
tity (Becker 1957). Pure belief-based (statistical) discrimination occurs when
decisions differ across groups because a decision-maker holds different beliefs
about each group (Arrow 1972; Phelps 1972). As so often, what has bedevilled
this research is the fact that beliefs and preferences are confounded in standard
choice data.

Recent research provides several promising avenues forward that involve
data engineering. In resume studies (Bertrand and Mullainathan, 2004), the
researcher generates SDSC by designing resumes differing in only one fact: the
signalled ethnicity of the applicant. In their experiment, names that strongly
signal gender and race were randomly added to fictitious resumes. When these
resumes were sent to prospective employers, they observed a strong disparity
in callbacks for a given quality of resume depending on the race of the name
applied to that resume. Likewise Reuben, Sapienza, and Zingales, 2014, found
that employers in a lab experiment are less likely to hire a female candidate to
complete a task in which males and females perform equally well.

In terms of theoretical enrichment, Bertrand and Mullainathan suggest that
a large part of the explanation for their findings works through an attentional
strategy of reading no further in a c.v. when an employer sees an African-
American name. A corresponding rational inattention model of discrimination is
developed by Bartoš et al,. 2016. The theory suggests an interesting distinction
between markets involving lemon-dropping (e.g. application for rental housing)
as opposed to cherry picking (application for a job). Their findings are consistent
with a model of endogenous allocation of costly attention, in which higher such
costs magnify the role of prior beliefs. Since their channel is attentional, Bartoš
et al., 2016 also engineer data on actual information acquisition. They find
that negatively stereotyped minority names reduce employers’ effort to inspect
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resumes. In contrast, minority names increase information acquisition in the
rental housing market.

While some discrimination is attentional in origin, this does not mean that
it is purely belief-based. Recent research of Martin and Marx, 2021, suggests
that there is in addition a significant amount of pure taste-based discrimination.
Their test uses information-theoretic data engineering explicitly. The fact that
the basic data comes in the form of SDSC allows them to develop an NIAS-
based test to identify taste-based discrimination regardless of what is or is not
learned from the resumes. Applying this test to the lab experiment of Reuben,
Sapienza, and Zingales, 2014, they provide robust evidence of prejudice: in
one of the treatments rejected women were more productive than hired men
so a wholesale switch would have raised payoffs. They also revisit the field
experiment of Bertrand and Mullainathan, 2004, and find that the probability
of a callback for an African-American male decreases with resume quality. This
provides strong evidence that employers are prejudiced in their selection motive
regardless of what information they internalized from the resumes they received.

3.3 Poverty, Attention, and the Speed-Accuracy Trade-off

Mani, Mullainathan and Shafir, 2013, argue that poverty affects income-earning
capacity through a variety of channels that deplete attentional resources and
negatively impact job performance. In support, Kaur et al., 2021 paid poor sub-
jects a piece rate for completing a repetitive yet intricate attention-demanding
task. They found that workers who were paid earlier were better able to com-
plete these tasks and consequently earned higher income. Other poverty-related
factors that have been found to affect attentional constraints and income are
sleep deprivation (Bessone et al., 2019), exposure to high levels of air pollution
(He, Liu, and Salvo 2019), and exposure to high levels of noise pollution (Dean
2019).

An important next step in this research is quantification of the various ef-
fects that have been identified. In engineering the appropriate data set, one
wants to see tasks repeated with markers not only for these measurements but
also task performance by time of day, time since last break, etc. What makes
the corresponding engineering more challenging is that there is no solid model
of how psychological states interact with costs of attention. At least in the
early days, this is likely to be somewhat atheoretical measurement. Going even
further afield, there are channels by which hedonic psychological states, such as
happiness, might impact attention (Kahneman, Wakker, and Sarin, 1997; Rayo
and Becker, 2005; Benjamin et al., 2012). Kőszegi and Rabin, 2008, make the
data engineering case that adding such measures to behavior is potentially of
great value in revealing preferences themselves.

A particularly relevant feature of work settings in the field is the routine
ability of the econometrician to observe decision times. These have a distin-
guished history of psychometric study (Donders, 1868, Luce, 1986), and are
increasingly becoming subjects of research in economics (e.g. Wilcox, 1993,
Kocher and Sutter, 2006, Rubinstein, 2007, Chabris et al., 2009, Kahneman
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and Egan, 2011, Schotter and Trevino, 2013, Spilliopoulos and Ortman, 2014,
Achtziger and Alos-Ferrer, 2014, Geng, 2015). The speed-accuracy trade-off
is particularly pertinent. From a theoretical perspective an obvious starting
point involves emerging models of optimal stopping with costs of learning as
in Hebert and Woodford, 2019, 2020, Morris and Strack, 2019, and Bloedel
and Zhang, 2020. Another theoretical tradition is the drift-diffusion model of
psychology (Ratcliff, 1978, Ratcliff and McKoon, 2008), variants of which are
increasingly making their way into economics (see Fehr and Rangel, 2011, Kra-
jbich and Rangel, 2011, Krajbich et al., 2012, Fudenberg, Strack, and Strzalecki,
2018, and Caplin and Martin, 2016). A non-standard implication of the drift-
diffusion model is prevarication: that choice among options that are of similar
utility take a long time. Alós-Ferrer, Fehr, and Netzer, 2021, develop a complete
model along these lines.

A reasonable conjecture is that interacting time to decide with choice process
data may allow for separate identification of classical models of costly learning
and models with prevarication. Choice process data captures provisional choices
during the search process and can be generated experimentally (Campbell, 1978,
Caplin and Dean, 2011, Caplin, Dean, and Martin, 2011, Agranov, Caplin, and
Tergiman, 2015, Recalde, Riedl, and Vesterlund, 2017). The smoking gun for
the prevarication effect might be a prolonged period of rapid switching between
options in the time shortly before finalizing selection. Other promising avenues
for future research involve ongoing efforts of both economists and psychologists
to develop decision theoretic models of visual attention such as the work of Kra-
jbich, 2011, Rangel, Fehr and Rangel, 2011, Krajbich et al., 2012, and Callaway,
Rangel, and Griffiths, 2020. As might be expected, these ongoing developments
involve increased collaboration between economists and psychologists, who have
studied visual behavior at great depth (Carrasco, 2011).

3.4 Learning, Awareness, and Income

In almost all of the cases that have been studied in detail, the decision makers
have much practice in the class of task studied, be it umpiring in baseball,
performing a routine operation, etc. Of course these are skills that have to be
learned: one would expect mistakes to be reduced over time. In model terms,
this corresponds to a reduction in learning costs. An important challenge for
modeling and measurement is to better capture the nature of these reductions at
all stages in the learning process. As one part of this there is a need to formulate
more general versions of the information-theoretic model of learning by doing of
Jovanovic and Nyarko, 1994, and map these to corresponding dynamic patterns
in the structure of mistakes.

A related challenge is to properly measure the outputs of the teaching pro-
cess. One can view a large part of education through the learning by doing
lens as designed to reduce costs of learning and aid in later decision making.
In principle exams are designed in large part to assess whether such costs have
been lowered for new problems that should be answerable if the teaching suc-
ceeded in lowering costs of comprehension. Unfortunately, there is at present
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little systematic social scientific research on effectiveness in this dimension. All
multiple choice exams generate coherent and valuable data that could be used
to estimate models of learning, yet this data essentially ends up on the cutting
room floor. A first step in the direction of improvement would be retain and
analyze such data in multiple dimensions. Going beyond this, the exams them-
selves could be re-engineered to make the data they produce more insightful. A
simple version of this point was made long ago by De Finneti, 1965, and Sav-
age, 1971, who argued at a minimum for allowing students to answer questions
probabilistically, a method that had already been shown to work for weather
forecasting (Brier, 1950).

There are many important open questions related to skills that are remu-
nerated in the workforce. How costs of comprehension develop over the course
of the life-cycle and whether there is also a more abstract sense of decision
making skill that can be developed are important open questions warranting
further data engineering. Deming, 2021, presents suggestive evidence of the
importance of decision-making skills for the trajectory of life-cycle earnings. He
models these skills as taking longer to accumulate in high variance, non-routine
jobs. His findings suggest that life-cycle wage growth in decision-intensive occu-
pations has increased over time, and it has increased relatively more for highly-
skilled workers. Further operationalizing these links is an important next step
in information-theoretic data engineering. Need for a more granular assessment
of the skills that drive income over the life-cycle is clear both in human capital
theory, which leaves this as something of a black box and in the empirical litera-
ture linking non-cognitive skills to lifetime earnings (Heckman and Rubinstein,
2001).

Another set of important open questions for modeling and measurement re-
late to subjective awareness of costs of learning and of patterns of mistaken
decisions. There is little reason to believe that individuals can accurately assess
the difficulty of novel tasks. There are many sophisticated aspects to model
and measure in the area of partial awareness. For example, one role of practice
may be to increase awareness of costs. The case above of experienced umpires
shepherding resources for important later decisions illustrates this well. Analo-
gous issues of awareness show up at the life-cycle scale. Cognitive decline surely
raises costs of comprehension and errors made in many settings, and here again
issues of awareness appear to be crucial. Not all are aware of their state of
decline, and many in the pre-decline phase are aware that they may later not
be so aware. I discuss this again in section 6.5 in the context of reluctance to
relinquish control of financial assets at the appropriate time.

One method of engineering data to gain insight on awareness of costs involves
allowing choice of tasks in which higher attentional complexity is rewarded by
higher levels of possible payout. For example one might offer one option that
is informationally simple yet offers little reward, and a second that is more
challenging yet offers high reward. Experiments along these lines have been
conducted by Avoyan and Romagnoli, 2019, Carvalho and Silverman, 2019,
and Bronchetti et al., 2020. Further data engineering to model and measure
subjective awareness of costs in the field is of high priority. Possibly relevant
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evidence is provided by Kaur et al., 2021, who note the value that mid-day
breaks have in terms of raising productivity, yet failure of workers to take, and
firms to provide, such breaks.

3.5 What Machines Learn and Why

Machines are able to outperform humans in making a wide array of predictions,
so have replaced humans in predicting if a driving route has a low expected travel
time, an eye scan shows physical damage, a manufactured product has a defect,
a house for sale is a likely match, internet activity is a security threat, an email
is spam, and so on. This is giving rise to an emerging economic literature on
use of algorithms, such as that of Kleinberg et al., 2015, on bail decisions. Yet
there remain important gaps to close between the prediction-based approach
in machine learning and more causal approach to modeling in social science
(Hofman et al., 2021).

To phrase the challenge in its simplest terms, there is an issue of inter-
pretation. What do machines learn well, what badly, and why? When are
the resulting predictions equitable? If they are not, in what ways are they
inequitable? Even if an analyst knows all of the code behind an algorithm,
it is nearly impossible to fully grasp its inner-workings. This challenge is ex-
acerbated by increasingly complex training protocols, an exploding number of
parameters, and the widespread adoption of nested algorithms. In fact, ma-
chines are able to increasingly outperform humans in part because of the lack of
structure imposed on their learning ex ante. However, this “black box” nature
of algorithms has problematic aspects. For example, it makes it hard to assess
how machine learning lowers information frictions and why machine learning re-
sults in discriminatory predictions. These issues are related to the explainability
question/challenge and miscalibration as presented in Guo et al., 2017.

An important underlying issue is that machine “learning” is not learning
in the classic Bayesian sense. Machine learning uses complex algorithms to
select model parameters for making predictions. By contrast, Bayesian learning
involves generating and processing signals about an uncertain state. Going
forward, there is great value in bridging this gap. Information-theoretic data
engineering provides a rigorous approach to recovering the learning costs implicit
in machine learning algorithms. The first step is to translate the SDSC data
that the machine produces into a revealed experiment and thereby identify what
the machine learns, along the lines laid out in section 2.2 above. At this stage
the results sketched in section 2.3-2.5 linking properties of the data to implied
costs of learning can be applied, in particular the results of Caplin, Dean, and
Leahy, 2021. These provide new methods for constraining cost functions and
understanding what these constraints say about the functional form of costs.

There are two key applications in ongoing research in this area (with Daniel
Martin and Philip Marx). First there is the issue of how machines reduce in-
formation frictions in the economy. The way in which available information
is incorporated – or not incorporated – into decision-making is key to under-
standing business fluctations, stock prices, and economic growth (Jones and
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Tonetti, 2020, Veldkamp, 2020). One specific technical question that can be ad-
dressed using methods of information-theoretic data engineering is whether or
not adding layers to deep learning neural nets lowers learning costs and moves
learning costs in line with Shannon mutual information, which has so many
ideal properties. With regard to discrimination, the reasons why otherwise
identical agents receive differential treatment is key to understanding hetero-
geneity in economic outcomes. In many settings we must now shift focus to
understanding the constraints on learning that machines face and the reasons
why individuals belonging to distinct demographic groups are assessed differen-
tially by machines. For these reasons and more, the application of information
theoretic data engineering to machine learning is of highest potential.

4 Life-Cycle Data Engineering: Survey Design

Separation of beliefs and preferences is particularly important and challenging
in estimation of life-cycle models. In section 4.1 I outline the strong identify-
ing assumptions that are often invoked in model estimation, such as rational
expectations and ex ante homogeneity. There is a growing consensus that in-
novative quantitative survey instruments can play an essential role in resolving
these identification problems. Section 4.2 covers measures of unconditional and
conditional probabilistic beliefs about future outcomes, such as earned income.
Section 4.3 highlights the combination of such questions with direct stated pref-
erence questions to uncover both beliefs and preferences, with application to
educational and career choice. Section 4.4 covers strategic survey questions
(SSQs), which are stated preference questions in which the counter-factual sce-
narios are tied tightly to formal model objects that must be carefully explained
to respondents. Section 4.5 highlights the challenge of engineering survey instru-
ments that can be intuitively understood by respondents who are not formally
trained.

4.1 Life-Cycle Models and Identification Problems

Appropriately specified life-cycle models are capable of capturing the interplay
of forces that impinge on decisions and outcomes in a vast array of settings. The
life-cycle framework is of ever growing importance as economists increasingly
study patterns of saving, earnings, labor market decisions, health expenditures,
asset holdings, debt levels, and more, over the life course. In typical applica-
tions, the only forces at work are preferences and beliefs. What accounts for
the framework’s flexibility is that preference parameters can cover so many fac-
tors: the discount rate, risk aversion, precautionary motives, bequest motives,
labor-leisure trade-offs, health-state dependent utilities, etc. Likewise uncer-
tainty comes in many flavors, relating to labor income, asset returns, returns to
education, availability of benefits, health states, etc. I view this burgeoning lit-
erature as a long essay on how remarkably rich are the insights that preferences,
beliefs, and their interplay can provide for rationalizing all manner of economic
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and other outcomes over the life-cycle.
With all the implied richness in the specification of preferences, beliefs, and

their interaction comes a natural challenge: that of model identification. In
most applications there are many alternative models that can equally well ex-
plain life-cycle patterns in administrative data: particular cases will be outlined
below, but the challenge is ubiquitous. It is traditional absent survey data to
impose strong and unrealistic identifying assumptions on beliefs, such as full
information rational expectations. Manski, 2004, is explicit in pinpointing the
preference/belief identification problems:

“Observed choices may be consistent with many alternative specifications of
preferences and expectations, so researchers commonly assume particular sorts
of expectations. It would be better to measure expectations in the form called
for by modern economic theory; that is, subjective probabilities.” Manski 2004,
p. 1329

Not only does one need to specify relevant aspects of utility and underlying
states of the world, but also one has impose strong homogeneity assumptions
due to data constraints, as Dominitz and Manski, 1997, stressed:

“The studies to date universally assume that expectations formation is ho-
mogeneous; all persons condition their beliefs on the same variables and process
their information in the same way.” Dominitz and Manski, p, 856.

Life-cycle data engineering reflects the emerging consensus that survey in-
struments that measure beliefs and preferences can both help resolve the basic
preference/belief identification problem and allow for heterogeneity.

4.2 Conditional and Unconditional Beliefs

What matters for choice of education, acceptance of job offers, retirement, and
other decisions are beliefs about future income both in terms of expectations and
in terms of variability, not simply ex post realizations. It is far from obvious that
a standard behavioral data set of realized behaviors can identify such beliefs.
Haavelmo, 1958, early on outlined the potential of enhancing measurement of
expectations. This was also top of mind for Manski, 1990, in motivating the
modern literature on measuring probabilistic expectations for models of life-
cycle behavior.

Under the leadership of Richard Suzman, Tom Juster, and Bob Willis, expec-
tations questions have regularly been posed in the Health and Retirement Study.
After more than 25 years of investigation, it is now clear that quantitative expec-
tations questions reveal new and valuable information. Manski, 2004, and Hurd,
2009, summarize important findings concerning survey-measured probabilities,
including their broad internal consistency and connection with external reality.
For example, Hurd and McGarry, 2002, show that individuals and groups with
higher subjective survival probabilities live longer. Hurd and Rohwedder, 2012,
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and Kézdi, and Willis, 2011, link beliefs about stock holding to actual portfolio
holdings. Van der Klaauw, 2012, highlights the value of expectations data for
structural modeling.

An early application, and a particular area of focus in this review, concerns
measuring expectations of income, areas in which Dominitz and Manski, 1997
pioneered. They elicited probabilistic estimates of the cumulative distribution
of total household income, before taxes, over the next 12 months. After posing
questions on the maximum and the minimum possible values, they asked for
several points on each respondent’s subjective cumulative distribution. They
provided basic credibility checks of the implied subjective mean and variance
based on realized income, age, and employment status, and highlighted hetero-
geneity. Dominitz and Manski, 1996, also provided early evidence that student
expectations of returns to schooling impact their educational choices. Again,
basic credibility checks were passed in terms of patterns of earnings and also in
terms of high levels of subjective uncertainty. This form of conditional expec-
tation question has since been refined and found to be of significant predictive
value in a number of other settings. For example Hurd and McGarry, 1995, 2002,
study questions that were posed in the Health and Retirement Study related to
retirement conditional on health. Individuals report significantly earlier retire-
ment should their health deteriorate, and the record confirms this difference in
ex post outcomes.

4.3 Stated Preferences

Recent research has picked up on the early investigation of Dominitz and Man-
ski, 1996, relating income expectations to schooling. Wiswall and Zafar, 2021,
study how individuals believe human capital investments will affect their future
career and family life. They find evidence of students sorting into majors based
on perceived ex ante returns and family expectations. In a follow-up survey
conducted six years later, they find a close connection between the expectations
and realizations.

The fact that family expectations impact choice of major and career is not
surprising. What it suggests is the value of independently investigating pref-
erences as well as beliefs. This requires development of some form of stated
preference instrument. These have a distinguished history in economic analysis
separate from expectations questions. Ben-Akiva, McFadden, and Train, 2015,
detail both our current understanding and the origins of this work, in partic-
ular the work of Luce and Tukey, 1964. Use of stated preference instruments
in estimation of economic models was pioneered in the discrete choice litera-
ture by Brown and Rosen, 1982. They considered households choosing between
neighborhoods offering different bundles of amenities (schools, shops, parks, tax
rates, parks, etc.). Given the small number of options and the many differences
between them, they developed stated preference questions to pin down the rel-
ative importance of different such attributes. Use in economics took off when
McFadden, 1986, showed how stated preference measures could be analyzed
using the tools of discrete choice analysis.
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It is now standard in the broader discrete choice literature to use survey-
based stated preference methods to help overcome identification problems. Blass,
Lach, and Manksi, 2010, and Kesternich et al., 2012, confirm the information
content of well designed such questions in various economic contexts, as do Hain-
mueller, Hangartner, and Yamamoto, 2015, in the political context. Bernheim
et al., 2013, and Cao and Zhang, 2021, develop experimental methods for ex-
tracting and boosting the information content of stated preferences for revealed
preferences.

In the life-cycle context, Arcidiacono et al., 2014, pose survey questions to
undergraduate students relating to beliefs, stated preferences, and probabilities
of choosing particular occupations. They find large differences in expected earn-
ings across occupations, and substantial heterogeneity across individuals in the
corresponding ex ante returns. They find that many individuals are willing to
give up substantial amounts of earnings by not choosing their highest-paying oc-
cupation. Likewise Wiswall and Zafar, 2018, use stated preference questions to
estimate students’ preferences for workplace attributes. These job preferences
relate to college major choices and to actual job choices reported in a follow-up
survey several years after graduation. They focus in particular on gender differ-
ences in preferences for work flexibility, job stability, and earnings growth. They
find that gender differences in such preferences explain a significant portion of
the early career gender wage gap.

4.4 SSQs, Supply Curves, and Arrow Securities

The life-cycle framework pins down behavior in all model-consistent contingen-
cies. That is why it is of value in counter-factual analysis and in policy analysis.
By contrast, behavioral data relates only to realized contingencies. It seems
far-fetched to believe that historical data will be rich enough to accurately as-
sess the full set of counterfactual behaviors. This is no more credible a priori
than would be a claim that medical histories are sufficient to predict responses
to all possible medical interventions. This suggests the possible value of engi-
neering targeted survey instruments to study what behavior would have been
in important unobserved contingencies. This is the idea underlying design of
“strategic survey questions” (SSQs). The first step in developing such questions
is to specify a substantive economic question of applied interest, the state of
the art corresponding model, and the identification challenges associated with
use of standard forms of data to estimate this model. The second step is to
pin down contingent behaviors that were not realized in the behavioral record,
yet would have been particularly useful for model identification had they been.
The third step is to engineer corresponding SSQs by setting up the identifying
scenarios meaningfully and posing the corresponding questions.

A first form of SSQ is designed to reveal preferences that would be visible
were markets to be complete and financial instruments perfect. This use of
SSQs based on specifying availability of Arrow securities is well illustrated in
the recent literature on wealth holding in later life (Dynan, Skinner, and Zeldes,
2002, De Nardi, French, and Jones, 2009, 2010, 2016, and Ameriks et al., 2015,
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2020). For those with relatively high wealth at retirement, the basic life-cycle
model of Modigliani and Brumberg, 1954, predicts that it should be run down
over the retirement years, when income is low. The puzzle is that wealthy
older households do not spend wealth down in retirement as predicted. Smith,
Soto, and Penner, 2009, Poterba, Venti, and Wise, 2010, 2011, Love, Palumbo,
and Smith, 2009, and De Nardi, French, and Jones, 2016, show that household
wealth is typically relatively stable at later ages.

What explains slow asset spend down in early retirement? One set of
forces that have been analyzed extensively are bequest motives (Kotlikoff and
Summers, 1981, Hurd, 1989, McGarry, 1999, Finkelstein, and McGarry, 2006,
Kopczuk and Lupton, 2007). Lockwood, 2012, estimates that bequest motives
can explain a significant portion of the continued high asset holdings of the
elderly. Yet factors other than bequests clearly play a role. There has been
particular focus on late in life expenses associated with deteriorating health
and/or the need for long term care. De Nardi, French, and Jones, 2009 and De
Nardi, French, Jones, and McCauley, 2016, have documented high levels of late
in life medical spending. Likewise, Poterba, Venti, and Wise, 2010, show that
episodes of poor health result in significant run down of wealth. These possi-
bly high expenses have a large effect on earlier spending if there are significant
precautionary motives (Carroll, 2001, Attanasio and Weber, 2010, Gourinchas
and Parker, 2002). Indeed, De Nardi, French, and Jones, 2010, estimate precau-
tionary motives related to health risks to have a significant impact in slowing
down spending in early retirement. Likewise Kopecky and Koreshkova, 2014,
and Lockwood, 2012, estimate long term care expenses, which are somewhat
distinct from standard health-related expenditures, to be significant drivers of
savings. Pulling together the various strands of evidence, it is certainly plausi-
ble that precautionary motives associated with high medical and assisted living
expenses play an important role in explaining slow wealth spend down.

In terms of model estimation, the ideal would be to separately identify be-
quest motives and precautionary motives to understand the forces impacting
late in life spending. But an identification problem looms large, as originally
noted by Dynan, Skinner, and Zeldes, 2002. Since markets are incomplete,
wealth can be held for many reasons. If care motives are of the essence, then
bequests are accidental results of spending less than feared on care. If bequest
motives are of the essence, high care expenses are represent a failed effort to
make a large bequest, rather than being a primary driver of wealth holding.

Noting precisely the key identification problems, Ameriks et al., 2015, 2020
design SSQs to separate preferences over resources dedicated to long term care
from bequest motives. Several of these concern demand for Arrow securities that
deliver resources in key contingencies. As in experimental economics, the goal
in posing an SSQ is to be transparent. To illustrate what this means in practice,
in one question in Ameriks et al., 2020, the topic is the trade-off between having
resources when in need of long term care and when not in need of long term
care. Respondents are told that this is the topic of interest. They are then
asked to divide up a fixed wealth allocation between the two uses using “locked
allocation boxes”, which are effectively state dependent Arrow securities. They
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take a comprehension test in relation to this broad question as well as the
precise allocation problem that they are faced with. Once the tests are passed,
respondents go to a screen in which they are to make their allocation choice.
They select the amount by moving a cursor along an allocation bar. Given that
respondents have absorbed the fixed costs of understanding the allocation issue
they are facing, it is repeated for different amounts of money. Answers are found
to be highly correlated at the individual level, suggesting a consistent view of
relative priorities. The combined answers are used in model estimation.

The substantive results in Ameriks et al., 2015, 2020 are qualitatively and
quantitatively clear. Whenever decisions are faced on allocating funds to long
term care, it is found to be a high priority. The same is not true for bequests.
For example, many of the (upper middle class) respondents would not make
any bequest at all if that subtracted from $100,000 usable for one year of long
term care. When interpreted through the lens of the model of long term care
utility, this means that precautionary saving motives associated with long term
care risk contribute significantly more to their late in life savings behavior than
do bequest motives. Interestingly, this result is suggested even if one looks
exclusively at standard behavioral data. The SSQs make the conclusion far more
clear cut and quantitatively precise, and reveal in stark fashion how concerning
are high costs of care. This and other complementary work has significantly
shifted debate on the motives for holding wealth in later life.

A second case of this SSQ-based research method in practice involves esti-
mating a labor supply curve applicable to a counter-factual scenario, specifically
to uncover the extent to which older Americans might work longer were jobs to
change in important respects. The concrete issue concerns the extent to which
they would be willing to continue working beyond the standard age of retirement
were jobs to be more flexible in terms of work hours than is currently the case.
One hint that this might be quantitatively significant is that part-time options
are relatively common in post-career bridge jobs (Maestas, 2010, Rupert and
Zanella, 2015) or self-employment (Ramnath, Shoven, and Slavov, 2017). The
problem in terms of identification is that there is no obvious behavioral imprint
of frustrated desires. Ameriks et al., 2020, introduce an approach to identifying
forces on the side of labor supply using SSQs. The corresponding survey instru-
ments directly control for job opportunities in hypothetical situations, which
identifies willingness to work independent from what workers expect to find
available in the actual labor market. The key finding is that a great many older
individuals would work longer, especially if schedules were flexible. Even those
who are long retired have strong willingness to work, especially in a job with a
flexible schedule.

4.5 The Evolution of Theory-Based Survey Design

Those who design survey instruments to elicit beliefs and preferences for estima-
tion of life-cycle models face profound challenges that call for dedicated research.
One goal of this paper is to elevate the role of design. I view improvements in
instrument design as among the most important yet underappreciated research
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achievements of the modern era of life-cycle research.
Some of the design challenges are universal. These include improving com-

prehensibility and lowering respondent burden, overcoming the non-intuitive
nature of many model constructs, minimizing demand effects, and ridding de-
signs of susceptibility to framing effects and status quo bias to the extent pos-
sible. There is also an essentially universal need to strike a balance between
comprehensibility and precision. For words, short is good.

The design of probabilistic survey questions illustrates many of the chal-
lenges. If one could take for granted probabilistic literacy in respondents, then
the ideal questions e.g. about future income, would elicit as many points as
space constraints allow on the cumulative distribution. In practice, Dominitz
and Manski first elicited maximum and minimum values, essentially to allow the
points on the cumulative to be well-placed. This raises the need later to map
the words maximum and minimum to percentiles in the cumulative, typically
5% and 95%. Another challenge in designing the corresponding questions is
to ensure that the folk notion of likelihood can be accurately translated into a
numerical probability scale. Such a translation cannot be taken for granted. In
an ingenious effort to capture folk ideas in a quantitive manner, Delavande and
Rohwedder, 2008, introduced a design in which the range between stated mini-
mum and maximum is visually divided into a number of equally-sized bins, with
respondents placing balls into the bins to reflect their belief in how relatively
likely are the corresponding ranges. What makes this design compelling is that
visual devices may be more intuitive for many than are strictly quantitative
questions.

However much one might believe in a design, there is no alternative to im-
plementation to sort out the issues. One factor that has shown up perhaps
more than was anticipated is rounding (e.g. Bruine de Bruin and Carman, 2012
Delavande and Manski, 2010, Delavande and Rohwedder, 2008, Kreiner, Lassen,
and Leth-Petersen, 2014), with focal answers of 0%, 50%, and 100%. Methods
to reduce rounding are now being introduced. For example it is standard in the
Health and Retirement Study to follow up on a response indicating a 50% prob-
ability with a question that asks whether this response represents a belief that
the events in question are roughly equally likely or instead that the respondent
does not have a clue. The latter answers are not treated as probabilistic. In a
possibly related vein, psychologists have long been worried about how attentive
survey respondents are to the questions at hand. One method they use is to
design trap questions with an unambiguously correct answer to identify partic-
ipants who are inattentive (Oppenheimer, Meyvis, and Davidenko, 2009). Yet
the design of protocols to handle inattention remains at an early stage.

There are many other examples of economic model objects that have folk
understanding that may not match the technical concept in which the survey
designer is interested. Psychologists have developed elaborate, detailed, and
scripted cognitive interviews that pose open-ended questions of interpretation
for such cases (de Bruin et al., 2011). One application of these methods relates to
ensuring that questions about inflation are interpreted as referring to a general
basket of goods rather than a few personally salient items (Armantier et al.,
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2015). A second application is to translate technical SSQs to be as simple
and direct as possible, with their presentation broken up into bite-sized chunks.
The SSQs in Ameriks et al., 2020 went through a particularly rigorous design
process. This included fielding of a pilot survey, follow-up debrief interviews
with a subset of participants in the pilot survey, and more. In a survey on
cognitive decline, responses to the pilot survey caused a complete reorientation
of the research project as outlined in section 6.5 below.

An important issue with intricate questions is to gauge comprehension. For
each SSQ, there was a corresponding sequence of comprehension questions de-
signed to verify respondent understanding of the scenarios just prior to request-
ing the answer. There was also an effort to remove anchoring effects when asking
for survey responses relating to division of assets. In such allocative questions,
there is no cursor on a horizontal line representing all possible allocations. Re-
spondents must click on the bar to place it, and are asked then to move it:
meta-data reveals that they cooperated in this regard. As they move the cursor
they directly see the amounts of money that they have allocated to each Arrow
security.

However much care one might take, there is no way to remove response er-
ror. How best to measure and deal with remaining response errors is a topic
of active research. Neter and Waksberg, 1964, study response errors in ex-
penditure data from household interviews. Kimball, Sahm, and Shapiro, 2008,
model differences in responses to the same question in different waves of the
Health and Retirement Study using the assumption that errors are independent
and identically distributed. Efforts are also under way to capture the impact
of inattention on the structure of survey errors (e.g. Malone and Lusk, 2018).
Gillen, Snowberg, and Yariv, 2019, and Morrison and Taubinsky, 2019, intro-
duce methods for using a battery of obviously related survey questions to reduce
elicitation error.

5 Infrastructure Matters

With its rapidly increasing integration into the research enterprise, the stage is
now set for rapid growth of life-cycle data engineering. In this section I look
forward to just such growth relating to better understanding patterns in lifetime
income (Guvenen et al., 2015, 2021), including the apparently large impact of
job transitions, such as layoffs and quits. I open in section 5.1 by outlining
what we know from administrative data and important open questions. I stress
the importance of developments in survey infrastructure for the most insight-
ful next steps. In section 5.2 I illustrate the value of recently developed panel
data on search behaviors, beliefs about job finding probabilities, and reservation
wages, for understanding periods of non-employment. These periods are highly
heterogeneous, with some re-entering employment quickly and others being un-
employed for extended periods. Recent work makes clear that this reflects very
significant individual differences in job finding prospects (Mueller, Spinnewijn,
and Topa, 2021).
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To set expectations data in appropriate historical context requires surveys
that link with rich administrative data. Just such survey infrastructure has
been pioneered in the Danish registries (Eppers et al. 2020, Andersen and Leth-
Petersen, 2021). In sections 5.3 I outline the recently initiated Copenhagen Life
Panel which uses this architecture to measure and characterize subjective risks
to lifetime income at the individual level. Section 5.4 outlines the value of
this architecture in estimating models of the impact on earnings of quits and
layoffs over the life-cycle (Menzio, Telyukova, and Visschers, 2016). Wages and
employment depend as much on firms as on workers. Section 5.5 concludes by
highlighting the potential of joint worker-firm data architectures.

5.1 Lifetime Income and Job Transitions in Administra-
tive Data

An important factor that has liberated the ever expanding reach of life-cycle
models of earnings is the growing availability of rich panel data sets. Guvenen
et al., 2015, use U.S. social security records to study earnings dynamics over the
life-cycle. They show that income growth rates have long left tails and very high
kurtosis. They also find that positive changes for high-income individuals are
short-lived, whereas negative ones are very long-lived; the opposite is true for
low-income individuals. With regard to inequality, Guvenen et al., 2021, again
use social security data to show that, from the cohort that entered the labor
market in 1957 to the cohort that entered in 1983, median lifetime earnings of
men has declined significantly, while for women it has grown, albeit from a lower
base. Inequity has risen for both men and women, but the closing gender gap
has to some extent counteracted this.

In estimating stochastic processes for earnings, Guvenen et al. 2015, show
that differences in years spent in employment have a large impact on growth
rates of earnings. Meghir and Pistaferri, 2011, show that it is important to
develop a more granular understanding of these periods of non-employment,
in particular distinguishing between moving up the job ladder to a better op-
portunity versus being laid off (Burdett, 1978). Haltiwanger et al, 2018, show
that job-to-job moves reallocate younger workers disproportionately from less
productive to more productive firms. Altonji, Smith, and Vidangos, 2013 and
Low, Meghir, and Pistaferri, 2010, and Lise, Meghir, and Robin, 2016 model
lifetime income taking into account job shifts and movements in and out of
unemployment.

Estimating the impact of layoffs on lifetime income is one of the central
challenges in labor economics. All empirical studies show these effects to be
very significant and often long-lasting. Yet many issues are hard to resolve
in standard administrative data. Early work of Akerlof and Yellen, 1985, and
Topel, 1990, showed that results based on survey recall of firing events were likely
biased by aspects of recall itself, such as a possibly greater ability to recall more
salient events. Avoiding subjective recall altogether, Jacobson, Lalonde, and
Sullivan, 1993 measure in administrative data the effects of being subject to a
mass layoff. They estimate strikingly high long-run effects on earnings (on the
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order of 25%). These effects are very different by age and job tenure (Ruhm,
1991, Farber, Hall, and Pencavel, 1993, Chan and Stevens, 1999). Seim, 2019,
implemented an almost ideal version of this mass firing method using Swedish
law that employers must report at least 90 days in advance layoffs of 20 or
more workers. Yet mass layoffs turn out to be special: Gathmann, Helm, and
Schönberg, 2020, use the Swedish data to show that they differ from other
layoffs due to slow recovery of local labor markets. Couch and Placzek, 2010
and Ganong and Noel, 2019, incorporate unemployment insurance records in
estimating earnings losses from involuntary job loss, while Andersen et al., 2021
use multiple administratively-based methods in the Danish registry. Revisiting
the literature using survey method to identify layoff, Handwerker, and Hildreth,
2009, combine registry and recall data to estimate layoff effects, albeit in a small
sample.

Life-cycle data engineering has much to offer in improving our understanding
of lifetime income in general and the impact of layoffs and quits in particular.
In section 5.2 I outline research on heterogeneity in periods of non-employment
using dedicated survey instruments. In section 5.3 I outline holistic research
on heterogeneity in income risk using the combined survey-registry methods
available in Denmark. In section 5.4 I outline uses of this same data architecture
in measuring the impact of job transitions over the life-cycle.

5.2 Job Search and Heterogeneity

As noted above, Guvenen et al., 2015, show that heterogeneity in periods out
of the labor force is important for understanding patterns of lifetime income
inequality. Some get re-employed almost immediately while others enter long-
term unemployment. Broadly speaking, exiting unemployment is more and more
unlikely as the spell stretches, What standard observational data do not reveal
is the extent to which long-term unemployment reduces a worker’s chances of
finding a job, due perhaps to skill depreciation, as opposed to less employable
workers getting left behind. In modeling these differences, Guvenen et al, 2015,
assume that all heterogeneity in this and in other outcomes is due to differences
in ex post realizations of a common shock process. In essence, this is due to data
constraints that make it impossible to identify ex ante differences. This same
method is applied in current heterogeneous agents macro models (Heathcote,
Storesletten, and Violante, 2009), again due to data constraints. If one wishes
to separate out actual ex ante individual differences from differences in luck,
data on beliefs is of clear value.

In the case of unemployment, belief-based research estimating heterogeneity
in ex-ante risks during unemployment spells includes Hendren, 2017, Conlon et
al., 2018, and Mueller, Spinnewijn, and Topa, 2021. Conlon et al., 2018, use
a new nationally representative panel data-set on individuals’ labor market ex-
pectations and realizations. They find that, while expectations about future job
offers are highly predictive of actual outcomes, deviations of ex post realizations
from ex ante expectations are often sizable.

In an important advance, Mueller, Spinnewijn, and Topa, 2021, engineer
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panel data on unemployed job seekers’ perceptions about their employment
prospects together with actual labor market transitions. They use both the
Federal Reserve Bank of New York Survey of Consumer Expectations and the
Survey of Unemployed Workers in New Jersey, which covers a large sample
of unemployment insurance recipients (Krueger and Mueller, 2012). As did
Conlon et al., they find that the perceived job finding probabilities significantly
and strongly predict actual job finding at the individual level. Their findings
are more granular and speak to the very different prospects of the unemployed:
ex ante heterogeneity can explain the bulk of the observed decline in job finding
as the spell stretches. They find that elicited beliefs are unbiased at the start
of the unemployment spell, but that beliefs about re-employment probability
decline more slowly that the observational data indicate. As a result the long-
term unemployed substantially over-estimate their probability of finding a job.
They interpret their findings in a model of beliefs which suggests that a very
large part of the observed declined in job finding can be explained by dynamic
selection. Job seekers with a high underlying job finding rate tend to be over-
pessimistic, whereas job seekers with a low job finding rate are overoptimistic.
Since illusions about job finding probabilities impact the reservation wage, the
over-optimistic beliefs of the long-term unemployed themselves contribute to
the observed decline in job finding rates.

5.3 Income Risk over the Life-Cycle

The impact of incorrect beliefs on reservation search serves to highlight the
importance of research on subjective beliefs. Ex ante subjective risk assessment
is the basis for all decisions in the face of uncertainty (Heckman and Vytlacil,
2007a,b). This is true not only for choice of education and setting of reservation
wages, but also for whether and when to take time out of the labor force, how
intensively to search, whether to move, what to spend, when to retire, etc.
A constant theme of the research on income expectations, from Dominitz and
Manski, 1997, through today, is their heterogeneity, both within and between
narrowly-defined groups. This raises the importance of designing panel data sets
to measure the full range of income risk factors over the course of the life-cycle.
To understand the evolution of these measures it is important to link these
data with historical data capturing individual demographics, relevant aspects
of individual history (including family, geography, etc.) and with continuing
measurement along the panel dimension.

Research infrastructure allowing targeted surveys based on sampling from
and linking back to administrative data is best-developed in the Danish pop-
ulation registry (Kreiner, Lassen, and Leth-Petersen, 2014, Epper at al., 2020,
Andersen and Leth-Petersen, 2021). The Danish administrative registries cover
about 5.5 million individuals from the 1980s up until now (data is updated
with a 1-2 year lag). They contain complete histories of labour market per-
formance with employer-employee links and with information about earnings,
hours, employer, and industry for each job. All public registries are linked to a
universal social security number that all Danes are equipped with. This makes
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it possible – for research purposes only – to get detailed information about in-
come and wealth, about family structure, education, hospitalization, GP-visits,
the purchase of prescription drugs, and more. In addition to allowing one to
set expectations in the larger individual, family, and geographic context, the
link with the registry allows for structured sampling, appropriate population
re-weighting where needed, and credibility checks. Kreiner, Lassen, and Leth-
Petersen, 2014, confirm the high correlation between survey-reported and actual
taxable income. Other Scandinavian countries are now developing this ability
to link registry and survey. For example Lindqvist, Östling, and Cesarini, 2020
combine registry data on Swedish lottery winners with survey measures of pref-
erences and psychological states.

One of the central goals of the recently initiated Copenhagen Life Panel is
to exploit the registry link to improve understanding of income risk over the
life-cycle. In particular, new instruments have been implemented to measure
short and medium run income risk contingent on job transitions. Following the
path laid out by Dominitz and Manski, 1997, the goal of the new panel is to
measure subjective income risk over the life-cycle. The ability the registry allows
to match income expectations data with administrative data richly documents
how beliefs are informed by past realizations.

The Copenhagen Life Panel introduces new survey instruments engineered to
measure subjective expectations of future income, with a particular focus on the
impact of quits, layoffs, and job transitions. The main instrument designed for
this purpose opens by measuring respondents’ current work status (essentially
at the start of the year). For those working for pay, measures are elicited of the
probability of continuing in this work all year, quitting from this work during
the year, and being laid off from this work at some point during the year. This is
followed by measurement of probabilistic conditional income expectations using
a variant of the balls in bins interface of Delavande and Rohwedder, 2008. In the
condition in which the job is kept all year, the question about income is simple
and direct, with the feature that it asks both for annual income in the upcoming
year and in five years. The instrument is more intricate in the quit and layoff
branches since there is interest both in how long the period out of the labor
force is expected to last, and in income prospects once back in employment.
With regard to time out of the labor force, the question concerns probabilities
of working for pay again at a variety of time horizons: 1/3/12/24 months. There
is then a probabilistic question about the annual rate of pay when back in work.
Again, in addition to the annual pay rate on being hired respondents are asked
for predictions about five years out.

The goal of the instrument is to quantify and decompose risk i.e. within-job
risk, quits/job-to-job opportunities (upside risk) or lay-offs (down-side risk). In
preliminary analysis of the resulting data, heterogeneity in subjective income
risk is clear. Particularly striking are cases in which income risk is seen as
minimal for the foreseeable future. In retrospect this is not surprising, since
there are many positions that have high job stability, particularly in the (large)
Danish public sector. Many other patterns already clear to the naked eye are
sensible. At the early career stage, subjective uncertainty is very high. Younger
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people also have a higher expected growth rates. Subjective short-term risk is
predominantly related to risk of job-loss/layoffs (down-side risk) and quits/job-
to-job opportunities (up-side risk). Analysis of patterns in these data and their
implications for more aggregate models of life-cycle income risk is ongoing.

5.4 Job Transitions over the Life-Cycle

The Copenhagen Life Panel reveals that much subjective income risk is concen-
trated on possible job switches, both layoffs and quits. This brings us back to
the issue of how best to interpret subjective beliefs in a full life-cycle framework.
Jacobsen, Lalonde, and Sullivan, 1993 showed greater earnings losses upon job
loss for older employees. Carrington, 1993, and Chan and Stevens, 1999, showed
in particular the reemployment rates were low in higher age groups. Topel and
Ward, 1992 found that younger people change jobs more frequently and often in
the process increase their earnings. It has therefore become clear that one needs
to consider quits and layoffs in a life-cycle framework. Menzio, Telyukova, and
Visschers, 2016, develop a model of directed search over the life-cycle and use
it to capture key impacts of age and tenure on job transitions and wages. This
type of model is of great value in organizing understanding of different effects
of job switches not only by age, but also by job tenure.

There are two related issues that make clear the importance of ex ante risk
measures of the form gathered in the Copenhagen Life Panel. The first is the
oft-noted importance of ex ante beliefs for all decisions related e.g. to quit
decisions and to search strategies (Heckman and Vytlacil, 2007a, 2007b, and
Mueller, Spinnewijn, and Topa, 2021). The second is the possibility that those
who are fired are not randomly selected, so that using data from realized effects
on income suffers from self selection. Solutions have been proposed by Heckman
and Vytlacil, 2001, 2007a, 2007b, based on availability of sufficiently strong
instruments. Briggs et al., 2021, provide conditions under which surveys that
measure subjective probabilities of particular events as well as the distribution
of possible effects meet these requirements. By design, the conditional income
questions in the Copenhagen Life Panel are of precisely this nature. Because of
the contingent question structure these surveys reveal how the fear of job loss
impacts behavior even among those who do not actually become unemployed.

A key application of the Copenhagen Life Panel is to estimate models of the
impact of quits and layoffs across the life cycle in models of directed search, in
this way pulling together the strands in the literature. Currently these mod-
els are estimated from administrative data using the assumption of rational
expectations. Using subjective data allows researchers to understand whether
beliefs align with state-of-the-art search models. It also allows analysis of the
extent to which the earnings loss associated with displacement differs between
those who lose their job and those who do not lose their job (how important is
selection). The ability to link all of these outcomes with registry data is criti-
cal in determining groups of relatively homogeneous searchers who have similar
market conditions upon looking for new jobs (the same market in the directed
search sense). The link to the registry also allows comparison with standard
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administratively based measures of transition effects.
Research of this integrative form involves several steps. The first step is to

use the Registry to cluster workers into similar types with the purpose of calling
these the markets in the directed search sense. This will be by education, age,
industry, etc. In the second step these clusters are used to measure representa-
tive beliefs about reemployment and income following layoffs and quits. That
delivers parameters for the ex ante belief process about these transitions and
hence characterizes ex ante treatment effects over the life-cycle. The next stage
is to compare these ex ante estimates with ex post estimates based on realiza-
tions alone in the directed search framework. This pinpoints ex ante beliefs that
are particularly at odds with inferences from standard administrative data with
the imposition of rational expectations. This in turn opens up to study such
phenomena as possible over-persistence bias in income expectations (Rozsypal
and Schlafmann, 2017). The important work, of course, lies ahead of us.

5.5 Firms and Workers

Lifetime wages are known to be strongly impacted by heterogeneity among em-
ployers. For example Gregory, 2020, shows that jobs differ in terms of how
quickly wages grow with tenure. More generally, paths of wages and employ-
ment depend on both workers and firms. This means that infrastructure that
pioneers in developing quantitative methods of surveying businesses is of very
high research value. Panel surveys of a quantitative nature are of particular
value. Altig et al., 2020, outline the Survey of Business Uncertainty which elic-
its subjective probability distributions from business executives about their own
firm outcomes at a one-year look-ahead horizon on a monthly basis. They use
their panel to provide first order credibility checks. Likewise Bachmann et al.,
2020, initiated in 2013 of the Ifo Business Survey, which is a very prestigious
and well established survey of business sentiment. Given its importance and
deep history, questions are answered by senior management and there is a high
response rate. Both surveys provide first order credibility checks. As expertise
in surveying businesses develops, one can see the beginnings of the next major
innovation in infrastructure, which will allow for joint surveys of firms and work-
ers linked to rich administrative and registry data. Different view on the future
of work and rewards to work skills represents an almost ideal setting for fur-
ther developing linked worker-firm infrastructures. I view this as a particularly
exciting engineering frontier.

Going forward, there is particularly high potential in survey architectures
that involve sampling firms and their workers simultaneously. Again, such ar-
chitectures are possible in the Danish population registries. There are many
key questions that this may allow to be addressed in relation both to prediction
(using supply and demand principles) and to development of the skills that are
are rewarded now and in future in terms of earnings. I pick this up again in
section 7.3.
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6 Information Treatments and Policy-Based Data
Engineering

Designing methods to better communicate decision-relevant information is be-
coming an essential aspect of policy design. In the age of information overload,
communicating policy change effectively is best seen as part and parcel of policy
itself. In section 6.1 I outline information treatments in the field which have
identified many settings in which there is widespread misinformation that can be
partially corrected by targeted information treatments. The goal of policy-based
data engineering is to understand the channels through which such information
treatments operate, thereby to guide their design in welfare-enhancing direc-
tions. Since information treatments are believed to operate in large part by
impacting knowledge and beliefs, survey-based information treatments are in-
creasingly being implemented to directly gauge these, as outlined in section 6.2.
The next two subsections deal with integration of policy-based data engineering
into applied research. Section 6.3 focuses on communicating future changes in
social security policy, which raises important new issues in relation to credi-
bility. In section 6.4 I outline possible methods of communication to reduce
the harmful financial consequences of late-in-life cognitive decline. In section
6.5 I outline ongoing research adopting methods of information theoretic data
engineering to welfare rank information treatments.

6.1 Information Treatments in the Field

While textbook treatments of public finance model taxes and benefits as fully
understood by the population at large, research over the past few decades has
made clear that this is far from true. In an early example, De Bartolome, 1995,
identified widespread misunderstanding of the distinction between marginal and
average income tax rates, which results in highly distorted incentives and calls
into question standard theories of optimal taxation that are based on fine tuned
incentive effects associated with non-linear taxes. Recent research has expanded
on this theme, with Rees-Jones and Taubinsky, 2019, studying the use of simple
heuristics to smooth out the actual income tax schedule, and Stantcheva, 2020
showing that political affiliation impacts beliefs about the income tax schedule,
with left-wing respondents generally believing income tax rates are lower and
less progressive than right-wing respondents.

In recent years findings about misunderstanding of policy have proliferated.
One prominent setting relates to the availability of the earned income tax credit
in the U.S. Currie stressed lack of understanding of eligibility conditions in
writing on “The Invisible Safety Net”. Chetty and Saez, 2013, performed an in-
formation treatment in which they confirmed that such misunderstanding was
prevalent and found ways to change comprehension and increase the rate of
uptake. Feldman, Katuščák, and Kawano, 2016, likewise studied taxpayer con-
fusion around the child tax credit and methods for reducing it. Lack of com-
prehension of local rates of sales tax and whether or not they are included in
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stated price is revealed by the fact that demand falls when they are added to
the sticker price and this is clearly conveyed (Chetty, Looney, and Kroft, 2009).

There are many issues of concern to policy makers that are not directly about
the tax system in which analogous lack of comprehension has been established
and in which corresponding information treatments have major effects. For ex-
ample Bhargava, Loewenstein, and Sydnor, 2017, find that many participants
in company health care plans choose dominated options. They identify that
this has an informational basis by running an experiment in which the frame
is varied. Specifically, they introduce a high-clarity condition in which subjects
are given a plain-language description of plan deductibles, such as: “You pay
the first $500, then the plan covers remaining expenses.” They find that in
comparison with a condition in which subjects faced the same descriptions as
employees did in the field, the fraction of subjects choosing dominated options
fell from 48% to 18%. Related information treatments impact awareness in myr-
iad other settings, from raising the apparent priority of high quality schooling
when academic quality is highlighted (Hastings and Weinstein, 2008, Hoxby and
Turner, 2015), to changing patterns of energy use with appropriate messaging
(Allcott and Taubinsky, 2015), to raising the productivity of experienced sea-
weed farmers when scientific information on the determinants of productivity is
more clearly presented (Hanna, Mullainathan, and Schwartzstein, 2014).

6.2 Survey-Based Information Treatments and Updating

While the results of early information treatments have the obvious implication
that information prior to the communication was imperfect and that commu-
nication improved this to some degree, they have little to say about general
principles that underlie prior ignorance and the extent of learning from commu-
nication. In large part this is due to the familiar belief/preference identification
problem: behavioral change provides only a very limited window into changes in
beliefs. There is by now a rich vein of work that goes beyond this using survey
instruments to elicit beliefs before and after treatment. One approach has been
to rely on randomized information provision.

Information treatments in general and survey-based information treatments
in particular are thoroughly surveyed in Haaland, Roth, and Wohlfart, 2021.
There are a great many areas of application. Delavande, 2008, for example,
studies how women update their expectations about the effectiveness of con-
traception methods based on different presentations of the same information.
Information treatments and their impact on beliefs are of particular importance
in macroeconomics, given the centrality of inflation expectations for the design
of monetary policy (Armantier et al., 2015, 2016, Cavallo, Cruces, and Perez-
Truglia, 2017, Coibion, Gorodnichenko, and Kamdar, 2018, Coibion et al., 2019,
Coibion, Gorodnichenko, and Ropele, 2020, Armona, Fuster, and Zafar 2019 and
Afrouzi and Yang, 2021). Expectations of both households and firms have been
elicited in this manner. The corresponding information treatments operate in
general by providing objective information on past inflation to a randomly cho-
sen subset of subjects. There are by now many designs, some involving repeat
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treatment, with an increasing stress on linking to actual decisions. An impor-
tant open question involves better understanding why respondents appear to
have such limited awareness of historical inflation. Afrouzi and Yang, 2021,
use a cross country comparison of the effects of an information treatment to
motivate a rational inattention model that, together with the actual historical
differences in inflationary history, helps explain the observed differences.

One significant challenge in the literature is how precisely to measure the
updating induced by the information treatment. Given that asking the same
question about expectations twice would likely result in some form of anchoring,
a variety of methods have been used that either involve changing the question
in some manner, leaving a gap in time between questions, or comparing beliefs
across treated and untreated. These challenges and the responses to them are
again well treated in Haaland, Roth, and Wohlfart, 2021. Among the most
ambitious in terms of measurement of updating is Roth and Wohlfart, 2020.
They elicit beliefs about the likelihood of a recession and formally estimate
a full model of Bayesian updating based on the information treatment: many
prior models focus only on the change in expected value. In the life-cycle context
Wiswall and Zafar, 2015a,b use sequential surveys to understand how provision
of objective information on returns to schooling alters beliefs. They study the
determinants of college major choice using an experimentally generated panel of
beliefs, obtained by providing students with information on the true population
distribution of various major-specific characteristics. They find that students
revise their beliefs in a reasonable manner in response to the information.

6.3 Communicating Social Security Reform

Announcing in advance future changes in policy allows those who will be affected
to be better prepared. An important case in point concerns adjustments to
social security. Policies that delay social security eligibility and benefits are at
the top of the agenda and are being implemented around the world (Börsch-
Supan and Coile, 2018, Coile, Milligan, and Wise, 2020). These policies are
typically decided many years before they directly affect those of working age so
as to allow them to prepare and adjust retirement plans, future earned income,
spending and savings. Yet recent evidence suggest that people associate a high
degree of uncertainty to such policies. Ciani et al., 2019, elicit beliefs about the
probability of future social security reform using cross-country data. They find
a significant divergence between announcements and beliefs. This might either
be because the public at large does not internalize a credible announcement, or
because they find such announcements incredible. Whatever the reason, if such
announcements do little to change beliefs, they are unlikely to help those in the
working years become better prepared for the policies that eventuate.

Caplin, Leth-Petersen, Lee, and Saeverud, 2021, use survey-based expecta-
tions instruments to quantify the success of past communication of a staggered
Danish social security claiming age reform. This policy change was announced
in 2006 and changed the social security eligibility age from 65 to being based
on longevity prospects according to life tables. A table was produced indicating
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eligibility age based on then current, hence provisional, projections of longevity
at the time of policy announcement: no changes have since been announced.
The implication is that people from recent birth cohorts can expect to become
eligible at a later age than people from early cohorts. The intention of the
reform is to change the statutory eligibility age more for recent birth cohorts
than for earlier birth cohorts, largely in line with anticipated increases in life
expectancy.

The heart of the survey involve instruments designed to measure proba-
bilistic beliefs about social security claiming age. These include a randomized
information treatment in which half of the sample is shown the table specifying
the projected social security eligibility age as published in 2006, which has since
become statutory for those of ages 50 and above. The first finding is that, as
in other countries, there is a significant difference between policy announced
eligibility age and what current workers believe. Younger workers in particular
expect to become eligible for social security earlier than the published table
indicates. There is also high subjective dispersion. Workers are aware that they
do not know, with younger workers in particular highly uncertain.

By itself, the finding of a large gap that is higher for younger workers might
either reflect a pure failure to internalize the published table, a pure problem of
credibility since the published table was provisional, or some mix. What reveals
the former effect to be significant is that the information treatment both reduces
the gap with table age and reduces the variance of beliefs. Yet updating is far
from complete and a significant gap remains particularly for those who are many
years away from the table-based statutory eligibility age. Given the simplicity
of the information treatment, one plausible interpretation is that people with
many years until becoming eligible find the policy announcement less credible
and believe that it might change.

The survey also elicits beliefs about the age of expected retirement and
find that the information treatment affects beliefs about the age at which the
respondents expects to retire. Those who are treated expect to retire later than
those who are not. The survey also elicits the sensitivity of retirement age beliefs
to variation in the age of social security eligibility. Those who rely more on social
security as a source of income in retirement are more retirement sensitive to
the social security eligibility age. Consistent with rational inattention, those for
whom social security is financially more important have social security eligibility
beliefs that are closer to the official social security eligibility table and their
beliefs are also more precise. Key findings can be organized in a simple model
of prior beliefs and the updating induced by the information treatment.

6.4 Cognitive Decline, Awareness, and Communication

With population aging and the shift from defined benefit to defined contribu-
tion pensions, older households are becoming more responsible for managing
their own finances during their retirement (Poterba, 2014). It is increasingly
important for economists to understand how these households currently han-
dle this issue and to examine the room for improvement (Chandra, Coile, and

36



Mommaerts, 2020). A major challenge is that cognitive decline may impact the
quality of such decisions. For example, estimates suggest that about one-third
of Americans 85 years or older (and 9 percent of those 65 years or older) have
dementia (Langa et al., 2017) and cognitive decline without dementia is even
more common (Plassman et al., 2007). Cognitive decline appears to make older
Americans less capable in terms of financial decision making (Agarwal et al.,
2009) and vulnerable to financial fraud (DeLiema et al., 2020).

Many may plan to rely on a third party, such as a family member, to take over
decisions when cognitive decline has set in. Yet many who have watched loved
ones age are struck by their failure to recognize their own decline. Okonkwo et
al., 2008, and Nicholas et al, 2021, present evidence of deterioration in financial
skills and increasing financial mistakes, such as missing payments, before a
dementia diagnosis. Taking this logic one step further, one might ask how many
older wealth-holders are aware both that they might in future decline and that
they might not recognize this in time.

Recent research of Ameriks et al., 2021, is designed to shed light on these
issues: how many older wealth-holders have a reliable agent and how many are
concerned about the timing of their likely transfer of control? The focus of the
research was influenced by a pilot survey. Most respondents in a pilot survey
were confident in the ability of a trustworthy agent to make good financial
decisions on their behalf. On the flip side many appeared concerned about their
own future behavior and the possibility that they might fail to transfer control
at the right time.

The main survey was designed to quantify concerns about both the quality
of an available agent and about the timing of the transfer of control. Responses
indicate that, notwithstanding the high quality of the agent, most respondents
do not want to transfer control immediately at the onset of decline, but only
once it has progressed to a certain limited extent. At the same time, many
respondents worry about delaying transfer of control beyond the ex ante optimal
time. For those who so worry, SSQs indicate a high willingness to pay for services
that would guarantee optimal timing of the transfer.

Policy possibilities are much in need of research. Some possibilities involve
financial institutions flagging agreed transactions as prompting an interaction
to check that there is no fraud. In addition to obvious cases of wiring massive
amounts of funds to previously unknown parties, there may be other cases that
would warrant at least a check-in. A related issue is what to do if there are indeed
good reasons to worry: might it be time to inform a loved one, and might this too
be agreed ahead of time? Would there be any role of agreed checks on cognition?
Going back earlier in time, surely it would be worthwhile to communicate our
increasing knowledge of the rich life course choices that can impact the path of
decline (Rohwedder and Willis, 2010, Langa and Cutler, 2015). Going forward
it is important to sharpen these as research questions based on well-developed
models supported by correspondingly engineered measurement.
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6.5 Information Treatments and Welfare

Welfare is a key goal of policy, even in cases in which behavioral limitations
and imperfect information are in evidence. One method to judge improved
information derives from measuring priors and posteriors. To give an obvious
example, one medical diagnosis is more accurate than another if it reveals all
conditions with greater accuracy. Yet in many applications one must make
welfare judgements based on changes in behavior rather than in beliefs, as in
Bernheim and Rangel, 2009.

Caplin and Martin, 2021, address welfare questions adopting the perspec-
tive of an econometrician who wants to compare different ways of presenting
the facts based on how valuable that information is for decision-makers. They
use the approach in information-theoretic data engineering, which involves an
econometrician knowing only the actions taken, and nothing else about the sub-
jective experiment (either the signal structure or the signal realizations). With
this information alone, the econometrician might want to determine whether
one description of fees lead to better health plan choices made than a differ-
ent description of the fees, as in Bhargava, Loewenestein, and Snydor, 2017.
When the decision-maker’s utility function is known, answering this question is
easy because the econometrician can directly calculate expected utility using the
probability of each action and state. The open question is whether the econo-
metrician can rank experiments without knowing the decision-maker’s utility
function.

The key is for the econometrician to use choices under the two frames to
make inferences about what the experiment might have been for each set of
decisions, and use this in turn to restrict the set of utility functions. Data
generated by one frame welfare dominates that from another if for every utility
function consistent with the data, every experiment consistent with the data in
that frame has a higher value of information than every experiment consistent
with the latter. In essence, this condition can be satisfied if the data rule
out enough utility functions. Caplin and Martin, 2021, show that the NIAS
inequalities have a clean geometric structure in the space of outcome lotteries.
They build on this structure to produce a necessary and sufficient condition
for such welfare domination. The condition is simple to check. Corresponding
methods can account for net welfare. There is much to be done joining these
theoretical advances with application.

7 Next Steps

In this section I present a broader perspective on data engineering as a re-
search process and point to important paths forward. In section 7.1 I specify
the information-theoretic data engineering process in the general language of
identification. This process operationalizes theoretical constructs which have
not made it to the mainstream of applied research. I outline important next
steps in this theory-led process. In section 7.2 I outline a distinct process of
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measurement-led engineering, of which life-cycle data engineering is the paradigm
case. Section 7.3 illustrates the co-evolution of theory-led and measurement-led
engineering as the research process advances. Section 7.4 focuses on the history
of information-theoretic and life-cycle data engineering. Thomas Edison and
Oscar Wilde both regarded discontent as the first necessity of progress. The
long trial-and-error history of economic data engineering reveals this in stark
form. Several of the “errors” on which I focus are drawn from my personal
research history, with due apologies to co-authors.

7.1 Theory-Led Data Engineering

There are three steps in the ideal theory-led engineering process, as exemplified
in section 2 in the paradigm case of information-theoretic data engineering.

The first step is to identify an important conceptual and practical limitation
of a specified standard modeling and measurement framework (MS , DS , fS).
In the case of information-theoretic data engineering the model class comprises
deterministic utility maximization and the data comes in the form of determinis-
tic choice data as conceptualized by Samuelson, 1938. Model and data are well
matched: the utility function can in principle be recovered from rich enough
such choice data, and the model is testable. The spur to further innovation is
discomfort with the maintained assumption that information is complete.

The second step is to introduce a new standard modeling and measurement
framework (MNS , DNS , fNS), ideally nesting the standard one, in which the
new standard model is ideally well-identified, so that

fNS : MNS −→ DNS (11)

is 1-1, and testable, with fNS(MNS) a strict subset of DNS . In the case of
information-theoretic data engineering, the new standard models are the Black-
well model of experimentation and rational inattention theory, and the new
standard data set proposed in section 2 is SDSC.

The third step is to implement the corresponding measurements and conduct
empirical analyses. Progress in this direction in the case of information-theoretic
data engineering is outlined in section 3.

While I have focused in the body of the paper on the example of information-
theoretic data engineering, the work of Block and Marschak, 1959, set an inspir-
ing precedent. As in the information-theoretic case, they took as their standard
modeling and measurement framework (MS , DS , fS) the classical theory of util-
ity maximization and deterministic choice data. The specific conceptual limit
on which they focused was the need the theory imposes to interpret any stochas-
ticity in choice as establishing indifference. They then formalized introduction
into the economic canon of stochastic choice data and the random utility model.
While they showed that their model is in principle identified and testable, the
procedure is too demanding of data in its unconstrained form for practical pur-
poses. The key breakthrough in implementation came substantially later in
the form of the econometric work of McFadden, 1974 on the logit model, with
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important recent advances by Apesteguia and Ballester, 2018. McFadden’s pi-
oneering work follows the standard econometric approach of finding a workable
restricted model class MNS

R ⊂MNS such that

fNS : MNS
R −→ DNS . (12)

is 1-1.
Ironically the interpretation of measured randomness in applied work relates

to unobserved heterogeneity in preferences at the market level rather than im-
perfect discrimination. The identifying assumption is that all consumers are
perfectly informed (the consideration set model of Manzini and Mariotti, 2014,
is a notable exception). This is also standard in market-level applications of
discrete choice theory (e.g. Berry, Levinson, and Pakes, 1995, and Roth and
Sotomayor, 1992). As indicated in section 2, this interpretation is a far cry from
what Block and Marschak had in mind. Extending random utility theory in an
information theoretic direction is a high priority going forward.

The main reason for providing an abstract statement of the methods of
theory-led engineering is to make clear the many other important roads forward.
The abstract statement makes no explicit mention of preferences or beliefs (or
economics for that matter). There are many other important models of behav-
ior to posit as the new standard modeling framework MNS and each creates
opportunity and need for dedicated new forms of theory-led data engineering.
The key in each case is to define appropriate new standard observations DNS

and thereby to construct the corresponding mapping fNS .
One promising path forward involves allowing for interactions between be-

liefs and preferences, as in the model of preferences over the temporal resolu-
tion of uncertainty due to Kreps and Porteus, 1978. Masatlioglu, Orhun, and
Raymond, 2017, design experimental procedures to identify such preferences
directly. This relates to models of psychological states that induce such pref-
erences, such as anxiety or surprise (Caplin and Leahy, 2001). The research
of Kang and Camerer, 2018, on clock games illustrates possible paths forward
in terms of physiological measures of anxiety, again drawing strongly on the
psychological tradition. Models of ambiguity attitudes are also due their time
in the engineering spotlight. There are experimental measures and survey mea-
sures that are under active exploration (Bachmann et al. 2020). Interestingly,
there is a link between ambiguity aversion and preferences over the resolution
of uncertainty (e.g. Abdellaoui, Klibanoff, and Placido, 2015).

In addition to economic models, there is great potential in incorporating
psychological constructs such as costly control (Musslick and Cohen, 2021).
In fact there is a striking convergence of interest in costly mental effort as
between economics and psychology (Kahneman, 1973, Camerer and Hogarth,
1999, Kool and Botvinick, 2018, Musslick, Cohen, and Shenhav, 2018). Just as
in economics, the most recent developments in psychology are motivated by the
search for new principles that might underlie a wide variety of behavioral phe-
nomema. Resource rationality (see e.g. Griffiths, Lieder, and Goodman, 2015,
and Lieder and Griffiths, 2020, is particularly tightly linked with rational inat-
tention theory (Ma and Woodford, 2020). Efficient coding theory is increasingly
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making its way into economics. For example Khaw, Li, and Woodford, 2017,
apply principles of efficient coding to rationalize high apparent risk aversion in
small stakes gambles as resulting from imperfect perception. In all of these cases
deliberate data enrichment in the engineering style may be of great value.

7.2 Measurement-Led Data Engineering

As for its theory-led cousin, the starting point for measurement-led data en-
gineering is a standard modeling and measurement framework (MS , DS , fS).
The underlying challenge relates to issues of identification, in that the mapping
is not 1-1 so that many different models produce the same data. As exemplified
by McFadden in the case of random utility theory, the econometric approach is
to find a workable restricted model class MS

R ⊂MS such that fS : MS
R −→ DS

is 1-1. By contrast, measurement-led data engineering designs innovative forms
of data for purposes of identification.

In the paradigm case of life-cycle data engineering the broad model class
is the standard life-cycle model with exponential discounting and with time
separable period utility functions over consumption and labor supply allowing
for any additional factors under study, such as health states and care services
etc. The standard data set could be all levels of period consumption, labor
supply, health expenses, etc., as ideally measured. As noted in section 4 it has
been standard to impose strong identifying assumptions such as full information
rational expectations, ex ante homogeneity, and far more, in wide swathes of
the literature. Discomfort with these identifying assumptions is the spur to
innovation.

The second step in the measurement-led engineering process involves intro-
duction of a new standard data set DNS , with DS a strict subset of DNS , that
in principle overcomes identification problems so that the standard model class
maps directly into the enhanced data space and creates a well-identified and
testable model class, with

fS/NS : MS −→ DNS . (13)

being 1-1, and ideally with fS/NS(MS) a strict subset of DNS . In the case
of life-cycle data engineering, these new standard data sets are direct survey
instruments measuring preferences and beliefs, as detailed in sections 4 and 5.
There has been much progress in terms of identification (albeit less so in terms
of testability).

The third step in the measurement-led engineering process is to implement
the corresponding measurements and conduct empirical analyses. As detailed in
sections 4 and 5 this form of data engineering based on custom-designed survey
measures of beliefs and preferences is under way in earnest.

In the case of life-cycle data engineering, the rewards to this form of data
enrichment are increasingly clear. For example as expectations measurement
has mushroomed, so interesting departures from full information rational ex-
pectations have come into view. Barberis, Greenwood, Jin, and Shleifer, 2015,
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model over-reliance on extrapolation in predicting future trends. The possibil-
ity that this might explain dynamic patterns in markets is leading to a burst of
new research incorporating survey-based expectations measures. Fuster, Laib-
son, and Mendel, 2010, put forward a theory of natural expectations. Glaeser
and Nathanson, 2015, develop models of particularly sticky expectations in the
housing market, which is in fact subject to medium run persistence. Rozsypal
and Schlafmann, 2017, establish likewise that individuals expect trends in past
income to continue more than is true in the evidentiary record.

Many important examples of measurement-led data engineering are to be
found in experimental economics. A prime example is use of the strategy-
method in experimental games. Standard observational data can reveal only
what happens on the path of play. By contrast, the strategy method solves
for what would have happened had other players chosen differently. Contingent
reasoning involving such counter-factual play is central to equilibrium analysis.
Here there are two particularly valuable next steps. The first is to specify richer
theories of play that allow for poorly thought through patterns of contingent play
in fitting with cognitive constraints. The second is to design new experimental
protocols to study contingent beliefs in strategic models of learning.

From a purely methodological perspective, economic data engineering calls
for a form of modeling conservatism. The ideal is to model any proposed new
forms of measurement using methods that are relatively time tested, such as
those of constrained maximization. That is one reason why it has been impor-
tant for new measurements to be as close to standard economic observations
as possible. This also explains recent research designed to better model survey
responses and choices in laboratory experiments that may be less than fully
attentive (Plott and Zeiler, 2005, Martin and Muñoz-Rodriguez, 2019, Falk,
Neuber, and Strack, 2021).

7.3 Economic Data Engineering as an Evolutionary Pro-
cess

In the information-theoretic case, key next steps include the need to model and
measure the dynamics of learning and subjective awareness, as outlined in sec-
tion 3 above. As this research advances, there are strong reasons to believe that
it will contribute to our better understanding the nature of the skills that con-
tribute to later life success, along lines suggested by Deming, 2021, in relation to
the quality of individual decision making, and by Weidmann and Deming, 2020,
in relation to social skills and their contribution to teamwork. As all who have
worked in collaborative teams know, the process of forming a working team is
fraught with challenges. Modeling and measuring the learning process is surely
of huge value going forward. The best architecture is joint as between well con-
trolled experiments that can separately isolate skills to the extent possible, and
life-cycle surveys implemented e.g. in the Danish population registry, that can
identify corresponding effects on the evolution of earned income. An important
aspect is to tie this to employers, to examine the extent to which particular
firms and industries aid in development of future earning potential.
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In the case of life-cycle data engineering an important next step involves
modeling and measuring the possible importance of memories in impacting be-
liefs. The key to independent interest in this topic is that the mapping of
history to memory is far from trivial, with issues of salience particularly im-
portant (Bordalo, Gennaioli, and Shleifer, 2021). Recent models of how history
informs memory due to da Silveira, Sung, and Woodford, 2020, Bordalo, Gen-
naioli, and Shleifer, 2017, and Wachter and Kahana, 2019, present intriguing
opportunities for data engineering. It is worth noting in this regard the work
of Akerlof and Yellen, 1985, on limited recall of past experiences of unemploy-
ment. This gave rise to an interesting early literature on salience effects, fading
of memories over time, and even telescoping effects in which far back events
are recalled as more recent (Topel, 1990). This is an exciting area of research
in which information-theoretic and life-cycle based data engineering are highly
complementary.

There are hybrid cases of theory-led and measurement-led engineering in
which news form of data are of clear theoretical value and the question is pre-
cisely which theories they help to identify. Such is the case with choice over
choice sets, which was first formally conceptualized by Koopmans, 1962, reflect-
ing his stated belief that typical choices exclude certain options while leaving
many others open (e.g. choice of educational program, restaurant, etc.) The
value of this data set was expanded on by Kreps, 1979, who used it to capture
preference for flexibility. Following this, Dekel, Lipman, and Rustichini, 2001,
and Gul and Pesendorfer, 2001 showed how this data can be used to model
self-control problems. The very deliberate field design of Toussaert, 2018 imple-
mented the model of Gul and Pesendorfer in the field, as did the survey work
of Ameriks et al. 2008. One interesting aspect is that there are also identifi-
cation problems in this data set. For example De Oliveira et al., 2017, use it
to characterize a general model of rational inattention. While the appropriate
model might sometimes be clear from context, general methods for separately
identifying these diverse theories may be of value.

Other new forms of measurement raise entirely new modeling possibilities
involving as yet unrecognized identification problems and corresponding further
measurement innovations. Three such examples are biological data that links to
behavior (e.g. genetic, hormonal, etc.), textual data of the form that is becoming
central in study of political dynamics, and rich data on social networks. Each
of these is a massive area in its own right, and there is important work to
be done developing corresponding modeling frameworks. From the engineering
viewpoint these are again exciting research frontiers.

7.4 Discontent as a Spur to Progress

The history of data engineering well illustrates the importance of discontent as
a spur to progress. It also illustrates how very challenging it is to identify new
forms of data that are closely related to economic theory. In practice, advances
that have stuck resulted from long trial-and-error processes.

As noted in section 2, the original proposal for information-theoretic data
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engineering dates back more than sixty years to Block and Marschak, 1959.
They were not alone in their discontent with the classical theory of fully informed
optimization. Many others have proposed data enrichments to separate out
knowledge and preferences. Ericsson and Simon, 1980, for example, introduced
verbal protocol analysis to better understand the nature of the search process
and its relation to final choice. Likewise concerned with procedure, Payne,
Bettman, and Johnson, 1993, introduced data on mouse-clicks to understand
information search and choice. That this data can be economically insightful
is revealed by such contributions as Johnson et al, 2002, Gabaix, Moloche, and
Laibson, 2006, and Geng, 2015. Other search related psychological data include
eye tracking and even neural activity. Reutjeska et al., 2011, use eye tracking
technology to better understand methods of search and their interaction with
choice.

The challenge from an engineering perspective is that no one has effectively
captured the words that are spoken, the precise pattern of mouse-click activity,
visual search, or neural signals in general models of learning and choice. That
is why Block and Marschak stressed the advantage of new measurements being
as close as possible to standard choice data.

My personal research history well illustrates both the powerful role of dis-
content, and the trial-and-error process of data design. The first identification
problem that struck home was psychological in nature. What behavior reveals
whether rejection of information is due to a love of surprise or the additional
worry it might cause (Caplin and Leahy, 2004)? Focusing on inference from
observed data, it soon became clear that there is an earlier and more basic
problem. What behavior reveals what is and what is not known at point of de-
cision? The path forward that I have outlined in sections 2 and 3 involves using
SDSC to tease this out to the extent possible. But before that, Mark Dean,
Daniel Martin, and I proposed use of choice process data, which captures pro-
visional choices during the search process, to better identify theories of learning
(Campbell, 1978, Caplin and Dean, 2011, and Caplin, Dean, and Martin, 2011).
While of value in its own right, there are two particular limitations of this on
a stand-alone basis as an ideal form of information-theoretic data engineering.
First, it is of most value in a limited class of learning models involving sequential
search. In these cases, and only in these cases, can one infer that replacement
of one option with another implies a preference for the newly picked one. With
other forms of learning, prevarication is likely and is indeed common in appli-
cations (e.g. Agranov, Caplin, and Tergiman, 2015). Second, it is more highly
artificial than state dependent stochastic choice data and hence unlikely to take
such a central place in applied microeconomic research. It was this continued
discontent that spurred the further innovations outlined in section 2.

The form of discontent that spurred life-cycle data engineering derives from
entirely different sources. Here professional attitudes dismissive of survey evi-
dence slowed down progress in design, with, as Manski noted pointedly, little
empirical justification. Perhaps not surprisingly in this light, it was the psy-
chologist George Katona who played the pivotal role introducing economists
to survey methods (Katona, 1960). Under his leadership, survey-based mea-
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sures of consumer sentiment were developed in the late 1940’s and ultimately
launched as the Consumer Sentiment Index by the University of Michigan, 1960.
A step forward in quantification in the context of spending and saving is due to
Juster, 1966, who developed a novel survey instrument that associated verbal
expressions of likelihood with numerical probabilities to elicit the likelihood of
purchasing durable goods such as cars. As one might expect, he found that
elicited purchase probabilities were better predictors of subsequent individual
purchase behavior than were the traditional yes-no questions on purchase plans.
As noted in section 4, Manski was quite explicit in stressing his discontent with
the standard identifying assumptions in modeling of future oriented behavior.
Finally the field is taking off as warranted.

The trial-and-error process relates not only to the form of data, but the
precise nature of the measurements. This is particularly important in the case
of life-cycle data engineering in which the mapping between model constructs
and survey questions is always up for debate.

The case of measured risk aversion well illustrates this aspect of data engi-
neering. The first such measurements took place in experimental contexts and
featured relatively small amounts of money, as in the Holt-Laury scale (Holt
and Laury, 2002). Rabin and Thaler, 2001, made the point that showing any
degree of risk aversion in such small stakes decisions would yield absurdly high
levels of risk aversion in the large. Khaw, Li, and Woodford, 2017, followed this
line of logic and made a formal argument that the answers to small stakes risk
aversion questions reflect imperfect information due to optimal coding rather
than risk aversion per se. To measure risk aversion in the large, Barsky et al.,
1997, introduced preference parameter questions that placed enough wealth on
the line to significantly alter future consumption possibilities. The pioneering
version of this instrument compared a safe status quo job to a switch of job that
involved higher expected income but also higher risk. This was critiqued in
that the safe option also involves maintaining the status quo job, a potentially
significant confound. Subsequent versions insisted that the job was to change
in either case, to isolate the income change. But there are other issues to think
about, since the question does not control later behavior or directly tie income
to spending. There are ongoing efforts to design SSQs that are more specific in
these respects and therefore more precisely tied the model construct, which is
risk aversion in consumption spending. These questions are more intricate and
there are likely respondents who will not pay full attention. In this as in other
cases, there is no perfect instrument.

My own survey-based research illustrates again both the trial-and-error pro-
cess and the evolution over time to be more tightly linked to theoretical con-
structs. An early paper on the propensity to plan uncovered a robust link be-
tween psychologically measured planning propensities and wealth accumulation
that appeared not to go through a standard channel such as the discount rate
(Ameriks, Caplin, and Leahy, 2003). What limits the reach of these findings is
that the survey instrument was not tightly tied to a theory of planning. The
challenge this created was ex post interpretation. We were not able to develop
a simple model of planning that linked it to low spending. In fact the most nat-
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ural model suggests that planning lowers subjective uncertainty, which should
perhaps liberate lower rather than higher levels of precautionary savings. There
is much interesting work to be done driving forward in this area, but it may
need a substantially richer psychological notion of planning and corresponding
innovations in measurement. Be that as it may, the experience with an imper-
fect match between model and measurement made it ever more important in
my own research path to pin down model objects of interest prior to designing
surveys. The strategic survey questions outlined in section 4 above were arrived
at by an evolution in favor of model-based instruments.

The discontent that characterizes the engineering mindset may be of value
even in branches of applied research that employ different empirical method-
ologies. There may be two related virtues of incorporating more elements of
data engineering into field experiments and randomized control trials. The first
concerns the ubiquitous challenge of capturing imperfect awareness of the in-
tervention itself. The assumption of full information implicit in interpretations
of the results of such experiments and trials is just that: an assumption. To
the extent that the trial is so well publicized that all understand it, it will not
generalize to the real world setting in which information is imperfect. To the
extent that information is imperfect, there is no way to know how the degree
of ignorance would be different were the corresponding policy to be instituted
and therefore how well the results would generalize. At the very least, it would
seem valuable to gather ex ante and ex post beliefs about the intervention, for
example using survey instruments. In as much as such questions are posed,
they could be posed not only to those who are included in the trial, but to a
far broader group not so included. Full modeling of ex ante and ex post treat-
ment effects might allow inference about the generalizability of the results of
the trial. The recent work of Briggs et al., 2021, on policy-relevant treatment
effects, makes this point formally. It picks up on ideas of Heckman and Vytlacil,
2001, and proposes methods to identify ex ante treatment effects as relevant to
decision making.

7.5 The Research Enterprise and Social Scientific Progress

Economic data engineering requires diverse research teams and in many cases
significant resources. The history of both information-theoretic and life-cycle
data engineering involved economists internalizing and adapting research meth-
ods that are psychological in origin. More broadly, many of the most promis-
ing paths going forward involve reaching across disciplinary boundaries. The
largest and most ambitious engineering projects would be addressed to major
societal challenges, such as improving education and health-care, reducing dis-
crimination (see section 3), raising the quality of justice (see section 3), better
understanding and reducing lifetime income equality (see section 5), and even
reducing environmental pollution (Caplin et al. 2019). These require collabora-
tions that cross not only barriers between the social sciences, but also between
the social and natural sciences, data science, and engineering.

It is an open secret that the structure of research institutions creates im-
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pediments to the necessary forms of teamwork. It remains very challenging to
support large scale interdisciplinary research enterprises in current institutional
structures. To some extent this is starting to change. As Buyalskaya, Gallo,
and Camerer, 2021, point out, constraints on academic teamwork are being
loosened. In an ideal world this process would accelerate. Economic data engi-
neering could then serve as a central node connecting different academic fields
as needed to address social scientific challenges. How to get closer to this ideal
is a valid research question in its own right.
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