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1 Introduction

A common situation in empirical economics is one where we are interested in learning the dynamic
effect of a scalar policy zit on some outcome yit in an observational panel of units i ∈ {1, ..., N}
observed in a sequence of periods t ∈ {1, ..., T}. Examples include

• the effect of participation in a training program (e.g., Ashenfelter 1978), where units i are
individuals, the policy variable zit is an indicator for program participation, and the outcome
yit is earnings;

• the effect of the minimum wage (e.g., Brown 1999), where units i are US states, the policy
variable zit is the level of the minimum wage, and the outcome yit is the employment rate of
some group; and

• the effect of Walmart (e.g., Basker 2005), where units i are cities, the policy variable zit is an
indicator for the presence of a Walmart, and the outcome yit is a measure of retail prices.

A common model for representing this situation is a linear panel model with dynamic policy
effects:

yit = αi + γt + q′itψ +
M∑

m=−G

βmzi,t−m + Cit + εit, (1)

Here, αi denotes a unit fixed effect, γt a time fixed effect, and qit a vector of controls with
conformable coefficients ψ. The scalar Cit denotes a (potentially unobserved) confound that may
be correlated with the policy, and the scalar εit represents an unobserved shock that is not correlated
with the policy. Estimates of models of the form in (1) are common in economic applications.1

The term
∑M

m=−G βmzi,t−m means that the policy can have dynamic effects. The outcome at
time t can only be directly affected by the value of the policy at most M ≥ 0 periods before t and
at most G ≥ 0 periods after t. The values of G and M are often assumed by the researcher. The
parameters {βm}Mm=−G summarize the magnitude of the dynamic effects and are often estimated.
Estimates of {βm}Mm=−G are often summarized in an “event-study plot” of the form in Figure 1,
which we may loosely think of as depicting estimates of the cumulative effects

∑k
m=−G βm at

different horizons k.2

1Freyaldenhoven et al. (2019) identify 16 articles using a linear panel model in the 2016 issues of the American
Economic Review. During the July 2020 meeting of the NBER Labor Studies Program, estimates of a model of the
form in (1) played an important role in at least one presentation on three of the four meeting dates. See Aghion et al.
(2020), Ayromloo et al. (2020), and Derenoncourt et al. (2020).

2Roth (2021) identifies 70 papers published in three American Economic Association journals between 2014 and June
2018 that include such a plot.
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Figure 1: Exemplary event-study plot. The plot shows a hypothetical example of an event-study plot. See
Section 2 for details on the construction of event-study plots.

In economic settings, variation in the policy may be related to other determinants of the outcome.
For example, a person’s entry into a training program may reflect unobserved shocks to earnings, a
state’s decision to increase its minimum wage may be influenced by its economic performance, and
Walmart’s arrival in a city may signal trends in the local retail environment. Such factors make it
challenging to identify {βm}Mm=−G, and are captured in (1) via the confound Cit. If the confound
is unobserved, identification of {βm}Mm=−G typically requires substantive restrictions on Cit that
cannot be learned entirely from the data and must therefore be justified on economic grounds.

In this chapter, we have three main goals. The first, which we take up in Section 2, is to make
suggestions on the construction of event-study plots of the form in Figure 1. These suggestions
aim at improving the informativeness of these plots. They involve a mix of codifying what we
consider common best practices, as well as suggesting some practices that are not currently in use.
An accompanying Stata package, xtevent, makes it easier for readers to adopt our suggestions.

The second, which we take up in Section 3, is to consider possible approaches to identification of
{βm}Mm=−G. Each approach requires some restrictions on the confound Cit. In accordance with our
view that such restrictions should be motivated on economic grounds, our discussion emphasizes
and contrasts the economic content of different possible restrictions.

The third, which we take up in Section 4 and an accompanying Appendix, is to illustrate the
performance of different estimators under some specific data-generating processes. We choose data-
generating processes motivated by the economic settings of interest, and estimators corresponding
to the approaches to identification that we discuss in Section 3. Our simulations highlight that
there is not one “best” estimator—a given estimator may perform well or poorly depending on the
underlying economic environment. The simulation results reinforce the importance of matching
identifying assumptions (and the corresponding estimator) to the setting at hand.
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The model in (1) is flexible in some respects. It allows the policy to have dynamic effects before
and after its contemporaneous value. Additionally it does not restrict the form of zit, which may in
principle be continuous, discrete, or binary. One important case, referenced in the literature and
throughout our discussion, is that of staggered adoption, in which the policy is binary, zit ∈ {0, 1};
all units begin without the policy, zi1 = 0 for all i; and once the policy is adopted by a given unit it
is never reversed, zit′ ≥ zit for all i and t′ ≥ t.3

The model in (1) is also restrictive in many respects. It assumes that all terms enter in a
linear, separable way.4 It includes neither lagged dependent variables nor predetermined variables.
The model in (1) also assumes that the effect of the policy is homogeneous across units i. An
active literature explores the implications of relaxing this homogeneity.5 Although we maintain
homogeneity throughout most of the exposition, we discuss in Section 3 how to adapt the approaches
to identification we consider there to allow for some forms of heterogeneous policy effects, and
we illustrate in Section 4 how to estimate policy effects in the presence of both heterogeneity and
confounding. An important theme of our discussion is that accounting for heterogeneity in policy
effects is not a substitute for accounting for confounding, and vice versa.

2 Plotting

For this section, we assume the researcher has adopted assumptions sufficient for the identification
and estimation of {βm}Mm=−G, and consider how to plot the resulting estimates for the reader. We
return to the question of how to obtain such estimates in later sections. Thus, we do not explicitly
consider specific restrictions on the confound Cit in this section, but we emphasize that all of the
approaches to restricting the confound that we discuss in Section 3, and all of the corresponding
estimators that we employ in Section 4, can be applied in tandem with the approaches to plotting
that we develop in this section.

2.1 The Basics

There are two important ways in which a typical event-study plot departs from a plot of the
estimates of {βm}Mm=−G in (1). The first is that, for visual reasons, it is often appealing to depict
cumulative estimated effects of the policy. To simplify estimating cumulative effects, we adopt a
representation of (1) in terms of changes in the policy zit. The second is that, to permit visualization
of overidentifying information, it is often appealing to plot cumulative estimated effects of the

3See, for example, Shaikh and Toulis (2021), Ben-Michael et al. (2021), and Athey and Imbens (forthcoming).
4Athey and Imbens (2006) and Roth and Sant’Anna (2021), among others, consider nonlinear models in the canonical
difference-in-differences setting.

5See, for example, de Chaisemartin and D’Haultfoeuille (2020), Athey and Imbens (forthcoming), Goodman-Bacon
(2021), Callaway and Sant’Anna (2021), and Sun and Abraham (2021).
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policy at horizons outside of the range of horizons over which the policy is thought to affect the
outcome. To make it possible to include such estimates on the plot, we generalize (1) to entertain
that a change in the policy at time t leads to a change in the outcome LG ≥ 0 periods before t−G

and LM ≥ 0 periods after t+M .
Specifically, we estimate the following regression model:

yit =

M+LM−1∑
k=−G−LG

δk∆zi,t−k + δM+LM
zi,t−M−LM

+ δ−G−LG−1(1− zi,t+G+LG
)

+ αi + γt + q′itψ + Cit + εit,

(2)

where ∆ denotes the first difference operator. To build intuition for the form of (2), note that in
the special case of staggered adoption, ∆zi,t−k is an indicator for whether unit i adopted the policy
exactly k periods before period t, zi,t−M−LM

is an indicator for whether unit i adopted at least
M + LM periods before period t, and (1− zi,t+G+LG

) is an indicator for whether unit i will adopt
more than G+ LG periods after period t.

The parameters {δk}k=M+LM
k=−G−LG−1 can be interpreted as cumulative policy effects at different

horizons. In particular, (1) implies that

δk =


0 for k < −G∑k

m=−G βm for −G ≤ k ≤M∑M
m=−G βm for k > M.

(3)

See, for example, Schmidheiny and Siegloch (2020) and Sun and Abraham (2021). The rep-
resentation in (3) holds for general forms of the policy zit, not only for the case of staggered
adoption.

The core of an event-study plot, illustrated by Figure 1, is a plot of the points

{(k, δ̂k)}k=M+LM
k=−G−LG−1,

where {δ̂k}k=M+LM
k=−G−LG−1 are the estimates of {δk}k=M+LM

k=−G−LG−1. We refer to k as event time, to the
vector δ = (δ−G−LG−1, ..., δM+LM

)′ as the event-time path of the outcome variable, and to the
corresponding estimate δ̂ as the estimated event-time path of the outcome variable. In the case of
staggered adoption, the “event” is the adoption of the policy. Recall, however, that we allow for
more general forms of the policy zit, including that it exhibits multiple changes or “events,” or that
it is continuous. We include a + symbol in the x-axis label for event times k = −G− LG − 1 and
k =M + LM as a reminder of the interpretation of the corresponding terms in (2).
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(a) “Smooth” event-time trend
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(b) “Jump” at the time of the event

Figure 2: Baseline event-study plot. Exemplary event-study plot for two possible datasets. Each plot depicts
the elements of the estimated event-time path of the outcome, δ̂k, on the y-axis, against event time, k, on the
x-axis. The intervals are pointwise 95 percent confidence intervals for the corresponding elements, δk, of the
event-time path of the outcome. In the left panel the estimated event-time path of the outcome is “smooth.”
In the right panel the estimated event-time path of the outcome exhibits a “jump” at the time of the event.
The value of δ−1 has been normalized to 0, in accordance with Suggestion 1.

2.2 Normalization

The event-study plot is meant to illustrate the cumulative effect of the policy on the outcome. The
effect of the policy must be measured with reference to some baseline. This manifests in (2) through
the fact that the policy variables in the equation are collinear (they sum to zero), meaning that a
normalization is required for identification of the event-time path. Indeed, one reason it is valuable
to include the endpoint variables zi,t+G+LG

and zi,t−M−LM
in (2) is that, by saturating the model,

inclusion of these variables forces a conscious choice of normalization.
A common choice of normalization, and one that we think serves as a good default, is δ−G−1 = 0.

In the leading case where G = 0, i.e., future values of the policy cannot affect the current value of
the outcome, this default implies a normalization δ−1 = 0. In the case of staggered adoption, the
normalization δ−1 = 0 means that the plotted coefficients can be interpreted as estimated effects
relative to the period before adoption. More generally, the normalization δ−1 = 0 means that the
plotted coefficients can be interpreted as estimated effects relative to the effect of a one-unit change
in the policy variable one period ahead.

Suggestion 1. Normalize δ−G−1 = 0 when estimating (2).

Figure 2 illustrates an event-study plot with the normalization δ−1 = 0 for two possible datasets.
Both figures exhibit identical pre-event dynamics. After event time −1, Figure 2(a) exhibits a
“smooth” continuation of pre-event trends, whereas Figure 2(b) exhibits a “jump.” The figure
includes pointwise 95 percent confidence intervals for the elements of the event-time path. The
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normalization δ−1 = 0 makes it easy to use the depicted confidence intervals to test the point
hypothesis that the event-time path is identical at event times −1 and k, i.e., H0 : δ−1 = δk. For
example, setting k = 0, a reader of Figure 2(a) can readily conclude that there is no statistically
significant change in the outcome at event time 0. A reader of Figure 2(b) can readily conclude that
there is a statistically significant change in the outcome at event time 0.

2.3 Magnitude

A given cumulative effect of the policy can have a different interpretation depending on the baseline
level of the dependent variable. To make it easier for a reader to evaluate economic significance, we
suggest to include a parenthetical label for the normalized coefficient δk∗ that conveys a reference
value for the outcome.

Suggestion 2. Include a parenthetical label for the normalized coefficient δk∗ that has value∑
(i,t):∆zi,t−k∗ ̸=0 yit

|(i, t) : ∆zi,t−k∗ ̸= 0|
. (4)

The value in (4) corresponds to the mean of the dependent variable (−k∗) periods in advance of a
policy change.6 For example, if G = 0, then following Suggestion 1 we would normalize δ−1 = 0,
and following Suggestion 2 we would include a parenthetical label with value

∑
(i,t):∆zi,t+1 ̸=0 yit

|(i,t):∆zi,t+1 ̸=0| . In
the special case of staggered adoption, this expression corresponds to the sample mean of yit one
period before adoption. More generally, it corresponds to the sample mean of yit one period before
a policy change.

Figure 3 illustrates Suggestion 2 by adding the proposed parenthetical label next to the 0 point
on the y-axis. The parenthetical label makes it easier to interpret the magnitude of the estimated
cumulative policy effects depicted on the plot. For example, in Figure 3(a), the coefficient estimate
δ̂3 implies that the estimated cumulative effect of the policy on the outcome at event time 3, measured
relative to event time −1, is roughly -0.73. This effect appears to be modest relative to 41.94, the
sample mean of the dependent variable one period in advance of a policy change, shown in the
parenthetical label.

2.4 Inference

It is common for researchers to include 95 percent pointwise confidence intervals for the elements
of the event-time path, as we have done in Figures 1 through 3. As we discuss in Section 2.2, these
confidence intervals make it easy for a reader to answer prespecified statistical questions about the
value of an individual element of the event-time path, relative to that of the normalized element.
6When multiple coefficients in δ are normalized, we propose to label the value of the one whose index is closest to zero.
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Figure 3: Label for normalized coefficient. Exemplary event-study plot for two possible datasets. Relative
to Figure 2, a parenthetical label for the average value of the outcome corresponding to the normalized
coefficient has been added, in accordance with Suggestion 2.

A reader may also be interested in answering statistical questions about the entire event-time
path, rather than merely a single element. Because such questions involve multiple parameters
and will typically not be prespecified, answering them reliably requires accounting for the fact
that the reader is implicitly testing multiple hypotheses at once. A convenient way to do this is to
augment the plot by adding a 95 percent uniform confidence band. Just as a 95 percent pointwise
confidence interval is designed to contain the true value of an individual parameter at least 95
percent of the time, a 95 percent uniform confidence band is designed to contain the true value of a
set of parameters at least 95 percent of the time.

We specifically suggest plotting a sup-t confidence band. A sup-t band is straightforward to
visualize in an event-study plot and can be computed fairly easily in the settings we consider by
using draws from the estimated asymptotic distribution of δ̂ to compute a critical value. Interested
readers may see, for example, Freyberger and Rai (2018) or Olea and Plagborg-Møller (2019) for
details.

Suggestion 3. Plot a uniform sup-t confidence band for the event-time path of the outcome δ, in

addition to pointwise confidence intervals for the individual elements of the event-time path.

Figure 4 illustrates Suggestion 3 by adding a set of outer lines comprising the sup-t band to
the plots in Figure 3, retaining the pointwise confidence intervals as the inner bars. Just as any
value of an element of the event-time path that lies outside the inner confidence interval can be
regarded as statistically inconsistent with the corresponding estimate, any event-time path that does
not pass entirely within the outer confidence band can be regarded as statistically inconsistent with
the estimated path. For example, in both plots, we cannot reject the hypothesis that the event-time
path is equal to zero in all pre-event periods using the uniform confidence bands. On the other
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Figure 4: Uniform confidence band. Exemplary event-study plot for two possible datasets. Relative to
Figure 3, uniform confidence bands have been added, in accordance with Suggestion 3. The pointwise
confidence intervals are illustrated by the inner bars, and the uniform, sup-t confidence bands are given by the
outer lines.

hand, we would conclude that δ̂−5 is statistically significant using the pointwise intervals. Unless
we had prespecified that we were specifically interested in the null hypothesis that δ−5 = 0, the first
conclusion based on the uniform confidence bands appears more suitable.

2.5 Overidentification and Testing

The model in (1) asserts that changes in the policy variable more than G periods in the future do
not change the outcome. Taking LG > 0 and thus including event times earlier than −G in the
plot means that the plot contains information about whether this hypothesis is consistent with the
data. A failure of this hypothesis might indicate anticipatory behavior, or, in what seems a more
common interpretation in practice, it might indicate the presence of a confound. Because in many
situations G = 0, researchers sometimes refer to a test of this hypothesis as a test for pre-event
trends or “pre-trends.”

The model in (1) also asserts that changes in the policy variable more than M periods in the
past do not change the outcome. Taking LM > 0 and thus including event times after M in the plot
means that the plot contains information about whether this hypothesis is consistent with the data.
A failure of this hypothesis might indicate richer dynamic effects of the policy than the researcher
has contemplated.

Each of these hypotheses can be tested formally via a Wald test. The result of the Wald test
cannot generally be inferred from the pointwise confidence intervals or uniform confidence band.
We therefore propose to include the p-values corresponding to each of the two Wald tests.
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(a) “Smooth” event-time trend
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Figure 5: Testing p-values. Exemplary event-study plot for two possible datasets. Relative to Figure 4,
p-values for testing for the absence of pre-event effects and p-values for testing the null that dynamics have
leveled off have been added, in accordance with Suggestion 4.

Suggestion 4. Include in the plot legend p-values for Wald tests of each of the following hypotheses:

H0 : δk = 0, −G− LG − 1 ≤ k < −G (no pre-trends)

H0 : δM = δM+k, 0 < k ≤ LM (dynamics level off)

Figure 5 illustrates Suggestion 4 by adding the two suggested p-values to the plots from Figure
4, taking G = 0 and LM = 1. In both cases, the tested hypotheses are not rejected at conventional
levels.

The exact specification of the hypotheses listed in Suggestion 4 depends on the choice of LG

and LM . Formally, these control the number of overidentifying restrictions that (1) imposes on (2).
We do not offer a formal procedure for choosing LG and LM . Instead, we suggest a default rule of
thumb that we expect will be reasonable in many cases.

Suggestion 5. Set LM = 1 and set LG =M +G.

Setting LM = 1 guarantees that it is possible to test the researcher’s hypothesis that changes in
the policy variable more thanM periods in the past do not change the outcome. Setting LG =M+G

makes the plot “symmetric,” in the sense that it permits testing for pre-trends over as long of a
horizon as the policy is thought to affect the outcome. If we take M = 5 and G = 0, then Figure 5
is consistent with Suggestion 5.

2.6 Confounds

A failure to reject the hypothesis of no pre-trends does not mean there is no confound, or even
that there are no pre-trends (Roth 2021). Any estimated event-time path for the outcome can be
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reconciled with a devil’s-advocate model in which the policy has no effect on the outcome, i.e., in
which the true values of {βm}Mm=−G are zero. In this devil’s-advocate model, all of the dynamics of
the estimated event-time path of the outcome variable are driven by an unmeasured confound.

In some cases, the sort of confound needed to fully explain the event-time path of the outcome
may be economically implausible. To help the reader evaluate the plausibility of the confounds
that are consistent with the data, we propose to add to the event-study plot a representation of the
“most plausible” confound that is statistically consistent with the estimated event-time path of the
outcome. There is no universal notion of what is plausible, but we expect that in many situations,
less “wiggly” confounds will be more plausible than more “wiggly” ones.

Among polynomial confounds that are consistent with the estimated event-time path of the
outcome, we propose to define the least “wiggly” one as the one that has the lowest possible
polynomial order and that, among polynomials with that order, has the coefficient with lowest
possible magnitude on its highest-order term. Towards a formalization, for v a finite-dimensional
coefficient vector and k an integer, define the polynomial term δ∗k(v) =

∑dim(v)
j=1 vjk

j−1, where vj
denotes the j th element of coefficient vector v and dim(v) denotes the dimension of this vector.
Let δ∗(v) collect the elements δ∗k(v) for −G − LG − 1 ≤ k ≤ M + LM , so that δ∗(v) reflects a
polynomial path in event time with coefficients v.

Suggestion 6. Plot the least “wiggly” confound whose path is contained in the Wald region CR(δ)

for the event-time path of the outcome. Specifically, plot δ∗(v∗), where

p∗ = min{dim(v) : δ∗(v) ∈ CR(δ)} and (5)

v∗ = argmin
v

{v2p∗ : dim(v) = p∗, δ∗(v) ∈ CR(δ)}. (6)

This suggestion is closely related to the sensitivity analysis proposed in Rambachan and Roth
(2021).

Figure 6 illustrates Suggestion 6 by adding the path δ∗(v∗) to the plot in Figure 5. In Figure
6(a), the estimated event-time path is consistent with a confound that follows a very “smooth” path,
close to linear in event time, that begins pre-event and simply continues post-event. We suspect that
in many economic settings such confound dynamics would be considered plausible, thus suggesting
that a confound can plausibly explain the entire event-time path of the outcome, and therefore that
the policy might plausibly have no effect on the outcome.

In Figure 6(b), by contrast, the estimated event-time path demands a confound with a very
“wiggly” path. We suspect that in many economic settings such confound dynamics would not be
considered plausible, thus suggesting that a confound cannot plausibly explain the entire event-time
path of the outcome, and therefore that the policy does affect the outcome.
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Figure 6: Least “wiggly” path of confound. Exemplary event-study plot for two possible datasets. Relative
to Figure 5, a curve has been added that illustrates the least “wiggly” confound that is consistent with the
event-time path of the outcome, in accordance with Suggestion 6.

2.7 Summarizing Policy Effects

Researchers sometimes present a scalar summary of the magnitude of the policy effect. One way
to obtain such a summary is to compute an average or other scalar function of the post-event
effects depicted in the plot (de Chaisemartin and D’Haultfoeuille 2021). Another is to estimate a
static version of (1) including only the contemporaneous value of the policy variable (restricting
M = G = 0 as in, e.g., Gentzkow et al. 2011). In the case where the researcher imposes this (or
some other) restriction, we suggest to evaluate the fit of the more restrictive model to the dynamics
of a more flexible model that allows for dynamic effects, such as (2), as follows.

Suggestion 7. If using a more restrictive model than (1) to summarize magnitude, visualize the

implied restrictions as follows:

1. Estimate (1) subject to the contemplated restrictions.

2. Use (3) to translate the estimates from (1) into cumulative effects.

3. Overlay the estimated cumulative effects on the event-study plot.

Figure 7 illustrates this suggestion in a hypothetical example in which the more restrictive model
assumes that the policy effect is static, i.e., that the current value of the policy affects only the
current value of the outcome. Comparison of the two event-time paths provides a visualization of
the fit of the more restrictive model. The uniform confidence band permits visual assessment of the
more restrictive model. In the case shown in Figure 7, the more restrictive model is not included in
the uniform confidence band, implying that we can reject the hypothesis that the effect of the policy
is static. Figure 7 also displays the p-value from a Wald test of the more restrictive model, which
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Figure 7: Evaluating the fit of a more restrictive model. Here, we overlay estimates from a model that
imposes static treatment effects with estimates from a more flexible model that allows for dynamic treatment
effects, in accordance with Suggestion 7.

also implies that the more restrictive model is rejected. The Wald test may be more powerful for
testing this joint hypothesis than the test based on the sup-t band, but its implications are harder to
visualize in this setting (Olea and Plagborg-Møller 2019).

3 Approaches to Identification

We now discuss approaches to identification of the parameters {βm}Mm=−G in (1), which for ease
of reference we collect in a vector β. Since, in general, the confound Cit will not be observed,
identification of β will rely on restrictions on how observable and latent variables relate to Cit and
zit. To simplify statements, we decompose the confound Cit into a component that depends on a low-
dimensional set of time-varying factors with individual-specific coefficients, and an idiosyncratic
component such that

Cit = λ′iFt + ξηit, and thus (7)

yit = αi + γt + q′itψ +
M∑

m=−G

βmzi,t−m + λ′iFt + ξηit + εit. (8)

In (7) and (8), Ft is a vector of (possibly unobserved) factors with (possibly unknown) unit-specific
loadings λi, and ηit is an unobserved scalar with (possibly unknown) coefficient ξ.

We assume that G and M are known. In some settings it may be possible to estimate M , though
inference on β would then need to account for data-driven choice of M . In some settings it may
also be possible to estimate G, but because pre-trends are often used to diagnose confounding,
we instead suggest choosing G on economic grounds. See Schmidheiny and Siegloch (2020) and
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Borusyak et al. (2021a) for related discussion.
To formalize the sense in which Cit is a confound, we maintain throughout that

E[εit|F, λi, ηi, zi, αi, γ, qi] = 0, (9)

with F , ηi, zi, γ, and qi collecting all T observations of Ft, ηit, zit, γt, and qit, respectively. Given
this condition, if the factor Ft and the scalar ηit were observed, then with sufficiently rich data it
would be possible to identify β simply by treating Ft and ηit as control variables. If Ft and ηit are
not observed, then in general β is not identified.

Intuitively, then, identification of β will require restrictions on Ft and ηit. Typically the
appropriate identifying assumptions cannot be learned from the data and so should ideally be
justified on economic grounds. Our discussion therefore emphasizes and contrasts the economic
content of different assumptions. We mostly focus on situations where only one of Ft or ηit is
relevant, but in principle it seems possible to “mix and match” approaches when both components
may be present.

3.1 Not Requiring Proxies or Instruments

The first class of approaches imposes sufficient structure on how latent variables enter the model so
that the parameters β can be identified without the use of proxy or instrumental variables. We begin
with a situation where the confound is low-dimensional (ξ = 0).

Assumption 1. ξ = 0 and one of the following holds:

(a) Ft = 0 for all t.

(b) Ft = f(t) for f(·) a known low-dimensional set of basis functions.

(c) The dimension of Ft is small.

Note that although we state Assumption 1 as a set of possible restrictions on the latent factor Ft,
sufficient conditions for identification may also be available as restrictions on the loadings λi.7 Note
also that, while we focus on the conditions in Assumption 1, formal conditions for identification
will typically include side conditions, such as rank conditions and conditions guaranteeing a long
enough panel.

In case (a), the parameters β can be estimated via the usual two-way fixed effects estimator
with controls qit. For example, Neumark and Wascher (1992) adopt this approach in an application
where the policy zit is the coverage-adjusted minimum wage in state i in year t, measured relative

7For example, in case (a) we may say that λi = 0 for all i. In case (c) we may say that the dimension of λi is small.
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to the average hourly wage in the state, the outcome yit is a measure of teenage or young-adult
employment, and the controls qit include economic and demographic variables.

The assumption that all sources of latent confounding are either time-invariant, and thus captured
by the αi, or cross-sectionally invariant, and thus captured by the γt, is parsimonious but restrictive.
If, for example, the time effects γt represent the effects of confounding macroeconomic shocks or
changes in federal policy, then Assumption 1(a) implies that these factors influence all units (e.g.,
states) in the same way, ruling out models in which the influence of aggregate factors may depend
on unit-level features such as the sectoral composition of the local economy or the nature of local
policies.

In case (b), the parameters β can be estimated by further controlling for a unit-specific trend
with shape f(t). Common choices include polynomials, such as f(t) = t (unit-specific linear trend,
e.g., Jacobson et al. 1993) or f(t) = (t, t2) (unit-specific quadratic trends, e.g., Friedberg 1998).
For example, Jacobson et al. (1993) adopt this approach in an application where the policy zit is
an indicator for quarters t following the displacement of worker i from a job. The outcome yit
is earnings. The worker fixed effect αi accounts for time-invariant worker-specific differences in
earnings. Jacobson et al. (1993) further allow for worker-specific differences in earnings trends
by taking f(t) = t, thus assuming that displacement is exogenous with respect to unobserved
determinants of earnings, conditional on the worker fixed effect and the worker-specific time trend.

Case (b) generalizes case (a) by parameterizing time-varying confounds as deterministic trends
and allowing for unit-specific coefficients. Researchers employing this approach should ideally be
able to argue on economic grounds why the chosen trend structure plausibly approximates latent
sources of confounding. For example, the assumption that confounds are well-approximated by a
linear trend may be more plausible in a short panel than in a very long one, where changes in trend
are more likely and where a constant linear trend may imply implausible long-run behavior.

Assumption 1(c) differs from Assumption 1(b) by treating the time-varying confound Ft as
unknown. Since Ft now has to be learned from the data, approaches using Assumption 1(c) will
generally require larger N and T and that (1/N)

∑N
i λiλ

′
i is positive definite (see, e.g., Bai 2009).

An implication of the latter condition is that factors need to be pervasive in the sense of having
non-negligible association with many of the individual units. Assumption 1(c) therefore seems
especially appealing when the latent confound is thought to arise from aggregate factors (such as
macroeconomic shocks) that affect all units but to a different extent. It seems less appealing when,
say, the policy of interest is adopted based on idiosyncratic local factors that are not related to
aggregate shocks.

In case (c), the parameters β can be estimated via an interactive fixed effects (Bai 2009) or
common correlated effects (Pesaran 2006) estimator. They may also be estimated via synthetic
control methods (Abadie et al. 2010; Chernozhukov et al. 2020).
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Powell (2021) adopts a structure similar to that implied in case (c) to examine the effect of
the log of the prevailing minimum wage in state i in quarter t, zit, on the youth employment rate,
yit. A concern is that states tend to increase the minimum wage when the local economy is strong
(Neumark and Wascher 2007). Assumption 1(c) captures this concern by allowing that each state i
has a unique, time-invariant response λi to the state Ft of the aggregate economy. Powell (2021)
proposes a generalization of synthetic controls to account for this confound and recover the causal
effect of interest.

Assumption 1 holds that the confound is low-dimensional (ξ = 0). We next turn to a scenario
where the confound is idiosyncratic.

Assumption 2. Ft = 0 ∀ t and the confound obeys

ηit = α̃i + γ̃t + q′itψ̃ +
∑
m

ϕ′f(m)zi,t−m (10)

for f(·) a known low-dimensional set of basis functions, and α̃i, γ̃t, ψ̃, and ϕ unknown parameters.

Under Assumption 2, it is possible to control for the effect of the latent confound ηit by
extrapolation. For intuition, consider the case of staggered adoption without anticipatory effects
(G = 0). Suppose that f(m) is equal to 1 when m ∈ [−3, 3] and is equal to 0 otherwise. Then
under Assumption 2 an event-study plot with ξηit as the outcome would have a linear trend that
begins three periods before adoption and continues for three periods after. Because the policy has
no causal effect on the outcome before adoption, the pre-adoption trend in the outcome yit can be
used to learn the slope of the trend in ξηit. Extrapolating this slope into the post-adoption periods
then permits accounting for the confound as in, for example, Dobkin et al. (2018). It is easy to
extend this approach to extrapolation of a richer function, for example by supposing instead that
f(m) = (1,m) when |m| ≤ 3.

Figure 8 illustrates an estimator motivated by Assumption 2 in two possible datasets. Figure
8(a) depicts the event-time path of the outcome variable. The plot on the left exhibits a strongly
declining pre-event trend, whereas the plot on the right exhibits a milder pre-event trend. Figure
8(b) extrapolates the confound from the pre-event event-time path of the outcome assuming a
constant basis function in (10). Figure 8(c) adjusts the path of the outcome for the estimated path
of the confound, thus (under the maintained assumptions) revealing the effect of the policy on the
outcome.

It is useful to compare the economic content of Assumption 2 with that of Assumption 1(b) under
a similar basis f(·) (e.g., a linear trend). In Dobkin et al. (2018), the outcome yit is a measure of an
individual’s financial well-being such as a credit score. The policy zit is an indicator for periods
after the individual was hospitalized. The confound Cit might reflect the individual’s underlying
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(a) Event-study plot
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(b) Overlay extrapolation line
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(c) Subtract extrapolated trend

Figure 8: Illustration of approach based on extrapolating confound from pre-event periods. Each
column of plots corresponds to a different possible dataset. Panel (a) shows the event-study plot. Panel (b)
extrapolates a linear event-time trend from the three immediate pre-event periods, as in Dobkin et al. (2018).
It then overlays the event-time coefficients for the trajectory of the dependent variable and the extrapolated
linear trend. In Panel (c), the estimated effect of the policy is the deviation of the event-time coefficients of
the dependent variable from the extrapolated linear trend. Note that the y-axis in Panel (c) differs from that in
(a) and (b).
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health state, which affects both hospitalization and credit scores. Assumption 1(b) would hold if
the confound is equal to λ′it, which imposes that every individual’s health follows a deterministic
linear trend in calendar time with individual-specific slope λi. Assumption 2, by contrast, would
hold if the confound is equal to ϕ(t− t∗i ), where t∗i is the date of hospitalization for individual i,
so that every individual’s health evolves with the same slope ϕ in time relative to hospitalization.
Assumption 2 would also hold if, say, the confound is equal to 3ϕ when t − t∗i > 3, −3ϕ when
t − t∗i < −3, and ϕ(t − t∗i ) otherwise, such that every individual’s health evolves with the same
slope ϕ in time relative to hospitalization within 3 periods of the hospitalization, and has no average
trend in event time outside that horizon.

Assumption 2 is related to “regression discontinuity in time,” an approach to learning the effect
of the policy by “narrowing in” on a short window around a policy change (see, e.g., Hausman
and Rapson 2018). Similar to an estimator motivated by Assumption 2, regression discontinuity in
time can involve estimating local or global polynomial approximations to trends before and after an
event such as adoption of a policy. To us, such an approach seems most appealing when there is
economic interest in the very short-run effect of the policy. For example, estimates of the effect
of a policy announcement on equity prices based on comparing prices just after and just before
the announcement may be very informative about the market’s view of the effect of the policy.
By contrast, estimates of the effect of the minimum wage on employment based on comparing
employment the day (or hour) after a change in the minimum wage to employment the day (or
hour) before the change may not reveal much about the economically important consequences of
the minimum wage.8

3.2 Requiring Proxies or Instruments

The second class of approaches that we consider requires that we have additional variables available
that can serve either as proxies for the unobserved confound Cit or as instruments for the policy
zit. For simplicity, we assume throughout this subsection that Ft = 0, so that the only unobserved
confound is ηit.

The following assumption relies on using additional observed variables to serve as proxies for
ηit.

Assumption 3. There is an observed vector xit that obeys

xit = αx
i + γxt + ψxqit + Ξxηit + uit, (11)

where αx
i is an unobserved unit-specific vector, γxt is an unobserved period-specific vector, ψx is an

8Our observation here relates to work that studies inference on causal effects away from the cutoff in regression-
discontinuity designs (see, e.g., Cattaneo et al. 2020).
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unknown matrix-valued parameter, Ξx is an unknown vector-valued parameter with all elements

nonzero, and uit is an unobserved vector. Moreover, one of the following holds:

(a) The vector xit has dim(xit) ≥ 2 and the unobservable uit satisfies

E[uit|zi, αx
i , γ

x, qi, εit] = 0 with E[u′ituit|zi, αx
i , γ

x, qi, εit] diagonal.

(b) The unobservable uit satisfies E[uit|zi, αx
i , γ

x, qi] = 0, and the population projection of ηit on

{zi,t−m}M+LM
m=−G−LG

, qit, and unit and time indicators, has at least one nonzero coefficient on

zi,t+m for some m > G.

With only a single proxy available and no further restrictions, controlling for the noisy proxy
xit instead of the true confound ηit will generally not suffice for recovery of β. Under Assumption
3(a), we have at least two proxies available for the confound ηit. The proxies are possibly noisy,
but because the noise is uncorrelated between the proxies, the parameters β can be estimated
via two-stage least squares, instrumenting for one proxy, say x1it, with the other, say x2it, as in a
standard measurement error model (e.g., Aigner et al. 1984). See Griliches and Hausman (1986)
and Heckman and Scheinkman (1987) for related discussion.

Under Assumption 3(b), we need only a single proxy for the confound ηit, and require that the
noise in the proxy is conditionally mean-independent of the policy. Therefore, any relationship
between the proxy and the policy reflects the relationship between the confound and the policy.
Recall that we also assume that the policy does not affect the outcome more than G periods in
advance. Therefore, any relationship between the outcome and leads of the policy more than G
periods in the future must reflect the relationship between the confound and the outcome. Intuitively,
then, the relationship between the pre-trend in the proxy and the pre-trend in the outcome reveals
the magnitude of confounding. Knowing this, it is possible to identify the effect of the policy on the
outcome. Freyaldenhoven et al. (2019) show in particular that the parameters β can be estimated
via two-stage least squares, instrumenting for the proxy with leads of the policy.

Figure 9 illustrates an estimator motivated by Assumption 3(b) in the two hypothetical scenarios
from Figure 8. Figure 9(a) repeats the event-study plots for the outcome. Figure 9(b) shows
hypothetical event-study plots for the proxy. Figure 9(c) aligns the scale of the proxy so that its
event-study coefficients agree with those of the outcome at two event times. With this alignment,
under Assumption 3(b) the event-study plot of the proxy mirrors that of the latent confound. By
subtracting the rescaled event-study coefficients for the proxy from those for the outcome, we
therefore arrive at an unconfounded event-study plot for the outcome, illustrated in Figure 9(d).

Hastings et al. (2021) employ an approach motivated by Assumption 3(b) in a setting where the
policy zit is an indicator for household i’s participation in the Supplemental Nutrition Assistance
Program (SNAP) in quarter t, and the outcome yit is a measure of the healthfulness of the foods the
household purchases at a retailer. The confound ηit might be income, which can influence both the
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(a) Event-study plot for outcome
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(b) Event-study plot for proxy
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(c) Align proxy to outcome
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(d) Subtract rescaled confound from outcome

Figure 9: Illustration of use of a proxy to adjust for confound. Each column of plots corresponds to
a different possible dataset. Panel (a) shows the event-study plot for the outcome. Panel (b) shows the
event-study plot for the proxy. Panel (c) overlays the point estimates from Panel (b) on the plot from Panel
(a), aligning the coefficients at two event times. Panel (d) adjusts for the confound using the 2SLS estimator
proposed in Freyaldenhoven et al. (2019).
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policy (because SNAP is a means-tested program) and the outcome (because healthy foods may be a
normal good). Hastings et al. (2021) estimate the effect of SNAP participation on food healthfulness
via two-stage least squares, instrumenting for an income proxy xit with future participation in
SNAP.

In some settings it may be possible to form a proxy by measuring the outcome for a group
unaffected by the policy. Freyaldenhoven et al. (2019) discuss an example similar to the minimum
wage application in Powell (2021), where the goal is to estimate the effect of the state minimum
wage on youth employment. If adult employment xit is unaffected by the minimum wage but is
affected by the state ηit of the local economy, adult unemployment can be used as a proxy variable
following Assumption 3(b).

Of course, one may also have access to a more conventional instrumental variable for the
endogenous policy itself.

Assumption 4. There is an observed vector wit whose sequence wi obeys

E[ηit|αi, γ, qi, wi] = 0. (12)

Under Assumption 4 and a suitable relevance condition, the parameters β can be estimated via
two-stage least squares, instrumenting for the policy zit with the instruments wit.

Besley and Case (2000) employ this type of instrumental variables approach to study the impact
of workers’ compensation on labor market outcomes. In their setting, the policy variable, zit, is a
measure of the generosity of workers’ compensation benefits in state i in year t and the outcome, yit,
is a measure of employment or wages. The confound ηit in this example might include the strength
of the economy in the state, which could influence both the generosity of benefits and the levels of
employment or wages. Besley and Case (2000) propose to instrument for zit with a measure wit of
the fraction of state legislators who are women, a variable that has been found to influence public
policy but that may plausibly be otherwise unrelated to the strength of a state’s economy.

Relative to the conditions outlined in Section 3.1, Assumption 3 and Assumption 4 have the
desirable feature of allowing for more general forms of confounding captured by ηit. Their most
obvious drawback is the requirement of finding and justifying the validity of the proxy or instrument.
The use of proxies à la Assumption 3 should ideally be justified by economic arguments about the
likely source of confounding. The requirement of instrument validity to motivate Assumption 4
is also substantive. As with any approach based on instrumental variables, the ones justified by
Assumption 3 and Assumption 4 are subject to issues of instrument weakness, which our experience
suggests can be especially important in practice for the approach suggested by Assumption 3(b).
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Assumption Economic interpretation Estimator

1 The confound is low-dimensional and is...

(a) ... the sum of time-invariant and cross-sectionally invariant components Two-way fixed effects (TWFE)
(b) ... a known function f(t) of calendar time TWFE and unit indicators interacted with f(t)
(c) ... pervasive enough to be learned from the data Interactive fixed effects or synthetic controls

2 Post-event dynamics of confound can be learned from pre-event data TWFE controlling for extrapolated confound dynamics

3 We observe a noisy proxy for the confound and we have...

(a) ... at least two proxies with uncorrelated measurement errors IV estimation using one proxy as instrument for the other
(b) ... at least one proxy that IV estimation using leads of the policy

(i) exhibits a pre-trend and as instruments for the proxy
(ii) whose measurement error is uncorrelated with the policy

4 We have an excluded instrument for the policy IV estimation using the instrument for the policy

Table 1: Summary of identification approaches and corresponding estimators. This table summarizes the economic content of the various
restrictions imposed on the confound in Sections 3.1 and 3.2 together with their corresponding estimators.
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Table 1 summarizes the identification approaches discussed in Sections 3.1 and 3.2, and their
corresponding estimators, focusing on the economic content of each restriction. We hope that Table
1 can serve as a useful reference for applied researchers by highlighting the economic content of,
and connections among, the different approaches to identification.

3.3 Heterogeneous Policy Effects Under Staggered Adoption

Here we relax the assumption in (1) that the effect of the policy is identical across units. In economic
applications, heterogeneity in policy effects across units i may arise for many reasons, including
economic differences between the units. For example, minimum wage laws may have different
effects on employment in different geographic regions (e.g., Wang et al. 2019). In line with
some recent literature (e.g., Goodman-Bacon 2021; Athey and Imbens forthcoming; Callaway and
Sant’Anna 2021; Sun and Abraham 2021), we focus on the staggered adoption setting. Accordingly,
let t∗(i) denote the period in which unit i adopts the policy, which we will refer to as the unit’s
cohort.

First, consider the possibility that the causal effect of the policy on the outcome differs across
cohorts t∗. Denoting the causal effects for cohort t∗ by {βm,t∗}Mm=−G , collected in vector βt∗ , we
can modify equation (1) as follows:

yit = αi + γt + q′itψ +
M∑

m=−G

βm,t∗(i)zi,t−m + Cit + εit. (13)

The approaches to identification discussed in Sections 3.1 and 3.2 can then be applied to recover the
parameters βt∗ in (13). Estimation can proceed, for example, by interacting the policy variables in
the model with indicators for cohort, and then adopting the controls, instruments, or other elements
suggested by the given identifying assumption.

Next, consider the possibility that the causal effect of the policy on the outcome differs across
units. In this case, estimates of βm,t∗ in (13) need not be valid estimates of a proper weighted
average of the unit-specific policy effects βm,i for units in the corresponding cohort, and in general
it may not be possible to recover such an average at all. Exceptions include:

• Random assignment, i.e., t∗(i) assigned independently of all variables in the model including
{βm,i}Mm=−G. In such a setting, standard results on linear models imply that an estimate of
β obtained from the usual two-way fixed effects estimator applied to (1) is a valid estimate
of a proper weighted average of the unit-specific policy effects βi for all units. (In the
particular setting of event studies, see, for example, de Chaisemartin and D’Haultfoeuille
2021, Corollary 2.)
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• No confound (ξ = Ft = 0), no control variables (ψ = 0), and static policy effects (βm,i = 0

for all m ̸= 0). In such a setting, results in de Chaisemartin and D’Haultfoeuille (2021,
Online Appendix Section 3.1) imply that an estimate of β from a static two-way fixed effects
estimator applied to (1) is a valid estimate of a proper weighted average of unit-specific policy
effects.

• No confound (ξ = Ft = 0), no control variables (ψ = 0), and some never-treated units. In
such a setting, Sun and Abraham (2021) establish that an estimate of βt∗ obtained from the
usual two-way fixed effects estimator applied to (13) is a valid estimate of a proper weighted
average of the unit-specific policy effects βi for units in the corresponding cohort.

Importantly, these settings rule out most of the forms of confounding that we considered in Sections
3.1 and 3.2. Developing approaches to estimate a proper weighted average of unit-specific policy
effects in the presence of these forms of confounding therefore seems a useful direction for future
work.

We expect that many economic settings will exhibit both confounding and heterogeneous policy
effects. It is therefore useful to consider together the economic content of restrictions on both
confounding and heterogeneity. For example, if the policy has different effects on different units,
it may be natural to assume that latent sources of confounding likewise have different effects
on different units. Bonhomme and Manresa (2015) and Su et al. (2016) develop approaches to
recovering heterogeneous policy effects in models where coefficients are homogeneous within
subgroups of observations but heterogeneous across groups, and where group membership is
unknown and must be inferred from the data. Pesaran (2006) provides an approach to recover
heterogeneous policy effects that differ across units but are constant over time, while allowing the
unobserved confounds to have an interactive fixed effects structure, as in Assumption 1(c).

In some situations, we may expect that policy effects differ across periods t as well as units i, say
because the effect of the policy depends on aggregate macroeconomic conditions whose influence
further depends on specific features of the unit-level environment. Within this setting, Athey et al.
(2021) show that matrix completion methods can be used to recover heterogeneous effects of the
policy under the assumption of no dynamic effects and with no included control variables. Feng
et al. (2017) provide estimators of heterogeneous effects that are unit-specific and allowed to depend
on observed time-varying categorical variables. Su and Wang (2017) also provide estimators of
time-varying unit-specific heterogeneous effects under the restriction that effects vary smoothly
over time. Finally, Chernozhukov et al. (2019) provide estimators of heterogeneous policy effects
that vary across units and over time under a factor structure for both slopes on observed variables
and the unobserved confounds.
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4 Simulations

We now apply estimation strategies based on the approaches to identification discussed in Section
3 to simulated data. We present results for four different data-generating processes (DGPs) in a
staggered adoption setting. In the following, we briefly summarize some key features of the DGPs
and then present our findings on the behavior of the estimators. We then extend our analysis to allow
for heterogeneous policy effects and consider the performance of different estimators in that setting.

4.1 Designs

Our simulation is stylized after United States state-level panel data where we set N = 50 and
T = 40. Detailed descriptions of the DGPs are provided in Appendix Table A1.

Figure 10 provides a graphical summary of key features of each DGP. Each plot in the figure
summarizes estimated coefficients obtained from estimating an event-study model of the form in (2)
with M + LM = 5 and G + LG = 5 within each of 1,000 simulation replications. Each column
corresponds to a different DGP. Each row corresponds to a different dependent variable. That is,
each figure provides estimates of δk for k = −6, ..., 5, defined in (2) with the normalization δ−1 = 0

imposed, for a different DGP and dependent variable. All plots in Figure 10 are created from a
two-way fixed effects estimator of (2). To summarize estimation results, we report the simulation
median as well as the 2.5th and 97.5th percentile of each estimated δk.

One of the important features distinguishing the four reported DGPs is the event-time path of
the confound illustrated in the first row of Figure 10, labeled “Confound Cit.” In each of these plots,
we estimate (2) using the confound Cit as the dependent variable. Producing this plot is infeasible
in practice but allows us to highlight the dynamics of the confound under the different DGPs. The
confound in the “Mean-reverting trend” and “Multidimensional” DGPs (columns 1 and 4) shows
mean-reverting behavior reminiscent of Ashenfelter’s dip (Ashenfelter 1978). The confound in the
“Monotone trend” DGP has an event-time path that tends to decline over the window considered.
Finally, the confound in the “No pre-trend” DGP has a flat event-time path pre-event, with the
median estimated δk close to zero for k < 0.

A key ingredient to the confound dynamics is the rule for generating the policy variable. In
each DGP, the policy variable starts at zero and turns to one the first period after Ci,t+P plus an
independent noise term exceeds a pre-specified threshold. This policy process provides a stylized
model for a decision-maker (say, the state legislature) who makes a P -period-ahead forecast of the
confound (say, the state of the economy) and then adopts the policy if the forecast is sufficiently
favorable. Our simulation DGPs make use of P = −1 which can be thought of as a backward-
looking decision-maker (“Mean-reverting trend” and “Multidimensional”), P = 3 (“No pre-trend”),
and P = 6 (“Monotone trend”). The choice of P then interacts with other design parameters to
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produce the specific event-time dynamics in the confound.
Following the discussion in Section 3, the other important design feature that we vary is whether

the confound is low-dimensional or idiosyncratic. The confound is idiosyncratic (Ft = 0) in the
“Mean-reverting trend,” “Monotone trend,” and “No pre-trend” DGPs, and low-dimensional (ξ = 0)

with two common factors in the “Multidimensional” DGP.
When the confound is idiosyncratic, we expect estimators motivated by Assumption 1, such as

interactive fixed effects or synthetic controls, to perform poorly. Following our simplified discussion
in Section 3, we generate ηit as a scalar in our simulation DGPs. In economic settings where a scalar
confound is plausible, it seems more likely that additional data in the form of proxies is available
and that having a single proxy may be sufficient for identification via the proxy-based instrumental
variables approach motivated by Assumption 3(b).

On the other hand, when the confound is low-dimensional, the approaches based on Assumption
1 will tend to be more appealing. With two common factors, the presence of multiple sources of
confounding also complicates the use of proxy-based instrumental variables strategies as now one
needs adequate proxies for both sources of confounding. We use the “Multidimensional” DGP to
illustrate this complication by generating a proxy variable xit that is only informative about one of
the two factors.

The second row in Figure 10 takes the unconfounded outcome yit−Cit as the dependent variable.
Producing this plot is infeasible in practice but allows us to highlight the true effect of the policy
under the different DGPs. Under all four DGPs, adoption permanently increases the outcome by 0.5

units. We also see that the simulation results in this case are similar across designs, suggesting that
differences in the simulation results based on feasible estimators discussed below are driven by the
differing behavior of the confounding variation.

The third row in Figure 10 takes the proxy xit as the dependent variable. Producing this plot is
feasible in practice. In the “Mean-reverting trend,” “Monotone trend,” and “No pre-trend” DGPs,
the proxy is a noisy, linear function of the confound and therefore has event-time dynamics similar
to, but noisier than, those of the confound. In the “Multidimensional” DGP, the proxy is a noisy,
linear function of the first dimension of the two-dimensional confound, and therefore has different
event-time dynamics from those of the confound. Since the confound is not observed in practice, a
researcher will not generally know how well the event-time dynamics of the proxy mirror those of
the confound, and the choice of proxy should therefore ideally be motivated on economic grounds.
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Figure 10: Graphical illustration of different outcomes across DGPs. Estimates are obtained via two-way fixed effects estimation of (2) with the
dependent variable given in the row label. For each value of k indicated on the x-axis, the series correspond to the 2.5th (dotted, marked by x’s), 50th
(solid, marked by +’s), and 97.5th (dotted, marked by x’s) percentiles across 1,000 simulations for each δ̂k.
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4.2 Estimates

We next examine the performance of feasible estimators for the dynamic treatment effect of the
policy zit on the outcome yit based on the approaches to identification outlined in Section 3 in each
of the four DGPs. We summarize results in Figure 11. The plots are defined similarly to those in
Figure 10 with the lines in the plot corresponding to the median, 2.5th and 97.5th percentile of δ̂k
across 1,000 realizations. These estimates of the event-time path are based on (2) with M +LM = 5

and G + LG = 5. Each column corresponds to a different DGP. Each row now corresponds to a
different estimator. The black line in each figure gives the true values of the treatment effect for
ease of reference.

The first row of Figure 11 corresponds to the two-way fixed effects estimator motivated by
Assumption 1(a). Across all DGPs the estimated effect of the policy is severely median-biased, with
dynamics heavily influenced by the confound.

The second row of Figure 11 corresponds to an interactive fixed effects estimator motivated by
Assumption 1(c). We set the number of factors that interact with fixed effects equal to the number of
sources of confounding: one for the “Mean-reverting trend,” “Monotone trend,” and “No pre-trend”
DGPs, and two for the “Multidimensional” DGP. Since the DGPs in the first three columns include
confounding variation that is not captured by a model with shared factors, we see in these three
scenarios that interactive fixed effects performs similarly to the baseline two-way fixed effects
estimator. However, the interactive fixed effects estimator performs very well in the final DGP
where confounding is generated by two shared factors. In this case, the interactive fixed effects
estimator is essentially median-unbiased and overall appears to perform similarly to the infeasible
regression that makes use of the unconfounded outcome.

The third row of Figure 11 corresponds to an estimator motivated by Assumption 2, taking
f(m) = 1|m|≤3 following Dobkin et al. (2018). This estimator exhibits substantial median bias
in all DGPs except for “Monotone trend,” where the estimator is approximately median-unbiased
but exhibits substantial variability. Given that it is based on extrapolating pre-event dynamics into
the post-event period, it seems unsurprising that this estimator exhibits median bias in DGPs in
which the confound’s post-event path is not well-approximated by linear extrapolation of its fitted
pre-event path. Because the post-event path of the confound cannot generally be learned from the
data, this finding highlights the importance of motivating assumptions such as Assumption 2 on
economic grounds.

The final row of Figure 11 corresponds to an instrumental variables (IV) estimator motivated
by Assumption 3(b), following Freyaldenhoven et al. (2019). To obtain the estimates in this case,
we make use of the proxy depicted in Figure 10 to stand in for the unobserved confound and then
instrument for this proxy using a lead of the (change in) policy variable. Under the assumption of no
anticipatory effects, all leads of the policy variable are potential instruments. For instrument choice,
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we estimate (2) via two-way fixed effects, with the proxy as the outcome variable. We then choose,
from among the leads {∆zi,t+k}G+LG

k=G+1 and zi,t+G+LG
, the one with the largest absolute t-statistic

to serve as the excluded instrument for estimation of the structural equation. Graphically, this
corresponds to imposing the additional restriction that the coefficient on this selected lead is equal
to zero. Using only a single lead is appealing because it permits free estimation of the remaining
pre-event coefficients and thus visual inspection of the overidentifying restriction that the remaining
pre-event effects are zero.9

Having strong identification based on Assumption 3(b) requires that there is a strong association
between leads and the proxy variable. We can see in the final row of Figure 10 that only the “Mean-
reverting trend” DGP exhibits a strong pre-trend in the proxy. For this DGP, the final row of Figure
11 shows that the IV estimator appears to perform well, delivering essentially median-unbiased
results with sampling variability that is similar to the infeasible regression using the unconfounded
outcome. A smaller pre-trend in the proxy in the “Monotone trend” DGP means identification
is weaker in this DGP. While the median bias remains relatively low, the weaker identification
results in a wider sampling distribution. The leads of the policy variable are roughly unrelated to
the policy variable in the “No pre-trend” DGP, leading to a loss of identification and a very wide
sampling distribution. The IV estimator also performs poorly in the “Multidimensional confound”
DGP. As noted above, the proxy is only related to one of the two sources of confounding, leaving
an unaccounted-for source of confounding resulting in substantial median bias. The leads are also
relatively weak instruments in this design which results in a widely dispersed sampling distribution.

Figure 11 shows that, across the estimators and DGPs that we consider, no estimator performs
uniformly well. The two-way fixed effects estimator exhibits substantial median bias in all DGPs we
consider. Each other estimator exhibits low median bias for at least one DGP and substantial median
bias for at least one other DGP. No estimator exhibits low median bias for the “No pre-trends” DGP.
Because a researcher will not know the true confound or policy effect, it will not in general be
possible to choose estimators based solely on the data, further reinforcing the value of justifying
identifying assumptions on economic grounds, and of performing sensitivity analysis in situations
where multiple identifying assumptions are plausible.

9Note that two zero restrictions — that δ−1 and the coefficient on the strongest lead from the first stage are zero —
are imposed in each simulation replication. The strongest lead varies across simulation replications due to sampling
variation, so the second restriction is not visually transparent in Figure 11.
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Figure 11: Graphical illustration of different estimators across DGPs. Estimates are obtained via estimation of (2) using the estimator given in the
row label. True treatment effect depicted in solid black. For each value of k indicated on the x-axis, the series correspond to the 2.5th (dotted, marked
by x’s), 50th (solid, marked by +’s), and 97.5th (dotted, marked by x’s) percentiles across 1,000 simulations for each δ̂k.
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In the Appendix, we extend our analysis to include five additional estimators. Specifically,
Appendix Figure A1 considers an estimator that includes the proxy xit directly in the controls
qit, and an estimator motivated by Assumption 1(b), with f(t) = t and so including unit-specific
linear time trends as a control. Appendix Figure A2 considers two versions of a synthetic control
estimator motivated by Assumption 1(c). Finally, Appendix Figure A3 considers a measurement-
error correction, assuming the availability of two proxies for the confound, motivated by Assumption
3(a). As with the estimators we focus on in the main text, none of these additional estimators
performs uniformly well across all DGPs.

4.3 Heterogeneity-Robust Estimation and Heterogeneous Policy Effects

Up to this point we have considered estimators that estimate a single path of policy effects for all
units i. Correspondingly, we have considered DGPs in which the effect of the policy is homogeneous
across units i. In this subsection we consider the consequences of using estimators designed to
be robust to heterogeneity in policy effects. We also consider the consequence for these and other
estimators of drawing data from DGPs that feature such heterogeneity. We do so in three steps.

First, we consider some existing estimators from the literature that are designed to be robust
to heterogeneity in policy effects, and apply those to data drawn from our baseline DGPs. Many
recent papers have proposed approaches to estimating proper weighted averages of policy effects
when policy effects differ across units or over time. Many of these estimators are grounded in
models that rule out the forms of confounding exhibited by our DGPs. We might therefore expect
these estimators to perform poorly when applied to data drawn from our DGPs, which feature
homogeneous policy effects but substantial confounding.

Figure 12 illustrates the performance of the estimators proposed by de Chaisemartin and
D’Haultfoeuille (2021), Sun and Abraham (2021), and Borusyak et al. (2021a) in data drawn from
our DGPs. These estimators perform similarly to the two-way fixed effects estimator in terms of
their median bias in these DGPs. Because there is substantial confounding present in these DGPs,
the median bias of the estimators is often large. In many cases, the dispersion in the estimator is
also similar to that of the two-way fixed effects estimator, suggesting little statistical cost or benefit
from adopting the heterogeneity-robust estimator in place of the two-way fixed effects estimator in
these DGPs.

Second, we apply some of the estimators discussed in Section 3 to data drawn from augmented
versions of our baseline DGPs that feature heterogeneity in policy effects across units i. Under
staggered adoption, a two-way fixed effects estimator of βm in (1) can be represented as a weighted
average of policy effects for different event times and cohorts (Sun and Abraham 2021). However,
this estimator can put nonzero weight on effects at event times other than m, and can put negative
weight on the effect at event time m for some cohorts. As a result, an estimator of βm based on
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(1) need not estimate a proper weighted average of cohort-specific policy effects βm,t∗(i) in (13).
Appendix Figure A4 depicts the weights across event times and cohorts for the “Mean-reverting
trend” DGP. We indeed find that a two-way fixed effects estimator of βm in (1) is not a properly
weighted average of cohort-specific policy effects βm,t∗(i) in (13) in this design, suggesting that
estimators based on models assuming homogeneous policy effects might perform poorly if the
policy effects are heterogeneous.

Figure 13 directly illustrates the performance of some of the estimators discussed in Section 3
when the policy effect varies by cohort as in (13). Here, we extend the “Mean-reverting trend” DGP
to allow for up to two possible dynamic profiles of policy effects. Each unit is assigned to one of
the two profiles, with the assignment probability dependent on the unit’s cohort t∗(i).10 Figure 13
illustrates the four resulting designs with the profiles of policy effects depicted in black.

The first column (“Static, homogeneous policy effect”) corresponds to the “Mean-reverting
trend” DGP, with a homogeneous, static effect of the policy on the outcome. The second column
(“Static, heterogeneous policy effect”) allows for two possible static policy effects, one positive
and one null. The third column (“Dynamic, homogeneous policy effect”) features a design with a
homogeneous, dynamic policy effect that builds over time following adoption. The fourth column
(“Dynamic, heterogeneous policy effect”) features a design with two possible policy effects, one
dynamic (building over time) and one static (no effect).

The first row of Figure 13 considers the infeasible two-way fixed effects estimator applied to
the unconfounded outcome yit − Cit. Under homogeneous policy effects we expect this estimator
to be approximately median-unbiased, and this is what we find. However, as discussed above,
this estimator may fail to recover a proper weighted average of the true policy effects under
heterogeneous policy effects. This possibility manifests in a spurious pre-trend in the median series
for both designs with heterogeneous policy effects.

The second row of Figure 13 considers the feasible two-way fixed effects estimator applied to
the outcome yit. The behavior of this estimator is dominated by the role of the confound. The third
row of Figure 13 considers the estimator that instruments for the proxy xit with the strongest lead
of the policy zit. This estimator accounts for confounding but not for heterogeneous policy effects.
Accordingly, this estimator is approximately median-unbiased in the designs with homogeneous
policy effects, but exhibits a spurious pre-trend in its median series in the designs with heterogeneous
policy effects.

10In particular, unit i’s probability of being assigned to the larger of the two policy effects is given by logistic(400−
30t∗(i)), so that earlier-adopting cohorts are more likely to be assigned to the larger policy effect. In tandem with our
other design choices, this choice of assignment probability means that almost every unit in the first cohort experiences
the larger policy effect, almost every unit in the last cohort experiences the smaller policy effect, and similar numbers
of units experience each of the two profiles.
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Figure 12: Estimators designed to allow for heterogeneous effects of the policy. The true treatment effect is depicted in solid black. For each value
of k indicated on the x-axis, the series correspond to the 2.5th (dotted, marked by x’s), 50th (solid, marked by +’s), and 97.5th (dotted, marked by x’s)
percentiles across 1,000 simulations for each δ̂k. The first row (“Two-way fixed effects”) implements a two-way fixed effects estimator. The second
row (“de Chaisemartin and D’Haultfœuille (2020)”) uses the did multiplegt package (de Chaisemartin et al. 2019). The third row (“Sun and
Abraham (2021)”) uses the interaction-weighted estimator described in Sun and Abraham 2021 Section 4.1. The fourth row (“Borusyak et al. (2021)”)
uses the did imputation package (Borusyak et al. 2021b).
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Our third and final step in this subsection is to extend the estimators in the second and third
rows of Figure 13 to allow for different profiles of policy effects by cohort as in (13). We do this
by interacting the policy variables in (2) with indicators for cohort, i.e. for the period in which the
given unit adopts the policy. We then apply the resulting estimators to the same set of DGPs as in
Figure 13, treating the average estimated policy profile across cohorts as our point estimate.

Figure 14 summarizes our findings. Consistent with Sun and Abraham (2021), the modification
to allow for cohort-specific profiles of policy effects ensures that the infeasible estimator recovers a
proper weighted average of the possible true profiles of policy effects. This improved performance
extends to the interacted instrumental variables estimator, which no longer exhibits a spurious
pre-trend. The interacted two-way fixed effects estimator performs poorly because of the role of
confounding. In this setting, then, we find the best performance in terms of bias from an estimator
that accounts both for heterogeneity in policy effects and for confounding.

Our findings in this section highlight that addressing the possibility of confounding and address-
ing the possibility of heterogeneous policy effects are not substitutes for one another. In settings
with severe confounding, estimators designed to recover proper weighted averages of heterogeneous
effects under no-confounding assumptions can perform poorly. Likewise, in settings with limited
or no confounding but significant heterogeneity in policy effects, estimators motivated by models
with homogeneous policy effects may exhibit undesirable behavior such as spurious pre-trends.
Developing additional estimators robust to both confounding and heterogeneous policy effects
seems like a useful direction for future research.
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Figure 13: Graphical illustration of pooled estimators in DGPs with heterogeneous policy effects. All designs are based on the “Mean-reverting
trend” DGP but allow for up to two profiles of possible policy effects, depicted in solid black. Unit i’s probability of being assigned to the larger
of the two policy effects is given by logistic(400− 30t∗(i)) where t∗(i) is the period in which unit i adopts the policy. Estimates are obtained via
estimation of (2) using the estimator given in the row label. For the first row, the outcome variable is yit − Cit. For each value of k indicated on the
x-axis, the series correspond to the 2.5th (dotted, marked by x’s), 50th (solid, marked by +’s), and 97.5th (dotted, marked by x’s) percentiles across
1000 simulations for each δ̂k.
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Figure 14: Graphical illustration of interacted estimators in DGPs with heterogeneous policy effects. All designs are based on the “Mean-reverting
trend” DGP but allow for up to two possible profiles of policy effects, depicted in solid black. Unit i’s probability of being assigned to the larger of the
two policy effects is given by logistic(400− 30t∗(i)) where t∗(i) is the period in which unit i adopts the policy. Estimates are obtained via estimation
of (13) using the estimator given in the row label. For the first row, the outcome variable is yit − Cit. For each value of k indicated on the x-axis,
the series correspond to the 2.5th (dotted, marked by x’s), 50th (solid, marked by +’s), and 97.5th (dotted, marked by x’s) percentiles across 1000
simulations for each δ̂k.
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5 Conclusion

Many important economic applications have been studied using a linear panel model and an
accompanying event-study plot. We have tried to make three contributions in this chapter. The first
is to suggest improvements to the event-study plot, both by codifying what we consider existing best
practices and also by recommending some practices that are less frequently used. The second is to
discuss some available approaches to identification in the presence of confounds, emphasizing and
contrasting the economic content of the different identifying assumptions. The third is to examine
the performance of estimators corresponding to these approaches to identification under different
possible economically motivated data-generating processes.

We find that no estimator performs well uniformly under all reasonable DGPs, and that the per-
formance of an estimator cannot typically be gauged from the data at hand. These findings highlight
the importance of motivating modeling assumptions on economic grounds, and of developing new
statistical tools grounded in economically motivated assumptions.
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Appendix

Mean-reverting
trend Monotone trend No pre-trend Multidimensional confound

Observed

Outcome yit = 0.5
(√

0.5αi +
√
0.5γt

)
+ 0.5zit +

√
0.5Cit + 0.5εit

Policy zi1 = 0; ∆zit = 1
({

zi,t−1 = 0 and Ci,t+P + 0.5ζzi,t+P < −2
})

for t ≥ 2

P = −1 P = 6 P = 3 P = −1

Unobserved

Fixed effects γt = 0.5γt−1 +
√
0.75ζγt

Confound Cit

Cit =
√

1− σ2
η

[√
1− σ2

a − σ2
dλ

′
iFt +

√
σ2
aai +

√
σ2
ddt

]
+

√
σ2
ηηit, with

dt = 0.5dt−1 +
√
0.75ζdt

σ2
a = σ2

d = σ2
η = 0.5, Ft = 0 σ2

η = 0, σ2
a = σ2

d = 0.1, dim(Ft) = 2

ηit = ρηηi,t−1 +
√

1− ρ2ηζ
η
it

λji =
1√
2

(
1 + ζλji

)
,

Fjt = ρFj
Fj,t−1 +

√
1− ρ2Fj

ζFjt

ρη = 0.6 ρη = 0.95 ρη = 0.4 ρF1 = 0.9, ρF2 = 0.4

If available

Proxies
xit = 0.5

(√
0.5αx

i +
√
0.5γx

t

)
+

√
0.5

[√
1− θ

(
0.5[ai + dt] +

√
0.5ηit

)
+

√
θλ1iF1t

]
+ 0.5uit, with

γx
t = 0.5γx

t−1 +
√
0.75ζγ

x

t ; uit = 0.5ui,t−1 +
√
0.75ζuit

θ = 0 θ = 1

Appendix Table A1: Detailed description of the data-generating processes underlying the simulations presented in Section 4. We generate data
for the time periods t = −4,−3, . . . , T + 5 to avoid missing observations for leads and lags of the policy and to allow for a policy adoption rule that is
consistent with a forward/backward-looking decision-maker on either end of the sample. All random variables not otherwise defined, including initial
conditions for autoregressive processes, are distributed as i.i.d. standard normal. We set zit = zi,t−1 if t+ P > T + 5.
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Appendix Figure A1: Additional estimators not using proxies or instruments across DGPs. The true treatment effect is depicted in solid black.
For each value of k indicated on the x-axis, the series correspond to the 2.5th (dotted, marked by x’s), 50th (solid, marked by +’s), and 97.5th (dotted,
marked by x’s) percentiles across 1000 simulations for each δ̂k. The first row (“Two-way fixed effects”) implements a two-way fixed effects estimator.
The second row (“Controlling for xit”) includes the proxy xit directly in the controls qit. The third row (“Unit-specific linear trend”) allows for
unit-specific linear time trends.
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Appendix Figure A2: Synthetic control estimators across DGPs. The true treatment effect is depicted in solid black. For each value of k indicated
on the x-axis, the series correspond to the 2.5th (dotted, marked by x’s), 50th (solid, marked by +’s), and 97.5th (dotted, marked by x’s) percentiles
across 1000 simulations for each δ̂k. The right axis depicts the estimated treatment effect relative to the synthetic control. On the left axis, estimates are
normalized such that the median treatment effect is zero the period before the event. The donor pool for unit i in cohort t∗(i) consists of all units j
with t∗(j) > t∗(i) + 5 and all units j that never adopt the policy, and weights are chosen to fit the path of the outcome variable in all periods prior
to t∗(i). The first row (“Two-way fixed effects”) implements a two-way fixed effects estimator. The second row (“Synthetic control (Simplex)”)
estimates δ̂k using the synth package (Abadie et al. 2020), restricting the weights on the donor units to the simplex. The third row (“Synthetic control
(Unconstrained)”) estimates δ̂k using the augsynth package (Ben-Michael et al. 2020), allowing donor weights outside the simplex but imposing an
ℓ2-penalty of 0.001.
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Appendix Figure A3: Additional estimator using proxies and instruments across DGPs. The true treatment effect is depicted in solid black. For
each value of k indicated on the x-axis, the series correspond to the 2.5th (dotted, marked by x’s), 50th (solid, marked by +’s), and 97.5th (dotted,
marked by x’s) percentiles across 1000 simulations for each δ̂k. The first row (“Two-way fixed effects”) implements a two-way fixed effects estimator.
The second row (“Instrumenting for x1it with second proxy x2it”) considers a measurement-error correction, assuming the availability of two proxies for
the confound, by instrumenting for one proxy, x1it, with the other, x2it.
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Furthest lead Event-time coefficient Furthest lag

Weights from a single realization
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Appendix Figure A4: Graphical illustration of weights underlying coefficients. The figure shows the estimated weights underlying the coefficients
δ−6 (“Furthest lead”), δ0 (“Event-time coefficient”), and δ5 (“Furthest lag”) from the model in (2) with M + LM = 5 and G+ LG = 5. In each plot,
the shading of each cell denotes the absolute estimated weight that corresponds to the given cohort and event time, and the symbol (+ or −) denotes
the sign of the estimated weight. The first row (“Weights from a single realization”) shows the estimated weights from a single realization from the
“Mean-reverting trend” DGP. The second row (“Weights averaged over 100 realizations”) shows the average estimated weights across 100 realizations
of the “Mean-reverting trend” DGP. The weights are defined following Proposition 1 of Sun and Abraham (2021) and estimated following equation
(13) of Sun and Abraham (2021) using the package eventstudyweights (Sun 2021).
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