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ABSTRACT

Matched product data is collected from the leading online grocers in the U.S. The same exact products are identified in scanner data. The paper documents pricing strategies within and across online (and offline) retailers. First, online retailers exhibit substantially less uniform pricing than offline retailers. Second, online price differentiation across competing chains in narrow geographies is higher than offline retailers. Third, variation in offline elasticities, shipping distance, pricing frequency, and local demographics are utilized to explain price differentiation. Surprisingly, pricing technology (across time) magnifies price differentiation (across locations). This evidence motivates a high-frequency study to unpack the patterns of algorithmic pricing. The data shows that algorithms: personalize prices at the delivery zipcode level, update prices very frequently and in tiny magnitudes, reduce price synchronization, exhibit lower menu costs, constantly explore the price grid, and often match competitors’ prices.
1 Introduction

The Internet has reduced the barriers to search, allowing consumers to explore products and prices across platforms at a lower cost (Bakos (1997); Brown and Goolsbee (2002)). One would imagine that this has led to vast price transparency and convergence, both within a firm and across competing firms. At the same time, the Internet fostered information and communications technologies (Brynjolfsson and McAfee (2014); Ford (2015); Forman and Goldfarb (2020)) that exploit customization opportunities. In fact, a recent technology referred to as algorithmic pricing, in which computer algorithms constantly train to optimize prices, allows firms to introduce remarkable flexibility in price setting.

This paper shows that online grocery retailers implement pricing strategies that trade-off between uniform pricing and algorithmic pricing. Features that signal advances in pricing technology magnify online price differentiation. This is surprising: algorithmic pricing is typically associated with high-frequency price changes (Calvano et al. (2020); Assad et al. (2020)) and does not imply anything for price differentiation across consumers, making purchase decisions in different locations for the same products in a given point in time.

![Figure 1: Algorithmic Pricing and Price Differentiation](image)

Notes: Algorithmic pricing and price differentiation between two delivery zipcodes, pooling all zipcode pairs for the same retailer-product-timestamp combination. The details are discussed in Section 5 using high-frequency data from Amazon and Walmart. The shaded band indicates a 95% confidence interval.

Figure 1 provides a compelling visual perspective. A higher intensity of algorithmic pricing (as determined by daily price changes) magnifies the price differentiation, for the same product and timestamp, across two delivery zipcodes. This is remarkable because price differentiation is a cross-section property and algorithmic pricing is a time-series property; and in principle these two properties need not be related. The intuition for why this occurs, as we describe later, is that algorithmic pricing personalize prices at the delivery zipcode level, which exacerbates non-uniform pricing. This strategy allows for great flex-
ibility, such as: price grid experimentation, tiny price changes, non-synchronization, and price matching.

Online groceries represent a meaningful part of the CPI expenditures and of the U.S. economy. In 2019, the U.S. retail e-commerce industry reached $600 billion in sales; and despite representing 11% of total retail sales, it grows at an annual rate of 16%, compared to 3% in offline sales (U.S. Census Bureau (2020)). Even faster growth, close to 20%, is taking place in online groceries (New York Times (2018)). The COVID-19 pandemic exacerbated this trend: online groceries reached record sales in May 2020, increasing 450% with respect to August 2019 (Financial Times (2020)).

We make a methodological contribution to study pricing strategies in the context of online groceries, which can be summarized as follows. First, we collect price data from the leading U.S. online grocery retailers; critically, data for a given product is collected at the same time across retailers and across locations. Additionally, we collect price data intra-day to capture the patterns of algorithmic pricing. Second, online products are carefully matched with Nielsen’s scanner data. This allows us to study the three key dimensions of price setting between online and offline grocers: pricing across locations, pricing across retailers, and pricing across time.

We begin the paper by documenting that online price dispersion is larger than offline price dispersion. In particular, we show that online grocers have higher measures of non-uniform pricing within the chain and across locations; the estimates of offline uniform pricing closely follow DellaVigna and Gentzkow (2019). We also show that online price dispersion, across competing chains and within a delivery zipcode, is higher than the offline equivalent specification. These results indicate that the online grocery market is far from a frictionless price convergence, especially when compared to electronics and durables.

We decompose price dispersion in relative prices between chain and location effects. We find that over half of the price variation is explained by chain effects, but there is a meaningful residual explained by the retailer-zipcode. In contrast, the retailer-store effect in offline data accounts for a small portion of price variation (Nakamura (2008); DellaVigna and Gentzkow (2019); Hitsch, Hortacsu and Lin (2019)). We then proceed to understand price differentiation within a chain. We estimate offline elasticities (for the same product and city), and find that offline elasticities are informative for offline price dispersion and, importantly, for online price dispersion. Intuitively, the variation in offline elasticities is arguably informative about the variation in online elasticities. We also find that shipping costs explain price differentiation across locations, suggesting that retailers price-in some shipping and handling charges in the products’ prices. Interestingly, local demographics are not a critical determinant. Perhaps most surprisingly is that pricing technology explains

---

1Recent studies related to uniform pricing include, for example, Nakamura (2008); DellaVigna and Gentzkow (2019); Hitsch, Hortacsu and Lin (2019) using scanner data, and Cavallo, Neiman and Rigobon (2014); Aparicio and Cavallo (2021); Cavallo (2018a) using online data. See also Orbach and Einav (2007); Aparicio and Rigobon (2020) for uniform pricing across differentiated goods.
variation in prices across locations. Said differently, a lower price stickiness in a given delivery zipcode amplifies the price differentiation, for the same product and time, between that and another delivery zipcodes.

Taking a step back from the singularities of online groceries, the evidence informs that advances in pricing technology have more implications than commonly assumed. To better understand the scope and patterns of this technology, and more precisely of algorithmic pricing, we collect matched product data in high-frequency intervals for the two leading online grocers in the U.S.

We initially document that prices change very frequently and with great flexibility. The probability of a price change intra-day is 7% and in two consecutive days is over 11%. In Amazon, 48% of the products have experienced at least one price change during a week. These estimates reflect that price durations are decreasing considerably, relative to studies using online or offline data in the past decade, and illustrate the rise of algorithmic pricing. Relatedly, the sizes of the price changes are significantly smaller, consistent with the premise that algorithmic pricing overcomes some menu costs: close to 70% of the daily price changes are within 50 cents. This is important because price changes in offline stores are subject to many in-labor organizational obstacles (Zbaracki et al. (2004); Anderson, Jaimovich and Simester (2015)).

In addition to increasing the frequency and lowering the sizes of price fluctuations, algorithmic pricing allows to expand the price grid. We show that online grocers tend to constantly explore distinct prices. That digital platforms augment the price grid may not be itself surprising, but it is when compared with the striking evidence of “discrete” pricing (Levy et al. (2011); Anderson, Jaimovich and Simester (2015); DellaVigna and Gentzkow (2019); Ilut, Valchev and Vincent (2020); Aparicio and Rigobon (2020); Stevens (2020)) and calls for further research to understand price setting frictions across channels. For example, these set of studies show that often retailers set equal prices not just across locations but even across variants or categories of products. In contrast, algorithmic pricing breaks the discrete menu of prices across locations and across time.

The high-frequency data also allows to study synchronization of price changes. Several results are noteworthy. First, synchronization is nearly zero across retailers. In other words, a given retailer-zipcode-hour does not seem more likely to change a price when the competing retailer changes the price for the same zipcode-product, even when looking at 24-hour windows. Second, there is some degree of synchronization within the same retailer, across locations and for the same product, within hours. However, those price changes are often in the opposite direction. In contrast, price changes in offline retailers are remarkably synchronized, i.e. stores of the same chain tend to increase (or decrease) prices together. This flexibility in updating prices is, once again, another novel scope of algorithmic pricing.

The lack of price convergence or the lack of synchronization across competing retailers might give the impression that retailers optimize prices somewhat in isolation, e.g.
their technology is not mindful of competitor prices. This is incorrect. We find that retailers often price-match each other’s price for the same product and delivery zipcode. The patterns of price matching are also interesting. Price matching tends to occur on prices that are on average lower (for both the retailer matching and the retailer being matched). In particular, approximately 83% of the matching events take place on prices that are below the median price. Moreover, price matching is associated with lowering prices approximately 2.7%. While this suggestive evidence should not be generalized, it speaks to Miklós-Thal and Tucker (2019)’s theoretical work that algorithmic pricing can sometimes lead to lower prices and thereby increase consumer surplus.

The rest of the paper is organized as follows. Section 1.1 reviews the literature. Section 2 describes the data and the collection methodology. Section 3 documents facts about online and offline price differentiation and Section 4 explains its main drivers. Section 5 documents patterns of algorithmic pricing. Section 6 concludes.

1.1 Related Literature

This paper relates to two main bodies of literature. We relate to an abundant empirical literature on supermarket pricing. In the area of price stickiness, see Bils and Klenow (2004); Nakamura and Steinsson (2008, 2013) using BLS micro data data, Cavallo and Rigobon (2016); Gorodnichenko and Talavera (2017); Cavallo (2018b) using online prices, and Klenow and Malin (2010); Eichenbaum, Jaimovich and Rebelo (2011); Campbell and Eden (2014); Anderson et al. (2017) using scanner data. In the area of price dispersion, see Elllickson and Misra (2008); Arcidiacono et al. (2019); Eizenberg, Lach and Yiftach (2016); Kaplan et al. (2019); DellaVigna and Gentzkow (2019); Hitsch, Hortacsu and Lin (2019); Adams and Williams (2019); Mojir and Sudhir (2020) using offline data and Baylis and Perloff (2002); Chevalier and Goolsbee (2003); Boivin, Clark and Vincent (2012); Overby and Forman (2015); Aparicio and Cavallo (2021); Cavallo (2018a); Goldfarb and Tucker (2019) using online data. These studies examine in great detail one dimension of price setting (e.g., competition across sellers), and the offline and online channels separately. We build upon these studies by documenting stylized facts in online groceries within and across chains, across channels, and over time. Our dataset is, to the authors’ knowledge, the first effort in combining time precision (the same product collected at the same time across locations and retailers) and product precision (the same product matched across retailers). A set of carefully matched products has several advantages (Section 2); critically, it allows to map online data with scanner data and to rule out pricing differences due to assortment composition. Hwang, Bronnenberg and Thomadsen (2010) discuss the importance of assortment overlap between supermarket chains.

We also relate to a growing literature on high-frequency pricing. Jank and Kannan (2005); Shiller et al. (2014); Fisher, Gallino and Li (2017); Dubé and Misra (2019) discuss how dynamic or personalized pricing can increase revenue. Chen, Mislove and Wilson
(2016); Miklós-Thal and Tucker (2019); Calvano et al. (2020); Brown and MacKay (2021); Asker, Fershtman and Pakes (2021) discuss competition incentives due to machine-based algorithms. While these studies focus on a different industry, our results provide complementary perspectives to the advances of algorithmic pricing. We describe novel patterns using a high-frequency dataset across matched locations; a collection effort that, to the authors' knowledge, is seldom available in online groceries.

2 Data

We collect price data from the leading online grocery retailers in the United States: Amazon Fresh, Walmart Grocery, FreshDirect, Peapod, Jet, and Instacart. In the case of Instacart, we collected prices for Safeway, CVS, and Whole Foods; each sets its own prices on the Instacart platform (Instacart (2019)). These retailers have various market shares and geographic footprint, e.g. Amazon Fresh accounts for about 15-20% of the online grocery market and FreshDirect holds close to 60% of the market in New York City (New York Times (2020)). Throughout the paper price observations are weighted by market shares. As per industry reports, we use Amazon (0.35), Walmart (0.25), Peapod (0.13), FreshDirect (0.07), Jet (0.04), and Instacart (0.18). Robustness specifications are discussed in the Appendix.

The data covers fresh produce, packaged food, and cleaning and personal care products. See Appendix A.1 for a list of products. In order to avoid too much traffic for websites, we focus on 30 zipcodes which are among the most populated cities in the U.S. However, we also choose cities that maximize geographic coverage. In the Appendix we show robustness results using data collected from 109 zipcodes.

For each retailer, we created scripts that would enter a zipcode into the website and then collect prices. A random VPN was also used to test robustness of data collection from different originating IP Addresses. Data was collected at the end of each month, and each retailer-zipcode data was collected within minutes. We then matched each of the products across all retailers. See Appendix A.2 for methodological details on collecting online data.

We collected two additional online datasets. We collected price data in high-frequency intervals (hours difference within a day) for Amazon and Walmart during about three months. This dataset represents, to the best of the authors’ knowledge, the first high-frequency effort in online groceries. In addition, we collected category-wide data for all retailers, allowing to utilize a retailer’s entire price distribution (after normalizing prices across categories and units of measurement).

The second main dataset is Nielsen’s Retail Scanner (RMS) data, which is provided by the Kilts Center at the University of Chicago. This data covers sales and prices at the store, week, and UPC level. We primarily use the 2017 dataset which is the latest available, but we also complement the analyses using all 2006-2017 RMS datasets. We restrict the sample to the set of matched products, to stores located in the same cities as those in the online data.
(Nielsen’s data includes the city but not the zipcode of the store), and to grocery retailers. See Appendix A.3 for methodological details. These cities account for approximately 40% of the observations in the RMS data. In the Appendix we report robustness results using all retail formats (not just grocery chains). Moreover, the results are similar using the 2016 RMS dataset. None of the chains are merged with the online data because retailer identifiers are masked in the Nielsen data.

Third, we collected zipcode-level covariates. We obtained the geographic coordinates and computed pairwise distances using the World GWGS 84 model (U.S. Department of Defense (2014)). In addition, we obtained home values from Zillow Research (2018), income per capita and education from the 2014-2018 American Community Survey (ACS) from U.S. Census (2019), and population from the U.S. Decennial Census of Population and Housing in 2010. We calculated the average measure within a 10-mile radius of each delivery zipcode following NBER (2017).

Overall, the data covers 88 distinct matched online products, of which 82 are identified in the scanner data. There are 23,734 price observations in the baseline dataset, 147,517 observations in the high-frequency dataset, and 302,537 observations in the scanner dataset. Appendix A.4 shows additional summary statistics. The map in Appendix A.5 depicts the delivery locations. The average and median home values of the 30 zipcodes is $648,437 and $420,200, respectively.

### 3 Price Differentiation

We study price differentiation in online groceries using a set of matched products. We distinguish between two forms of price differentiation: within the same retailer (across locations), and across retailers (within the same location or across locations). We find that price dispersion across retailers is at least three times the price dispersion within retailers, and that online price dispersion is larger than offline price dispersion.

It is useful to start with one example: Oreo’s. How similar are the prices of the same exact Oreo’s product across online delivery locations and across offline stores? We compute the price difference between all retailer-location pairs of the same chain, and between pairs of different chains. A measure of dispersion is the percent of pairs that are (almost) identical. Figure 2 indicates that the share of identical prices is larger within chains than across chains; and in both cases identical prices are less likely online than offline.
3.1 Uniform Pricing

Uniform pricing is often defined as the practice of setting the same prices across locations (or even across products) within the same retail chain. Uniform prices have been documented in scanner data (Anderson, Jaimovich and Simester (2015); DellaVigna and Gentzkow (2019); Hitsch, Hortacsu and Lin (2019)) and in durable products in the online channel (Cavallo, Neiman and Rigobon (2014); Cavallo (2018a); Aparicio and Rigobon (2020)). However, there is no comprehensive evidence of pricing behaviors across geographies and across retailers in the online grocery market, or about the extent to which those behaviors are similar online and offline for the same set of matched products.

We measure uniform pricing following standard methods in the literature. We first compute pairwise price differentials at the product, time, and retailer level across all locations. We then compute the percent difference in absolute value between two prices:

\[
\text{Price Difference}_{s,s'}^{t,i} = \frac{|p_{s,r}^{t,i} - p_{s',r'}^{t,i}|}{(p_{s,r}^{t,i} + p_{s',r'}^{t,i})/2} \times 100
\]  

Where \( p_{s,r}^{t,i} \) denotes the price of item \( i \) in location \( s \), retailer \( r \), at time \( t \). For notation simplicity we define a retailer x location as a retailer-zipcode (retailer-store) in the case of online (offline) data. \( \text{Price Difference}_{s,s'}^{t,i} \), in equation (1) denotes the percent difference, in absolute value, for item \( i \) between a retailer location \( s \) and \( s' \) at time \( t \). Note that in the case of the online data \( t \) stands for (nearly) the same timestamp; in the case of scanner data, \( t \) stands for the same week. We now focus on within-retailer price pairs and therefore \( r = r' \). However, equation (1) allows the specification for price pairs across retailers in either the same location or in different locations.
A second measure of uniform pricing is the share of identical prices:

\[ I_{s,s'}^{t,i} = 1 \text{ if } p_{s,r}^{t,i} = p_{s',r}^{t,i}, 0 \text{ otherwise} \]  

(2)

Where \( p_{s,r}^{t,i} \) is defined similarly. In the case of within-retailer pairs, the indicator \( I_{s,s'}^{t,i} \) takes value one when the price of the item \( i \), retailer \( r \), at time \( t \) is the same between two locations \( s \) and \( s' \).

The results are shown in Table 1. We report the median and mean of all price differences, as defined in equation (1). We also report the average share of identical prices, as defined in equation (2). We distinguish between price differentiation computed on price pairs of retailer-locations within and across states. Appendix B shows robustness results using data collected from multiple zipcodes within cities.

Online retailers have higher measures of non-uniform pricing. The mean share of identical prices across states is 40.3% online and 63.0% offline. The median and average percent difference in pairwise prices is 4.9% and 9.8% online, respectively; while the equivalent measures are 0% and 7.0% offline. The estimates of offline price dispersion follow those in DellaVigna and Gentzkow (2019). For instance, they report a share of 68% identical prices within a metropolitan area using all retail formats; similarly, we find a share of 73.8% identical prices within the same state using all formats of retail chains (Appendix B.2) and 78.2% identical prices within the same state using grocery chains.

Table 1: Price Dispersion Within Retailers

<table>
<thead>
<tr>
<th></th>
<th>Online data</th>
<th>Scanner data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Within-State</td>
<td>Across-State</td>
</tr>
<tr>
<td>(1) Share of identical prices (%)</td>
<td>66.1 (0.65)</td>
<td>40.3 (0.12)</td>
</tr>
<tr>
<td>(2) Median price difference (%)</td>
<td>0</td>
<td>4.9</td>
</tr>
<tr>
<td>(3) Mean price difference (%)</td>
<td>5.2 (0.15)</td>
<td>9.8 (0.03)</td>
</tr>
<tr>
<td>Fresh</td>
<td>6.4 (0.34)</td>
<td>11.6 (.08)</td>
</tr>
<tr>
<td>Packaged</td>
<td>4.9 (0.17)</td>
<td>9.5 (0.04)</td>
</tr>
<tr>
<td>Cleaning</td>
<td>3.7 (0.27)</td>
<td>6.5 (0.06)</td>
</tr>
<tr>
<td>(4) Price pairs</td>
<td>5,318</td>
<td>166,185</td>
</tr>
</tbody>
</table>

Notes: Price dispersion is computed for price pairs of the same product, within retailers, across locations of the same state or across locations of different states. Results using all price pairs weighted by retailers’ market shares. Standard errors reported in parenthesis.

Price dispersion tends to decrease with the perishability of the product, but among each type of product online price dispersion is larger than the offline. For instance, in the

---

9 In contrast to weekly-average scanner data, online data allows to compute exact price differentials of matched products in the same day. We consider two prices as identical when the percent difference is within 0.01%. Prices at Nielsen’s scanner data are available at the weekly level and weighted by units sold. Due to measurement error, rounding, liquidation, or noise in the actual price points, we bin prices to 5% intervals. We find similar estimates rounding prices to 10 cents.
case of the online price dispersion across states, price dispersion is 11.6% in fresh produce, 9.5% in packaged food, and 6.5% in personal care and cleaning products. The equivalent measure is 6.6%, 7.6%, and 3.6% in the scanner data, respectively.

Interestingly, the share of identical prices is over 90% for private labels in the online data. Although the sample is small, these are products for which one might expect the greatest price flexibility (i.e., more control over prices). These findings complement McShane et al. (2016)’s evidence of significantly higher price stickiness for private label products. Further research is needed to understand how wholesale price negotiation with upstream producers or brand-image concerns affect decisions for private labels.

### 3.2 Price Segmentation

The online grocery industry is reportedly under increasing competition (New York Times (2018); Bloomberg (2018a)). The industry has recently experienced large acquisitions; two prominent examples are Walmart’s acquisition of Jet for $3.3 billion, and Amazon’s acquisition of Whole Foods for $13.7 billion. And it is experiencing a surge of partnerships in a race to make delivery faster and wider (Wall Street Journal (2018); de Castro (2019)).

It is therefore natural to wonder how price dispersion across competing retailers compares with that of within retailers. We proceed using the same methods as in Section 3.1. Once again, online price dispersion is found to be significantly larger than offline.

The results are shown in Table 2. Price dispersion is computed within a location (price pair between two online retailers, in the same zipcode, at the same time) and across states (price pair in two cities in different states). Two results are noteworthy. First, online price dispersion across retailers is larger than the offline equivalent. This fact is observed both within and across locations. Consider two retailers located in the same location (columns (1) and (3)). In the online data, the share of identical prices and the average price difference is 6.7% and 25.8%, respectively. The equivalent measures are 31.5% and 15.7% offline, respectively. Now consider retailers in different states (columns (2) and (4)). The share of identical prices and the average price difference is 5.0% and 26.3% online, respectively; and they are 16.5% and 20.5% offline, respectively.

Moreover, price dispersion is found to increase for perishable items, and among each type the estimates are larger online than for the same products offline. For instance, within a narrow location, the average price difference is 28.3% for fresh products, 25.8% for packaged products, and 18.9% for cleaning and personal care products. When computed offline, the estimates are 16.5%, 15.4%, and 11.5%, respectively.

The second finding is that, if we compare Table 1 and Table 2, price dispersion across chains is substantially larger than within chains. In fact, price dispersion across chains in the same city is between three to five times the price dispersion within chains in the same state.

---

3Jet recently launched a new online grocery platform in New York (Bloomberg (2018b)). We collected prices for this new platform and found even larger estimates of non-uniform pricing.
Consider the online case. The average price difference, within chains, within states and across states, is 5.2% and 9.8%, respectively; and the equivalent measures, across chains, are 25.8% and 26.3%. A similar behavior is observed in the offline data. The average price difference, within chains, is 3.4% and 7.0% for the corresponding specification; and across chains it is 15.7% and 20.5%.

Table 2: Price Dispersion Across Retailers

<table>
<thead>
<tr>
<th></th>
<th>Online data</th>
<th>Scanner data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Within-Zipcode</td>
<td>Across-State</td>
</tr>
<tr>
<td>(1) Share of identical prices (%)</td>
<td>6.7 (0.16)</td>
<td>5.0 (0.04)</td>
</tr>
<tr>
<td>(2) Median price difference (%)</td>
<td>21.6</td>
<td>22.3</td>
</tr>
<tr>
<td>(3) Mean price difference (%)</td>
<td>25.8 (0.14)</td>
<td>26.3 (0.04)</td>
</tr>
<tr>
<td>Fresh</td>
<td>28.3 (0.36)</td>
<td>29.0 (0.09)</td>
</tr>
<tr>
<td>Packaged</td>
<td>25.8 (0.16)</td>
<td>26.2 (0.04)</td>
</tr>
<tr>
<td>Cleaning</td>
<td>18.9 (0.25)</td>
<td>19.1 (0.07)</td>
</tr>
<tr>
<td>(4) Price pairs</td>
<td>25,239</td>
<td>357,560</td>
</tr>
</tbody>
</table>

Notes: Price dispersion is computed for price pairs of the same product, across retailers, within the same zipcode and across zipcodes (from different states). Results using all price pairs weighted by retailers’ market shares. Standard errors reported in parenthesis.

Interestingly, chains’ price segmentation is remarkably stable across locations and products. A machine learning classification is illustrative: five random products from two retailers can predict which retailer is more expensive with 75% accuracy. Appendix D shows additional evidence. Appendix B reports robustness specifications.4

4 Explaining Online Price Differentiation

4.1 Decomposition

The evidence in Section 3 motivates a decomposition of price variation into retailer, product, and retailer-zipcode effects. We estimate the following variance decomposition model:

\[ p_{i,z}^r = \alpha_i + \beta_r + \gamma_{i,r} + \epsilon_{i,z,r} \] (3)

The price \( p_{i,z}^r \) (in natural logs) of product \( i \) in location \( z \) of retailer \( r \) can be decomposed into four components: a product effect, \( \alpha_i \); a retailer effect, \( \beta_r \); a retailer-product effect, \( \gamma_{i,r} \); and a retailer-zipcode effect, \( \epsilon_{i,z,r} \).

---

4We report results from a fixed-effects model controlling for product- and time- fixed effects. We replicate the analysis using data from 109 zipcodes. In this case, the data includes multiple zipcodes within a city. We also replicate the analysis using a random subset of products. In addition, we report results on online price dispersion using equal-sampling, equal-weights in retailers’ price pairs. Finally, we replicate the analysis of offline price dispersion using data from all formats (not just grocery chains).
and a residual $e_{i,z,r}$ that captures variation in prices for the same product across different delivery zipcodes of the same chain.

This model is similar to Kaplan et al. (2019) using scanner data, but ignoring autocovariances that would exist with time lags in equation (3). We explain variation in relative prices, and therefore we subtract the mean price of each product. Each term in equation (3) is computed through sequential linear regressions (i.e., first with retailer indicators, then retailer-product indicators), obtaining the corresponding residual variance, computing its share (subtracted from that of the previous regression, and as a share of price variance). Robustness specifications are discussed in Appendix C.1.

Results are shown in Panel (a) in Figure 3. The retailer effect explains about 30% of the variation in prices, and the retailer-product effect explains about 40%. Therefore, the residual, which is attributed to the retailer-zipcode effect (a given chain setting different prices across zipcodes) explains close to 30%. Note this is a lower bound because the retailer-zipcode effect is included last in the sequential regressions.

Instead of assuming a particular form of price decomposition, we can alternatively explain variation in prices through feature importance methods in machine learning. We use a random forest because it allows to include a larger number of features (while decorrelating trees when the features are correlated) and it allows two extract two interpretable measures of feature importance (Breiman (2001)). We train a random forest with
k-fold cross-validation that minimize MSE (mean squared error), and then estimate feature importance predicting normalized prices. We include a set of covariates: retailer, retailer x delivery zipcode, state, collection date, income per capita, home values, and population.

Results are shown in Panel (b) in Figure 3. Feature importance is measured by the node impurity, i.e. the residual sum of squares from splitting on the relevant feature, averaged over all trees. For instance, the estimates can be interpreted as indicating that the chain component is responsible for about 45% of the information gain in the training process. We also find that the retailer-zipcode accounts for a similar portion, while local demographics are less predictive. The random forest analysis is useful because it provides intuitive and model-free evidence of the substantial non-uniform pricing across locations. Appendix C.1 shows robustness results.

4.2 Price Elasticities

We now explore the degree to which price elasticities are informative of online price dispersion. There are a number of ways to compute price elasticities in the literature. We follow similar reduced-form specifications to Nijs et al. (2010); DellaVigna and Gentzkow (2019); Hitsch, Hortacsu and Lin (2019).

We pool the 2015-2017 scanner datasets together, requiring at least 80% of price observations available in a given store-product pair. We then estimate the following fixed effects model:

\[
\log(q_{s,i,t}) = \alpha + \eta_{s,i} \log(p_{s,i,t}) + \gamma_{s,i,y} + \epsilon
\]  

Where we regress log units sold of product \(i\) in store \(s\) in week \(t\) \((q_{s,i,t})\) on log weekly price \((p_{s,i,t})\), and including a store-product-year fixed effect \((\gamma_{s,i,y})\). We estimate equation (4) for each store-product pair separately. Therefore, \(\hat{\eta}_{s,i}\) denotes the own-price elasticity of product \(i\) in store \(s\), which will be used in explaining offline price dispersion.\(^5\) Because it is not possible to perform a map between store-product elasticity and online prices, additionally we re-estimate equation (4) at the product-DMA level (e.g., Los Angeles CA is a DMA), including a fixed effect for product-DMA-week \((\delta_{i,m,t})\). The corresponding \(\hat{\eta}_{i,m}\) denotes the own-price elasticity of product \(i\) in city \(m\), which will be used in explaining online price dispersion. The histogram of the elasticities is depicted in Appendix C.2. The median own-price elasticity is -2.52 when computed at the store-product level and it is -2.15 at the DMA-product level.

We then explain price differentiation (Section 3) using the price elasticities for each

\(^5\)It is also possible to follow DellaVigna and Gentzkow (2019)’s approach of instrumenting log weekly price \((p_{s,i,t})\) with the average price of the same product, in the same retail chain, but of stores located in different areas. Like that study, we find that both own-price elasticities are similar (correlation of 86.3% and median absolute difference of 0.23); since focusing on matched cities between online and offline yields fewer IV elasticities, we report own-price elasticities obtained using equation (4).
corresponding product. We consider several models that take the following form:

\[
\Delta(p_{s_i,t}, p_{s_0,i,t}) = \alpha + \beta \Delta(\hat{\eta}_{s,i}, \hat{\eta}_{s_0,i}) + \zeta_t + \gamma_t + \delta_m + \epsilon
\]  

(5)

Where \(\Delta(p_{s,i,t}, p_{s',i,t})\) denotes the pairwise price differential between two retailer-location pairs of the same chain (or different chains), in percentage terms; \(\Delta(\hat{\eta}_{s,i}, \hat{\eta}_{s',i})\) denotes the elasticity differential between stores \(s\) and \(s'\) (or DMAs \(m\) and \(m'\)); and \(\zeta_t, \gamma_t, \delta_m\) denote a set of product-, time-, and DMA- fixed effects, respectively. We estimate several specifications of equation (5): the price differential in absolute terms, the elasticity differential in absolute terms, the average elasticity (\(\bar{\eta}\)) for a given product between two stores (or for a given product in a DMA), and the standard deviation of elasticities across retailers for a given product in a DMA (\(\sigma(\eta)\)). For simplicity we report summary results below; Appendix C.2 shows additional specifications.

Note that, while in the offline data we can map the price dispersion between two store-product pairs with their store-product elasticities, the same is not feasible in the online data. However, an analogous approximation is to map the delivery zipcodes with their corresponding DMAs in the scanner datasets, and then use elasticities estimated at the product-DMA level as described above.

Table 3: Price Elasticities and Price Dispersion

<table>
<thead>
<tr>
<th>Dispersion</th>
<th>Elasticity</th>
<th>Within Retail Chains, Across DMAs</th>
<th>Across Retail Chains, Within DMAs</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta(p_{s,i}, p_{s'} | i, t))</td>
<td>(\Delta(\eta_{s}, \eta_{s'}))</td>
<td>Scanner (1)</td>
<td>Online (2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.13 (0.11)</td>
<td>0.52 (0.11)</td>
</tr>
<tr>
<td>(</td>
<td>\Delta(p_{s,i}, p_{s'} | i, t)</td>
<td>)</td>
<td>(\bar{\eta}(\eta_{s}, \eta_{s'}))</td>
</tr>
</tbody>
</table>

Product FE | YES | YES | YES | YES |
Time FE | YES | YES | YES | YES |
DMA FE | YES | YES | YES | YES |

Notes: Table reports the coefficients of estimating several specifications of equation (5): the left-hand side price dispersion outcome is indicated in the Dispersion column and the right-hand side elasticity-based measure is indicated in the Elasticity column. Robust standard errors in parenthesis. Models are estimated separately using price pairs weighted by retailers’ market shares and including product-, time-, and DMA- fixed effects.

Table 3 shows the results. Overall, we find precisely estimated coefficients with the correct economical sign. First, consider the set of results in columns (1)-(2), explaining price dispersion across locations within the same chain. We find that a more price-sensitive demand in one location relative to another location, the larger the price differentiation between those retailer-location pairs. For instance, an additional elasticity differential point relates to 1.13 additional percentage points in relative prices.
Second, consider the set of results in columns (3)-(4) which explain price dispersion across retailers within a location. We also find a positive coefficient between the elasticity differential and the price differential, i.e. the 2.40 point estimate in column (3). The second model estimates the relationship between price dispersion and the average elasticity (between two store-product pairs for offline, or a product-DMA for online). The coefficients indicate that a lower average elasticity (a more price-sensitive demand) accounts for a lower price dispersion for a given product across competing retailers. For example, an additional elasticity point relates to 1.52 additional percentage points in online relative prices.

While we lack online demand to compute online elasticities, arguably the cross-market variation in offline elasticities is informative about the cross-market variation in online elasticities. The results indicate that variation in offline sensitivity is informative of the online price dispersion. Most importantly, a more price-sensitive demand drives a higher online price convergence, both across competing retailers (within the same city) and across locations (within the same retailer).

4.3 Shipping Costs

In the same vein, we study whether shipping costs explains price dispersion within a chain. Although data on shipping costs is not available, shipping costs are intrinsically related to the distance between the distribution facility and the delivery zipcode (Houde, Newberry and Seim (2017)). We collect data on the location of the fulfillment centers and offline stores, and define the shipping distance as the distance between the target zipcode and the closest location fulfilling the order.\footnote{Data on the location of the facility fulfilling an online order is not publicly available. We set up programs that enter a zipcode and retrieve the zipcodes of the offline stores or distribution centers.} Formally, $d_{r,z} \equiv \min_{z'} \text{dist}(z - f), \forall f \in F_r$.

We explain geographic price differentiation estimating the following model:

$$
\Delta(p_{i,t}^{r,z}, p_{i,t}^{r,z'}) = \alpha + \beta \Delta(d_{r,z}, d_{r,z'}) + \zeta_i + \gamma_t + \epsilon
$$

(6)

Where $\Delta(p_{i,t}^{r,z}, p_{i,t}^{r,z'})$ denotes the pairwise price differential for product $i$ and retailer $r$ at time $t$ between zipcode $z$ and zipcode $z'$, in percentage terms; $\Delta(d_{r,z}, d_{r,z'})$ denotes the distance differential between their corresponding fulfillment centers (between the distance from zipcode $z$ to its fulfillment location and the distance from zipcode $z'$ to its fulfillment location); $\zeta_i$ and $\gamma_t$ denote a series of product- and time- fixed effects, respectively. Therefore, equation (6) allows to test whether the relative distance to the fulfillment center is priced-in in the relative prices for the same exact product.

Summary results are shown in Table 4; the complete set of specifications are presented in Appendix C.3. Overall, the coefficients are precisely estimated and indicate that delivery distances (thereby shipping costs) drive geographic price variation within the chain. Consider the results in columns (1) and (2). The coefficients indicate that 10 ad-
ditional miles increases the difference in pairwise prices by 0.14 percentage points, and that an additional 1 log point distance increases prices by 0.14 percentage points, respectively. Importantly, these specifications are estimated for retailer-location pairs for which their closest (most plausible) fulfillment center is the same. In other words, we exploit the variation in prices between San Jose and San Francisco for the same set of products in the same retailer and the variation in distance to the fulfillment center, given that both locations are served by the same fulfillment center. These estimates can be interpreted as suggesting that an additional 25 miles increases prices by $0.02 for an average product of $4.4 between two delivery zipcodes of the same retailer.\footnote{Houde, Newberry and Seim (2017) studies the economics of Amazon’s network of fulfillment centers (not Amazon Fresh). The authors find that it costs Amazon between $0.17 and $0.41 to ship a box of $30 for 100 miles. Although we study online groceries (and not just Amazon Fresh), the set of estimates in Houde, Newberry and Seim (2017) provide a benchmark which is qualitatively comparable to Table 4.}

### Table 4: Price Dispersion Across Delivery Zipcodes

<table>
<thead>
<tr>
<th>Within Retailer, Across Zipcodes</th>
<th>Shipping Costs</th>
<th>Pricing Technology</th>
<th>Demographics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>$\Delta(d_{r,z},d_{r',z'})$</td>
<td>0.014</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>log Distance</td>
<td>0.142</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.048)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\bar{p}(p_{r,z},p_{r',z'})$</td>
<td>0.095</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\bar{p}(p_{r,z},p_{r',z'})$</td>
<td>4.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta(\text{Home}<em>{z},\text{Home}</em>{z'})$</td>
<td>0.260</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta(\text{Income}<em>{z},\text{Income}</em>{z'})$</td>
<td>0.280</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.027)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Product FE</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Time FE</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>State FE</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.05</td>
<td>0.04</td>
<td>0.24</td>
</tr>
</tbody>
</table>

Notes: Columns (1) and (2) report results for equation (6); Columns (3) and (4) report results for equation (7); Columns (5) and (6) report results for equation (8) price pairs in the extended dataset (covering multiple zipcodes within a city, as described in Section 2). Model use price pairs weighted by retailers’ market shares and including product-, time-, and state-fixed effects; equation (6) is estimated using multiple zipcodes within a city. Robust standard errors in parenthesis.
across cities. Those findings are consistent with the estimates in Table 4, in the sense that nearby zipcodes in the same city are not only served by the same fulfillment center but also have nearly the same distance to that fulfillment center.

4.4 Pricing Technology

Improvements in pricing technology allow retailers to gain price flexibility and, thereby, increase its frequency of price changes (Assad et al. (2020); Brown and MacKay (2021)). We now connect the price frequency with the degree of non-uniform pricing by estimating the following model:

\[ \Delta[(p_{i,t}^{r,z}, p_{i,t}^{r,z'})] = \alpha + \beta \hat{p}(p_{i,t}^{r,z}, p_{i,t}^{r,z'}) + \zeta_i + \gamma_t + \delta_z + \epsilon \]  

(7)

Where \( \Delta[(p_{i,t}^{r,z}, p_{i,t}^{r,z'})] \) denotes the pairwise absolute price differential, in percentage terms, for product \( i \) and retailer \( r \) at time \( t \) between zipcode \( z \) and zipcode \( z' \); and \( \hat{p}(p_{i,t}^{r,z}, p_{i,t}^{r,z'}) \) denotes the probability of a price change across both price sequences.

The results are shown in Table 4. The point estimates are economically large and statistically precise. A greater intensity of price changes (across time in a given delivery zipcode) magnifies the degree of non-uniform pricing (for the same product and time, between two given delivery zipcodes). Columns (3) and (4) indicate that price differentiation increases approximately 2 percentage points when the frequency increases by 20 percentage points, and that it increases 4 percentage points when at least one of the locations changed prices, respectively.

4.5 Local Demographics

Finally, we explain price dispersion within retail chains, across locations, using a set of demographics measured at the zipcode level. In particular, we estimate the following model:

\[ \Delta(p_{i,t}^{r,z}, p_{i,t}^{r,z'}) = \alpha + \beta \Delta(\text{Income}_z, \text{Income}_{z'}) + \zeta_i + \gamma_t + \epsilon \]  

(8)

Where \( \Delta(p_{i,t}^{r,z}, p_{i,t}^{r,z'}) \) denotes the pairwise price differential between two retailer-location pairs of the same chain, in percentage terms; and \( \Delta(\text{Income}_z, \text{Income}_{z'}) \) denotes the income differential between zipcodes \( z \) and \( z' \). We estimate various specifications of equation (8): differences in home values, in population, and in education.

The results are shown in Table 4; the complete set of specifications are presented in Appendix C.4. Local demographics can explain relative prices between two delivery locations, although the point estimates are (highly significant) relatively small. For instance, prices increase with home values and income; an additional $200,000 and $5,000 in median home values and annual income per capita, respectively, relates to an increase of approximately 0.26 and 0.28 percentage points in prices, which amounts to about 3% in price
dispersion. The results are similar in log differences.

4.6 Summary

The set of findings in Section 4 inform our understanding of the geographic price differentiation. The online grocers exhibit a remarkable flexibility in setting prices at the zipcode level; but interestingly, it is not primarily driven by local demographics. Most importantly, a less price-sensitive demand, a greater intensity of price frequency, and variation in shipping distance magnify the price differentiation across locations. With these ideas in mind, the next Section studies the role of algorithmic pricing.

5 Patterns of Algorithmic Pricing

We use high-frequency hourly data collected during three months for Amazon and Walmart, which account for close to 50% of the online grocery market. We recover the key patterns of algorithmic pricing, such as: frequency, synchronization, price matching, and price exploration. We construct analogous statistics using scanner data of grocery chains; Appendix B.2 reports robustness results using all retail formats.

5.1 Price Stickiness

We begin with estimates on the frequencies of price changes. Because data is collected in high-frequency, we report price changes at various time intervals. Let $L$ be the time interval of interest. A given product $i$ at time $t$ in retailer $r$ and delivery zipcode $z$ experiences a price change when its current price, $p_{t,r,z,i}$, is different from at least one of the prices collected throughout $p_{t-L}^{r,z,i}$. Formally,

$$
\text{Price Change}_{t}^{r,z,i} = 1 \text{ if } \exists h \in L : p_{t}^{r,z,i} \neq p_{t-h}^{r,z,i}
$$

Where the indicator takes value 1 when, e.g. in a weekly interval, the price of a retailer-zipcode-product experienced at least one change during the previous 168 hours (7 days).

In the case of offline data, price changes are defined similarly, but with the simplification that the average price per week for each store-product is reported. Prices in the scanner data are weekly volume-weighted averages, which have been found to overstate frequencies of price changes (Campbell and Eden (2014); Cavallo (2018b)). In order to better account for measurement error, liquidation, or fractional prices in scanner data, we bin prices into 5% bins. This may not alleviate all concerns because, in addition to time-averaging, scanner prices include the effects of coupons or loyalty cards, both of which generate an artificial price change. For example, a single purchase with coupons can induce a price change in that store-product-week even if the tag price remained constant. See
additional discussions in Appendix E.1.

The results are shown in Table 5. First, we document large estimates of daily, and even intra-day, price changes. The probability of a price change within a day is 0.07 and 0.08 in Amazon and Walmart, respectively. The probability between two consecutive days is 0.17 in Amazon and 0.12 in Walmart. The distinction between the two grocers becomes more noticeable at longer intervals. For instance, close to 50% of the products exhibit at least one price change during a given week in Amazon, while in Walmart it occurs for less than 25% of the products. The implied duration is 8.7 days and 10.1 days in Amazon and Walmart, respectively. Interestingly, price changes do not occur uniformly throughout the week. For instance, Amazon’s and Walmart’s frequencies in Wednesday and Thursday, respectively, are an order of magnitude larger than other week days. The results by day of the week are described in Appendix E.2.

![Table 5: Price Stickiness](image)

<table>
<thead>
<tr>
<th>Prob. Price Change</th>
<th>Amazon</th>
<th>Walmart</th>
<th>Scanner</th>
</tr>
</thead>
<tbody>
<tr>
<td>Same day</td>
<td>0.069 (0.002)</td>
<td>0.082 (0.002)</td>
<td>-</td>
</tr>
<tr>
<td>Daily</td>
<td>0.173 (0.002)</td>
<td>0.117 (0.002)</td>
<td>-</td>
</tr>
<tr>
<td>Weekly</td>
<td>0.479 (0.003)</td>
<td>0.231 (.003)</td>
<td>0.317 (0.003)</td>
</tr>
<tr>
<td>Monthly</td>
<td>0.736 (0.004)</td>
<td>0.500 (0.005)</td>
<td>0.578 (0.004)</td>
</tr>
</tbody>
</table>

| Duration | Median duration | 1.2 weeks | 1.4 weeks | 3.0 weeks |

Notes: Probability of price change denotes the average probability of any price change (increase or decrease) at the corresponding time interval. Estimates are an equal-weight average across retailer-zipcode-product. Median implied duration measured as $-1/(\ln(1 - f))$, where $f$ is the ratio of number of price changes to the number of price observations. Standard errors reported in parenthesis.

The online frequencies can be compared, with the caveats mentioned above, with the frequencies in the scanner data. The probability that a store-product exhibits a price change over two consecutive weeks and over a month is 0.32 and 0.58, respectively. The implied duration is 3.0 weeks. These set of estimates can also be compared with the literature. Online and offline monthly frequencies have been estimated in the range of 0.30 to 0.55. Importantly, the time period can partly explain differences with the literature. Combining the 2006-2017 RMS scanner datasets we observe a trend of increasing price frequencies over time. More precisely, the probability of a weekly price change increases from below

---

8In the case of offline frequencies of price changes, Eichenbaum, Jaimovich and Rebelo (2011) reports weekly frequencies between 0.24 and 0.43; Anderson et al. (2017) reports a weekly frequency of 0.21; Cavallo (2018b) reports a median weekly frequency of 0.25; Klenow and Malin (2010) reviews the literature and shows monthly frequencies between 0.35 to 0.55. In the case of online data, Boivin, Clark and Vincent (2012) reports a monthly frequency of 0.41 in online books; Gorodnichenko and Talavera (2017) reports a weekly frequency between 0.20 and 0.37 in electronics; Cavallo (2018b,a) documents monthly frequencies between 0.27 and 0.48 in CPI categories.
27% in 2006 to over 30% in 2017, and the median duration decreases from 4.1 weeks to 3.7 weeks. While we lack data to test a formal hypothesis about the managerial process (unlike Zbaracki et al. (2004)), it is possible that improvements in pricing technology facilitate retailers to implement price changes more frequently. We estimate frequencies over time as follows. We use entire modules data from Nielsen’s grocery chains (a module is a narrow category, e.g. potato chips), we sample at most 10 random stores per chain-year, exclude store-product pairs with less than 80% observations available, and then sample 50 random products per store-year. The amount of data is considerable: it covers 945 distinct products and 3,915,922 price observations. Additional results are discussed in Appendix E.3.

Returning to our estimates of online price stickiness, Walmart’s frequencies are relatively similar to benchmarks using either offline or online data. In fact, it is plausible that Walmart’s online behavior is influenced by its offline stores. For instance, Anderson et al. (2017) describes how coordination at the retail chain affects pricing decisions, and Ater and Rigbi (2019) describes how the existence of price disclosure laws affect price dispersion at the chain level. However, Amazon exhibits a degree of price flexibility which is substantially larger than any comparable statistic previously reported in the literature. The tails are informative: 10% of the product-zipcode combinations have average daily probabilities of a price change above 0.45. If Amazon’s results can be used as any guide about trends in online groceries, they inform the key role of algorithmic pricing.\footnote{The term algorithmic pricing is often substituted for robo-pricing or dynamic pricing. We note that dynamic pricing is often used in models of intertemporal price discrimination (Nair (2007)).}

With these ideas in mind, we test whether algorithmic pricing increases price differentiation within chain and across locations. Once we obtain the daily indicators of price changes for each retailer-zipcode-product combination (over time), we map them to the corresponding price dispersion between two zipcodes (for the same retailer-product and time). We then estimate the following model:

\[
\Delta[(p_{r,t}^{z}, p_{r,t}^{z'})] = \alpha + \beta \tilde{p}_{r,t} + \gamma + \epsilon
\]  

Where \(\Delta(p_{r,t}^{z}, p_{r,t}^{z'})\) denotes the pairwise absolute price differential for product \(i\) and retailer \(r\) at time \(t\) between zipcode \(z\) and zipcode \(z'\), in percentage terms; and \(\tilde{p}_{r,t}\) denotes the probability that the price at time \(t\) changed in either location. We also estimate a specification using the intensity of algorithmic pricing, defined as the average frequency of daily price changes.

We find that, when the price changes in either of the delivery zipcodes, price differentiation on average increases by 5.8 percentage points. Similarly, an increase in just 10 percentage points in the algorithmic pricing intensity, relates to an increase in price differentiation across locations of 2.7 percentage points. The estimates are statistically precise \((p < 0.001)\). A visual summary to this analysis can be seen in Figure 1 in the Introduction. It shows the price differentiation (across two given zipcodes) as a function of the algorithmic pricing intensity.
mic pricing intensity (price changes across those two zipcodes and for the same product). The results pool all product-zipcode pairs across time within the chain.

A note about causality. The reader might question whether a link to causality can be established. A randomized “experiment” is not possible: randomizing the algorithmic pricing also entails to decide the degree of price differentiation. Instead, our identification relies on: given the pricing algorithms that retailers have in place and switch on/off, exploit variation in frequency intensity (within and across, products and time) and variation in price differentiation across locations.

5.2 Synchronization and Price Matching

Algorithmic pricing might allow to gain flexibility in the synchronization of price changes, either across locations (within a retailer-product) or across retailers (within a zipcode-product). This is important in connection with prior work showing various forms of organizational obstacles when setting and updating prices (Zbaracki et al. (2004); Levy et al. (2011); Anderson, Jaimovich and Simester (2015); Anderson et al. (2017)).

We define synchronization across locations as the probability that at least one location exhibits a price change, conditional on a price change in another location. In order to be synchronized, these price changes must take place within 12 hours. We focus on four events: a price increase (or decrease) given an increase; a price decrease (or increase) given an increase.

The results are shown in Table 6. We find some evidence of synchronization. In particular, Walmart shows relatively large conditional probabilities of a price change—although not necessarily in the same direction. When a zipcode-product exhibits a price change, the same product is likely to experience a price change in a different location within hours; but it can be in the opposite direction. Amazon, on the other hand, exhibits significantly lower measures of synchronization. Line (3) shows that the probability of any price change, conditional on observing a price change, is greater than the (unconditional) daily probability of a price change. The synchronization probability is 0.10 in Amazon and 0.38 in Walmart; and these compare to the unconditional probabilities of 0.07 and 0.08 (Table 5), respectively. Hence, these estimates indicate some degree of synchronization; however, most surprising is that the sign of the price change is not the same.

The third column in Table 6 reports analogous synchronization measures for the scanner data. In particular, we restrict attention to retail chains which have at least four stores, and randomly sample four stores for each chain-product combination. This is slightly more robust than sampling four random stores for all products in the retail chain. We then observe, conditional on a weekly price change, whether other stores of the chain also exhibit a price change for that product-week. The estimates show a remarkable degree of synchronization, i.e. stores tend to increase prices (or decrease prices) at the same time. The probability that a store increases (decreases) the price, conditional on a price increase
(decrease) on another store, is 0.63 (0.67), respectively.

Table 6: Synchronization Across Locations

<table>
<thead>
<tr>
<th>Condition</th>
<th>Amazon</th>
<th>Walmart</th>
<th>Scanner</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Cond. on Increase</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prob. of price increase</td>
<td>0.046 (0.018)</td>
<td>0.283 (0.019)</td>
<td>0.633 (0.006)</td>
</tr>
<tr>
<td>Prob. of price decrease</td>
<td>0.062 (0.021)</td>
<td>0.371 (0.020)</td>
<td>0.245 (0.005)</td>
</tr>
<tr>
<td>(2) Cond. on Decrease</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prob. of price increase</td>
<td>0.082 (0.028)</td>
<td>0.329 (0.018)</td>
<td>0.234 (0.005)</td>
</tr>
<tr>
<td>Prob. of price decrease</td>
<td>0.102 (0.031)</td>
<td>0.197 (0.016)</td>
<td>0.665 (0.006)</td>
</tr>
<tr>
<td>(3) Any Change</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prob. of price change</td>
<td>0.100 (0.020)</td>
<td>0.381 (0.015)</td>
<td>0.770 (0.004)</td>
</tr>
</tbody>
</table>

Notes: Table estimates probabilities of price change synchronization, within each retailer, across four common zipcodes. When a product experiences a price change in a given zipcode, we observe whether a different zipcode experiences a price change, for the same product, within at most 12 hours. Standard errors reported in parenthesis.

We also explore synchronization across retailers within the same delivery zipcode and within a window of 6 hours. We find that the probabilities of synchronization are nearly 0%. It is possible that a 6 hour window is too restrictive. For this reason we compute synchronization within 24 hours and ignoring the direction of the price change. In this case we find probabilities that are close to 3%, which are significantly smaller than the unconditional probabilities.10

While price changes do not appear to be synchronized, retailers might still track each others' prices and use them as input to their price setting. In fact, the high-frequency data allows us to detect that retailers often match each other's price. We define a price matching event when Amazon and Walmart have a price within 10 cents for the same product-zipcode in a window of 24 hours. We find that in 19% of the product-zipcode pairs the average probability that Amazon and Walmart have a matching price is greater than 0.05.11 Appendix E.5 shows the distribution of the matching events and additional methodological details. We also examine the timestamps preceding the matching event to understand whether retailers coincide on a matching price or whether one of retailers actively matches an existing competitor price. In almost all cases, a retailer sets the price first. Moreover, the average probability that Amazon matches Walmart is 74.8%. That is to say, in 74.8% of the occasions Walmart “sets” the price and Amazon “matches”.

The examples in Figure 4 provide a visual perspective. Although both retailers tend to change prices relatively frequent, Amazon explores the price grid while Walmart switches

---

10To the best of the authors’ knowledge, these are the first estimates of across-location or across-retailer synchronization in online groceries. Gorodnichenko and Talavera (2017); Gorodnichenko, Sheremirov and Talavera (2014) report no synchronization across sellers of durable goods at the weekly frequency. Cavallo (2017) reports low rates of synchronization between price changes of the same retailer in its online and offline store.

11The results are similar using price differences within 3 cents. We do not consider matching events exceeding a 24-hour range or in a different delivery zipcode, although less stringent specifications that study delayed price matching or matching in baskets of products or locations are interesting.
between focal prices. And occasionally, throughout the price path, Amazon will match a Walmart price.

![Price Matching Events](image)

**Figure 4: Price Matching Events**

Notes: Panels (a) and (b) show the high-frequency price series in 12-hour timestamps for two selected products. In both panels, we focus on the same productzipcode across retailers.

The price levels at which price matching occurs are also interesting. Tracking the price sequence leading to the event, price matching is associated with lower prices. More precisely, 88% and 79% of the price matching events occur at prices that are below the median price (for that zipcode-product) in Amazon and Walmart, respectively. More formally, we estimate the following model:

\[ p_{r,t}^{i,z} = \alpha + \beta \text{Event}_{r,t}^{i,z} + \gamma_t + \zeta_{r,z,i} + \epsilon, \]

where \( p_{r,t}^{i,z} \) is the (log) price of product \( i \) in retailer \( r \) at time \( t \) in zipcode \( z \), \( \text{Event} \) is an indicator that takes value 1 with a price matching, and \( \gamma_t + \zeta_{r,z,i} \) control for day and for retailer-zipcode-product fixed effects, respectively. Price matching relates to a 2.7% decrease in prices \((p < 0.001)\). Interestingly, these findings bring preliminary evidence to the theoretical work in Miklós-Thal and Tucker (2019), which shows that machine-based pricing can sometimes lower prices.

### 5.3 Price Grid

A related feature in the dynamics of algorithmic pricing is, rather than the frequency, the menu of prices. We show that there is substantial experimentation in the price choice set. In fact, for the same time period and product, Amazon might use six times more distinct prices than Walmart—despite that the daily frequencies are of the same order of magnitude.

Again, a guiding example allows to visualize the sharp distinction between price choices. Figure 5 shows the behavior of a selected product. While Amazon explores more distinct prices and exhibits a greater degree of non-uniform pricing, Walmart tends to follow a high/low strategy between stable prices (a behavior that connects with Seim and...
Sinkinson (2016)’s high/low pricing in office supplies).

We formalize these observations using a number of measures that characterize the flexibility in introducing distinct prices. Table 7 shows that the price of a product lasts on average 3.1 weeks on Amazon, and it lasts 5.9 weeks on Walmart. Similarly, there are 1.6 price changes per distinct price on Amazon, and 3.6 price changes on Walmart. The probability that a retailer-zipcode-product explores a new price is 0.65 in Amazon and 0.27 in Walmart. When similar measures are estimated in the scanner data, the evidence suggests a significantly tighter price grid in offline retailers. The number of weeks per distinct price and the price changes per distinct price are 12.0 and 3.7, respectively. The probability that, conditional on a price change, a store-product pair picks a price not used in the last four weeks is 0.52.

Line (4) in Table 7 measures the average number of distinct prices across locations per day. The number of daily distinct prices is 3.7 in Amazon and 1.8 in Walmart. In other words, Amazon’s products simultaneously sold in four zipcodes exhibit, on average, 3.7 distinct prices per day. Line (5) computes the average number of distinct prices per product over the full sample period. The average number of distinct prices is 12.7 and 2.2 in Amazon and Walmart, respectively.

Amazon displays greater price experimentation for almost every single matched product. Appendix E.4 shows the distribution of the product-level distinct prices by retailer, as well as the product-by-product ratio. The average and median ratio is 7.5 and 6.0, respectively. That is to say, Amazon uses on average 6.5 more distinct prices for the same
Table 7: Price Grid

<table>
<thead>
<tr>
<th>Product-Zipcode Level</th>
<th>Amazon</th>
<th>Walmart</th>
<th>Scanner</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Weeks per distinct price(^a)</td>
<td>3.1 (0.1)</td>
<td>5.9 (0.2)</td>
<td>12.0 (0.2)</td>
</tr>
<tr>
<td>(2) Price changes per distinct price(^b)</td>
<td>1.6 (0.1)</td>
<td>3.6 (0.2)</td>
<td>3.7 (0.04)</td>
</tr>
<tr>
<td>(3) Prob. of new price(^c)</td>
<td>0.65 (0.01)</td>
<td>0.27 (0.01)</td>
<td>0.52 (0.01)</td>
</tr>
<tr>
<td>Product Level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4) Daily distinct prices per product(^d)</td>
<td>3.7 (0.01)</td>
<td>1.8 (0.01)</td>
<td>-</td>
</tr>
<tr>
<td>(5) Distinct prices per product(^e)</td>
<td>12.7 (0.78)</td>
<td>2.2 (0.16)</td>
<td>-</td>
</tr>
</tbody>
</table>

Notes: \(^a\)Average ratio of the number of weeks to the number of distinct prices. \(^b\)Average ratio of number of price changes to the number of distinct prices. \(^c\)Probability that a retailer-zipcode, conditional on a price change, picks a price not used in that retailer-zipcode-product during the past week. \(^d\)Average number of distinct prices on a daily basis for the same product across four common zipcodes. \(^e\)Average number of distinct prices for the same product across four common zipcodes over the sample period. Standard errors reported in parenthesis.

matched product than Walmart.

Taking a step back from Amazon and Walmart, these facts about algorithmic pricing are important because they bring a new perspective to a body of literature on pricing frictions. For example, Levy et al. (2011) shows evidence of price points in the distribution of prices, DellaVigna and Gentzkow (2019) shows uniform pricing within chains, Ilut, Valchev and Vincent (2020); Stevens (2020) show discrete pricing in supermarkets, and Aparicio and Rigobon (2020) shows price clusters across differentiated products in fashion. Future research is needed to examine the role of price rigidities across the online and offline channel. For instance, retailers might exploit algorithmic pricing to experiment the price menu, and then carry the optimized menu to the offline stores.

### 5.4 Menu Cost and Tiny Price Changes

Algorithmic pricing is often characterized as automating the price setting process (Brown and MacKay (2021)). In principle, this automation can break the relationship between the menu cost and the size of the price change. In other words, small or large changes are equally “costly”. In order to make a connection between the menu cost and the price frequency, we follow a similar approach to Anderson, Jaimovich and Simester (2015) in measuring the number of variants. Products with more variants have a higher in-labor menu cost and thus are less likely to experience price changes (Zbaracki et al. (2004); Anderson, Jaimovich and Simester (2015)). In our case, using the product description files (Appendix A.3), we recover the number of distinct UPCs in a given brand, or brand-category, or brand-category-package. We then map the matched product with its offline-based variants, and explore whether the menu cost is also present in the online channel. Additional details are discussed in Appendix E.6.
Table 8: Size of Price Changes

<table>
<thead>
<tr>
<th></th>
<th>Amazon</th>
<th>Walmart</th>
<th>Scanner</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Daily</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1) Increase size (%)</td>
<td>12.5 (0.30)</td>
<td>12.7 (0.28)</td>
<td>-</td>
</tr>
<tr>
<td>(2) Decrease size (%)</td>
<td>-10.0 (0.21)</td>
<td>-10.6 (0.33)</td>
<td>-</td>
</tr>
<tr>
<td><strong>Weekly</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1) Increase size (%)</td>
<td>12.6 (0.15)</td>
<td>13.2 (0.20)</td>
<td>28.9 (0.19)</td>
</tr>
<tr>
<td>(2) Decrease size (%)</td>
<td>-10.6 (0.11)</td>
<td>-10.0 (0.14)</td>
<td>-21.9 (0.13)</td>
</tr>
</tbody>
</table>

Notes: Size of price change denotes the average size of the price change, in percentage terms, conditional on a price change. In order to measure the size of online price changes, which can be multiple for an interval \( I \), we compute the average size of the positive and negative changes for each retailer-zipcode-product-time, and then obtain the average across products. Standard errors reported in parenthesis.

We find that a 10% increase in the number of variants reduces the probability of a price change by 5.2 percentage points in offline retailers. However, an analogous effect is close to 0 and not significant in the case of online grocers. Consistent with a reduction in the menu cost, Table 8 shows that the sizes of positive and negative price changes in the offline retailers are about two times larger than the sizes of price changes in online retailers. The distribution of those changes is particularly informative (see Appendix E.6). Approximately 70% of the price changes are within 50 cents, and 30% of the price changes are within 5% in absolute value.

6 Conclusion

This paper provides new stylized facts about price setting in the online grocery industry. We collect data from the leading online grocers in the U.S. We focus on a set of products, matched across online and offline retailers, which rules out assortment differences and allows to study pricing strategies in both channels.

Online grocers exhibit higher non-uniform pricing and higher price dispersion across chains, compared to offline retailers. While online grocers personalize prices at the delivery zipcode, local demographics moderately drive those differences. Instead, price elasticities, pricing technology, and shipping distance amplify non-uniform pricing. In closer examination using a high-frequency dataset, algorithmic pricing allows for remarkable flexibility: intra-day price changes, little synchronization, precise price matching within hours, tiny price changes, and substantial grid experimentation. This personalized pricing clustered at the zipcode level amplifies price differentiation.
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