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This paper highlights shortcomings of standard methods of production-function estimation when quality or variety vary at the firm level and develops a new approach that can be applied in such contexts. We take advantage of input and output quantity data from Colombian producers of rubber and plastic products. Using constant-elasticity-of-substitution aggregators of outputs and material inputs at the firm level, we derive a simple expression showing how quality and variety choices may bias standard estimators. Using real exchange rates and variation in the “bite” of the national minimum wage, we construct external instruments for materials and labor choices to supplement standard internal instruments. We implement a two-step instrumental-variables method, estimating a difference equation to recover the materials and labor coefficients and then a levels equation to recover the capital coefficient. A simple Monte-Carlo simulation illustrates the advantages of our method in a setting with firm-level input-quality differences.
1 Introduction

A central challenge in estimating production functions is to estimate the elasticities of real output with respect to real inputs, unconfounded by differences in prices across firms. Estimates of these elasticities are key to constructing standard measures of total factor productivity (TFP), the most commonly used metric of firm performance. They are also important for estimating markups in the influential method of Hall (1988) and De Loecker and Warzynski (2012). As recently emphasized by Bond et al. (2021), that method requires an elasticity of real output, not of sales or value-added, in order to generate informative estimates of markups.

Two difficulties in estimating such elasticities have received particular attention. First, prices and physical quantities are usually not observed at the firm-product level. The most common approach is to regress sales (or value-added), deflated by a sector-level price index, on material expenditures and other inputs, similarly deflated. It has long been recognized that the resulting estimates may reflect idiosyncratic variation in market power at the firm level (Klette and Griliches, 1996; Foster et al., 2008, 2016; De Loecker and Goldberg, 2014). Second, firms may choose variable inputs after observing shocks to their own productivity in a given period, generating a positive correlation between unobserved productivity shocks and the input choices — the familiar “transmission bias” problem, first noted by Marschak and Andrews (1944).

Information on prices and quantities at the firm-product level, while still uncommon, is increasingly available and has enabled progress on the first issue. For instance, Foster et al. (2008) credibly estimate output elasticities using physical quantities in homogeneous industries in the US Census of Manufactures. But as suggested by Katayama et al. (2009), Grieco and McDevitt (2016), Atkin et al. (2019), and others, using physical quantities may be misleading in differentiated-product industries where the quality and variety of outputs and inputs vary across firms and over time. If product quality and variety are valued by consumers, they should be incorporated in our notion of real output; similarly, if input quality and variety matter for real output, they should be incorporated in real inputs. But once one accepts these propositions, estimates using only physical units may be subject to what we call quality and variety biases. For example, if producing higher-quality goods requires more labor hours per physical unit of output, the labor coefficient from an OLS regression of physical output on hours (and other inputs) will be biased downwards — it will understate the contribution of labor to real (i.e. quality-adjusted) output. Similar biases can result from changes in output or input variety or input quality, if firms’ choices of physical units of inputs respond.

In this paper, we develop a new approach to estimating output elasticities that takes advantage of quantity information, that is arguably not subject to quality or variety biases, and that also addresses the transmission-bias problem. The method can be applied in horizontally and vertically

---

1For reviews, see Griliches and Mairesse (1998), Bartelsman and Doms (2000), Ackerberg et al. (2007), De Loecker and Goldberg (2014), Section 2.2.1 of Verhoogen (forthcoming), and De Loecker and Syverson (2021).
differentiated industries with multi-product firms, requires relatively weak assumptions on market structure, and can be used in contexts with time-invariant firm-level heterogeneity in productivity, quality and/or variety. We implement it in data from the Colombian manufacturing survey, which contains information on prices and quantities of both inputs and outputs, focusing (for reasons discussed below) on producers of rubber and plastic products.

We seek to make three main contributions. The first is to highlight conceptually how estimates of output elasticities based on physical quantities may be misleading when quality and variety vary across firms and over time. As in almost all similar datasets, the mapping between specific inputs and specific outputs within the firm is unobserved in the Colombian data. Our approach is to aggregate from the firm-product to the firm level, for both outputs and material inputs. It is not possible to do this aggregation in a theory-free way; any aggregation embeds assumptions, implicit or explicit, about consumer and firm behavior. Here we assume that outputs and inputs, respectively, have constant elasticities of substitution (CES) within firms. We place minimal constraints on substitution elasticities across firms. Following common practice, we assume that (firm-level aggregate) materials, labor, and capital combine in Cobb-Douglas fashion. Although restrictive, the within-firm CES structure is convenient in that it allows us to express the change in each firm-level aggregate as the sum of an observable quantity index and unobservable terms capturing quality and variety. This in turn makes transparent how differences in quality and variety may bias standard estimates. Empirically, our estimates are robust to using other common aggregators at the firm level.

Our second contribution is to address transmission bias by introducing “external” instruments capturing exogenous variation in input prices at the firm level. The idea that external instruments in general, and input prices in particular, would be an attractive solution to the transmission-bias problem has been “in the air” for many years, at least since the landmark review by Griliches and Mairesse (1998). Several recent papers have acknowledged that factor prices would be natural instruments, but have argued that it would be difficult to find truly exogenous variation at the firm level. In the absence of credible external instruments, two approaches have dominated the recent literature. One has been to construct a proxy for unobserved productivity by inverting either an investment-demand or a materials-demand equation, which requires a monotonic relationship between the productivity term (assumed to be scalar) and investment or materials, conditional on other observables (Olley and Pakes, 1996; Levinsohn and Petrin, 2003; Wooldridge, 2009; De Loecker, 2007).

---

2Griliches and Mairesse (1998) write that the “future” of production-function estimation lies in “finding circumstances and data that will enable credible identification... The challenge is to find (instrumental) variables that have genuine information about factors which affect firms differentially as they choose their input levels” (p. 198). They describe using “factor prices ... as instrumental variables to identify the parameters of interest” as an “obvious” solution.

3For instance, Ackerberg et al. (2015, p. 2418, fn 3) write: “if one observed exogenous, across-firm-variation in all input prices, estimating the production function using input price based IV methods might be preferred to OP/LP [Olley-Pakes/Levinsohn-Petrin] related methodology (due to fewer auxiliary assumptions).” But they also note that “the premise of most of this [proxy-variable] literature is that such variables are either not available or not believed to be exogenous.” See also Ackerberg et al. (2007, p. 4208) and Gandhi et al. (2020, Sec. VLA).
2011; Doraszelski and Jaumandreu, 2013, 2018; Ackerberg et al., 2015; Eslava et al., forthcoming). Another approach has been to use “internal” instruments using lagged values of inputs (Chamberlain, 1982; Arellano and Bond, 1991; Arellano and Bover, 1995; Blundell and Bond, 1998, 2000). In this panel-data approach, the most successful strategy has been the “System GMM” estimator of Arellano and Bover (1995) and Blundell and Bond (1998, 2000), which supplements an equation in first differences, using lagged levels as instruments, with an equation in levels, using lagged differences as instruments.

Our aggregation strategy requires firm-specific normalizations, which we absorb with firm fixed effects. As a consequence, standard proxy-variable approaches are not attractive options for us, because the firm effects would violate the required monotonicity assumption (Ackerberg et al., 2015). We instead build on the panel-data approach, which more easily accommodates the firm effects. But rather than include further and further lags as instruments, which is commonly done but may raise weak-instrument concerns, we include two external instruments capturing arguably exogenous variation in input prices, to supplement a parsimonious set of lags. To construct the materials-price instrument, we first use exchange rates to predict import-price changes at the product level, omitting one firm at a time in making the predictions. We then use the lagged product composition of a firm’s imports, in conjunction with the “leave one out” predicted import-price changes, to construct a firm-specific predicted import price index. To construct the wage instrument, we interact changes in the national minimum wage, which saw large increases in real terms over our study period, with an indicator for how binding the change was likely to be on particular firms (the “bite” of the minimum wage), defined as the lagged ratio of the minimum wage to the average wage for permanent employees in the firm. We will see that the external instruments are helpful in alleviating (if not completely removing) weak-instrument concerns.

Our third contribution is a novel approach to estimating the coefficient on capital. It is well known that methods with transformations to remove firm effects — either first-differencing or deviating from firm means — tend to yield implausibly low estimates of the capital coefficient. The most common explanation is that transformations to remove the firm effect exacerbate attenuation bias due to measurement error (Griliches and Mairesse, 1998). Others have found that this problem persists when instrumenting the change in capital with lagged levels (see e.g. Ornaghi (2006)). A possible reason is that levels of capital stock are particularly poorly measured, even relative to (also noisy) investment (Tybout, 1992; Collard-Wexler and De Loecker, 2020). To improve the estimation of the capital coefficient, we follow the System GMM approach in combining a difference equation, using lagged

---

4The two dominant approaches are themselves related, since the proxy-variable methods often use lagged levels as instruments, as discussed in Ackerberg et al. (2015, Sec. 4.3.3).

5An additional motivation for including the external instruments is provided by a recent paper by Andrews et al. (2022): under certain conditions, estimates using external instruments maintain a causal interpretation even in the presence of model mis-specification.

6See e.g. Griliches and Mairesse (1998), Ackerberg et al. (2007), and Ackerberg et al. (2015).
levels as instruments, with a levels equation, using lagged differences as instruments. But rather than estimate the equations simultaneously, as in System GMM, we estimate them separately in what we call a two-step instrumental-variables (TSIV) procedure, in the spirit of a related exercise by Kripfganz and Schwarz (2019). In the first step, we first-difference and use the external instruments described above, together with a parsimonious set of internal instruments (lagged levels), to recover the coefficients on materials and labor, treating the capital coefficient as a nuisance parameter. In the second step, we use the first-step estimates of the materials and labor coefficients and impose an additional assumption that ensures orthogonality between the lagged difference in log capital and the firm effect; this allows us to use the lagged difference of capital as an instrument in an IV estimator in levels.\footnote{The second-step approach is akin to that of Collard-Wexler and De Loecker (2020).} If the model is correctly specified, the TSIV estimator is less efficient than simultaneous GMM estimation of the difference and levels equations, but it has the advantage that the materials and labor coefficient estimates are robust to possible misspecification of the levels equation (Kripfganz and Schwarz, 2019).

The TSIV procedure yields plausible point estimates: we find materials and labor coefficients of 0.45 and 0.47, respectively, and a capital coefficient of 0.11. The fact that constant returns to scale approximately hold, as one would generally expect (Bartelsman and Doms, 2000), is reassuring. Although our confidence intervals are large enough that the differences with standard estimators are generally not statistically significant, the point estimates display some interesting patterns. Compared to the Olley and Pakes (1996) and Levinsohn and Petrin (2003) proxy-variable methods, we find a smaller materials coefficient and larger labor coefficient. Compared to System GMM, we find a larger labor coefficient. Our estimates are most similar to those of Gandhi et al. (2020). To further investigate the performance of our estimator relative to other common estimators, we conduct a simple Monte Carlo simulation, considering a series of data-generating processes (DGPs) that are consistent with our theoretical framework. We abstract from variety and output-quality differences and examine the roles of imperfect output-market competition, firm fixed effects, and idiosyncratic input-quality shocks. We find that these features adversely affect other common estimators but that our estimator continues to perform well.

In addition to the studies cited above, this paper is related to several branches of literature. It is perhaps most closely related to a small number of studies on production-function estimation in multi-product firms using information at the firm-product level. This literature has dealt in different ways with the lack of an observed mapping between inputs and outputs in multi-product firms. One strategy has been to focus on single-product firms, for which the mapping is clear, and (in some cases) to do a selection correction for the fact that they may not be representative (Foster et al., 2008; De Loecker et al., 2016; Garcia-Marin and Voigtländer, 2019; Blum et al., forthcoming; Forlani et al., forthcoming).\footnote{Foster et al. (2008) include in their sample only firms in which one product makes up more than 50% of revenues, Dhyne et al. (2022, 2023) develop an alternative strategy that can be...}
be applied in multi-product firms, in which they relate output of a good to firm-level input usage and the output levels of other goods. Another approach has been to use estimates of demand elasticities and profit-maximization conditions to infer the allocation of inputs to outputs that would be implemented by optimizing firms (Gong and Sickles, 2021; Orr, 2022; Valmari, forthcoming). Our strategy, by contrast, is to aggregate both outputs and inputs to the firm level. Previous papers that have aggregated from the firm-product to the firm level, without explicitly considering quality and variety biases, include Eslava et al. (2004, 2013), Ornaghi (2006), Doraszelski and Jaumandreu (2013), Smeets and Warzynski (2013), and Garcia-Marin and Voigtländer (2019). Papers that have used CES aggregation in a production-function context include Halpern et al. (2015), Doraszelski and Jaumandreu (2018), and Harrigan et al. (2021). Our approach builds on an extensive literature using CES functions in addressing other questions, including Feenstra (1994), Hottman et al. (2016), and Redding and Weinstein (2020).

This paper is also related to studies that explicitly consider differences in the quality of outputs or inputs in a production-function context. Melitz (2000), Katayama et al. (2009), and Grieco et al. (2016) propose estimators that take quality differences into account in settings where product-level information is not observed; the lack of direct price and quantity data means that they must rely on more restrictive theoretical assumptions than we do here. Fox and Smeets (2011) show that including detailed indicators of labor quality significantly reduces the dispersion of estimated productivities across firms in Denmark, but they do not have product-level information on outputs or material inputs. For the most part, the literature exploiting information at the firm-product level does not explicitly take into account quality or variety differences. Exceptions include De Loecker et al. (2016), who use a control-function approach to capture input quality differences, and Eslava et al. (forthcoming), who use quality-adjusted deflators constructed via joint estimation of production functions and demand.\footnote{De Loecker et al. (2016) put flexible functions of output prices and market shares on the right-hand side and physical quantities of output on the left-hand side. This approach arguably removes quality biases in the special case where input and output quality are perfectly correlated, but does not address what we call variety biases or the more general case where input and output quality are not perfectly correlated. Eslava et al. (forthcoming) (contemporaneously with this paper) also use CES aggregation, but in the context of joint GMM estimation of production and demand functions that requires CES across as well as within firms.}

Two recent papers take advantage of detailed product characteristics in particular sectors. Focusing on outpatient dialysis centers in the US, Grieco and McDevitt (2016) find that firms trade off quality and quantity of care, suggesting that measures of performance based solely on quantity can be misleading. In an Egyptian rug cluster, Atkin et al. (2019) collect direct measures of rug quality and producer performance under laboratory conditions and also find that purely quantity-based measures of performance are misleading. Such direct measures of product quality are clearly very valuable for estimating firm performance, but unfortunately they are rarely essentially focusing on single-product firms. De Loecker et al. (2016) implement a modified version of the Ackerberg et al. (2015) proxy-variable method, focusing first on single-product firms and then doing a selection correction to calculate firm-product-level markups in Indian data. Garcia-Marin and Voigtländer (2019) calculate firm-product-level markups along the same lines in Chilean data.
available. We view our method as being most useful in settings where product prices and quantities are available but detailed product characteristics are not.

Relative to the existing literature, our approach has benefits and costs. We are able to avoid some strong assumptions required by other methods. We do not need a scalar monotonicity condition to ensure invertibility of an investment or materials-demand function as in standard proxy-variable methods. This is particularly convenient in settings where productivity or quality (in inputs or outputs) have important firm fixed components. We do not need first-order conditions for aggregate materials or labor to hold exactly as in Doraszelski and Jaumandreu (2013, 2018), and Gandhi et al. (2020), and Demirer (2022). We can remain agnostic about cross-firm demand elasticities. Relative to the panel-data literature, we are able to reduce the reliance on lagged internal instruments. If we are only interested in the output elasticities with respect to materials and labor, we can avoid the assumptions required for the levels equation in System GMM. On the other hand, some of our assumptions are stronger than those of other methods. For our internal instruments to be valid, we require unusually strong, but testable, restrictions on the evolution of unobserved productivity, prices, quality and variety. For our external instruments, we require exclusion restrictions (discussed in detail below). We do not consider firms’ endogenous investments in raising productivity, as do for instance Doraszelski and Jaumandreu (2013, 2018). The within-firm CES assumptions are restrictive (although the empirical patterns are robust to using other aggregators). While there are trade-offs, we believe that, on balance, our method represents an attractive alternative to existing methods in differentiated-product industries where quantity information and external instruments are available.

The next section develops our econometric strategy. Section 3 describes the data we use and our motivation for focusing on producers of rubber and plastic products. Section 4 presents our estimates of output elasticities. Section 5 compares our coefficient estimates to those of other common estimation methods, first in the Colombian data (Subsection 5.1) and then in a Monte Carlo simulation (Subsection 5.2). Section 6 concludes.

2 Econometric Strategy

This section first lays out the CES decompositions on the demand side (Subsection 2.1) and production side (Subsection 2.2) and then uses the decompositions to rewrite the production function, which makes clear how endogenous quality and variety choices may bias standard estimates (Subsection 2.3). We then discuss the timing (and other) assumptions we impose (Subsection 2.4) and present our two-step IV (TSIV) strategy (Subsection 2.5). Full derivations are in Appendix A.

2.1 Demand: Set-up and CES Decomposition

The first task is to construct a measure of real output at the firm level — firm-level sales deflated by an appropriate firm-specific price index. In differentiated-good industries, any price index necessarily
embeds assumptions about how a firm’s products enter consumers’ utility. Here we follow Hottman et al. (2016) and others in imposing constant elasticity of substitution of products within firms. This is restrictive, but unlike much of the existing literature we do not need to make strong assumptions about the elasticity of substitution of products across firms. (We will also show in Appendix C.1 that the empirical patterns are robust to using other common aggregators.)

We assume that a representative consumer has the following utility function:

$$U_t = U(\tilde{Y}_{1t}, \tilde{Y}_{2t}, ..., \tilde{Y}_{It})$$

where

$$\tilde{Y}_{it} = \left[ \sum_{j \in \Omega_{it}^y} \left( \varphi_{ijt} Y_{ijt} \right) \right]^{\frac{1}{\sigma_{it}^y}}$$

where $U(\cdot)$ is quasi-concave and weakly separable in its arguments. Here $i$, $j$ and $t$ index firms, products (outputs), and periods (years), $I$ is the total number of firms, $Y_{ijt}$ is physical quantity of output, $\sigma_{it}^y$ is the elasticity of substitution between outputs, specific to firm $i$, and $\Omega_{it}^y$ is the set of products sold by the firm. The $\varphi_{ijt}$ terms are demand shifters that can be interpreted as product quality (or “appeal”), which may reflect endogenous choices of the firm (e.g. physical attributes of goods) or external factors (e.g. exogenous fashion trends). We follow common practice and assume that $\sigma_{it}^y > 1$.

The assumption of weak separability and the homotheticity of $\tilde{Y}_{it}$ imply that the consumer’s optimization problem can be solved in two stages, first choosing the quantity of each variety from firm $i$, $Y_{ijt}$, to minimize the cost of acquiring each unit of $\tilde{Y}_{it}$ and then choosing $\tilde{Y}_{it}$ to maximize utility. Optimization in the first stage implies that the minimum price to purchase one unit of $\tilde{Y}_{it}$ is:

$$\tilde{P}_{it} = \left[ \sum_{j \in \Omega_{it}^y} \left( \frac{P_{ijt}}{\varphi_{ijt}} \right)^{1-\sigma_{it}^y} \right]^{1/(1-\sigma_{it}^y)}$$

This is the price index that sets $\tilde{P}_{it} \tilde{Y}_{it} = R_{it}$, where $R_{it}$ is the consumer’s total expenditures on goods of firm $i$, which are also the firm’s revenues. Note that the price index is quality-adjusted: conditional on prices, higher output quality reduces the value of the index.

An attractive feature of our approach is that we do not need to impose further assumptions on demand. The assumption of quasi-concavity implies that there is a unique demanded bundle, given by:

$$\tilde{Y}_{it} = D_{it}(\tilde{P}_{1t}, ..., \tilde{P}_{It}, C_t) \text{ for } i = 1, 2, ..., I$$

10Although the consumer optimization problem would remain well-behaved as long as $\sigma_{it}^y \in (0, 1) \cup (1, \infty)$ (see Appendix A.1), the stronger $\sigma_{it}^y > 1$ ensures that the representative consumer will purchase more units of a good that increases in appeal, which seems realistic in our context. As noted by Redding and Weinstein (2020), $\sigma_{it}^y > 1$ is sufficient to ensure that products are “connected substitutes” in the sense of Berry et al. (2013) and hence that the demand system is invertible.
where $C_t$ is total consumption in period $t$. The demand for the output aggregate of a given firm depends only on the firm’s own aggregate price index, the price indexes of other firms, and total consumption. We do not need to restrict the $D(\cdot)$ function further.

The within-firm CES assumption allows us to decompose changes in the firm-specific price index in a particularly convenient way. Let $\Omega_{it,t-1}^y$ be firm $i$’s common outputs between $t - 1$ and $t$ (i.e. $\Omega_{it-1}^y \cap \Omega_{it}^y$), $S_{ijt}$ be the consumer’s period-$t$ expenditure share on product $j$ among all products produced by firm $i$, $S_{ij,t-1}^y$ be the period-$t$ share among $(t,t-1)$ common goods, and $S_{ij,t-1}^y$ be the period-$(t-1)$ share among $(t,t-1)$ common goods. Following Feenstra (1994) and Redding and Weinstein (2020), it is straightforward to show (see Appendix A.1) that the log change in the firm-specific price level can be expressed as:

$$\ln \left( \frac{\overline{P}_{it}}{\overline{P}_{it-1}} \right) = \sum_{j \in \Omega_{it,t-1}^y} \psi_{ij}^y \ln \left( \frac{P_{ij}}{P_{ij,t-1}} \right) - \sum_{j \in \Omega_{it,t-1}^y} \psi_{ij}^y \ln \left( \frac{\varphi_{ij}}{\varphi_{ij,t-1}} \right) - \frac{1}{\sigma_{i}^y - 1} \ln \left( \frac{\chi_{it,t-1}}{\chi_{it-1,t}} \right)$$

where:

$$\psi_{ij}^y = \frac{\left( S_{ij,t-1}^y - S_{ij,t-1}^y \right)}{\left( \ln S_{ij,t-1}^y - \ln S_{ij,t-1}^y \right)} \cdot \chi_{it,t-1}^y = \sum_{j \in \Omega_{it,t-1}^y} S_{ijt}^y \quad \chi_{it-1,t}^y = \sum_{j \in \Omega_{it,t-1}^y} S_{ijt}^y$$

The first term on the right-hand side of (4) is (the log of) the familiar Sato-Vartia index; it is an weighted average of product-specific price changes for common goods, with the “Sato-Vartia weights” $\psi_{ij}^y$; note that it is observable in data like ours. The second term is a weighted average of changes in (unobservable) product quality, again using the Sato-Vartia weights. Intuitively, increases in product quality reduce the price index, other things equal. The third term is an adjustment for entry and exit of products, first introduced by Feenstra (1994). Increases in product variety also tend to reduce the price index. Although the $S_{ijt}^y$ term is unobservable, the $\chi_{it,t-1}^y$ and $\chi_{it-1,t}^y$ terms (which capture the $(t,t-1)$ common-goods shares of total firm revenues in periods $t-1$ and $t$) are observable in our data.

Appendix A.1 further shows that the log change in the quantity index, $\tilde{Y}_{it}$, can be expressed in

11That is, $S_{ijt}^y = \frac{P_{ijt}Y_{ijt}}{\overline{R}_{it}}$, and, for $j \in \Omega_{it,t-1}^y$, $S_{ij,t-1}^y = \sum_{j' \in \Omega_{it-1,t}^y} P_{ij't} Y_{ij't}$, and $S_{ij,t-1}^y = \sum_{j' \in \Omega_{it-1,t}^y} P_{ij't-1} Y_{ij't-1}$.

12Redding and Weinstein (2020), in a very different exercise, deal with the quality terms by assuming that the geometric average of product quality across products is time-invariant; our approach, by contrast, is to assume that they are orthogonal to the instruments we construct, as will be made clear below.

13For example, if no goods are dropped from $t-1$ to $t$ but new goods are introduced, then $\chi_{it,t-1}^y = 1 > \chi_{it-1,t}^y$, which, since $\sigma_{i} > 1$ by assumption, implies a reduction in the price index. This reflects the fact that the utility function (1) embeds a taste for variety in the goods from a given firm.
a similar decomposition:

\[
\ln \left( \frac{\bar{Y}_{it}}{\bar{Y}_{it-1}} \right) = \sum_{j \in \Omega_{it,t}^m} \psi_{ijt}^y \ln \left( \frac{Y_{ijt}}{Y_{ijt-1}} \right) + \sum_{j \in \Omega_{it,t}^m} \psi_{ijt}^\sigma \ln \left( \frac{\phi_{ijt}}{\phi_{ijt-1}} \right) + \frac{\sigma_i^y}{\sigma_i^y - 1} \ln \left( \frac{\chi_{it-1,t}^y}{\chi_{it,t-1}^y} \right)
\]

(6)

The first term is again the log of a Sato-Vartia index, this time for quantities, the second term captures improvements in product quality, and the third term captures increases in product variety.

It is worth noting that this within-firm CES approach nests the common approach of using firm revenues deflated by a sector-level price index to measure real output, as \( \sigma_i^y \to \infty \).\(^{14}\) In that sense, our aggregation method is strictly more general than the common approach.

### 2.2 Production: Set-up and CES Decomposition

On the production side, we assume that real output, as defined above, is produced as a function of capital, labor, and a firm-level CES materials aggregate, combining in Cobb-Douglas fashion:

\[
\bar{Y}_{it} = \bar{M}_{it}^{\beta_m} L_{it}^{\beta_L} K_{it}^{\beta_K} \omega_{it} + \eta_{it} + \xi_{it} + \epsilon_{it}
\]

where \( \bar{M}_{it} = \sum_{h \in \Omega_{it}^m} \left( \alpha_{iht} M_{ih} \right)^{\frac{\sigma_{m} - 1}{\sigma_{m}^{*h}}} \)

(7)

Here \( h \) indexes material inputs, \( \Omega_{it}^m \) is the set of inputs purchased by the firm, \( M_{ih} \) is the quantity of each material input purchased, \( L_{it} \) is labor, and \( K_{it} \) is capital. We refer to \( \alpha_{iht} \) as input quality, recognizing that it may reflect physical attributes of the inputs or characteristics of the technology used to combine them in production. The \( \{ \alpha_{iht} \} \) capture any differences across inputs in how much one physical unit of an input contributes to the input aggregate. The assumption that the production function is Cobb-Douglas in capital, labor, and materials is standard in the literature. In principle, our approach could be extended to other functional forms (e.g. translog), although other forms would most likely require additional instruments. As on the output side, we assume the the firm-specific elasticity of substitution between inputs is greater than unity, \( \sigma_{m} > 1 \), which ensures that a firm consumes more of an input that increases in quality. In addition to being standard, this assumption is consistent with recent evidence at the micro level that intermediate inputs are typically substitutes (Dhyne et al., 2022; Peter and Ruane, 2020).\(^{15}\)

The terms \( \omega_{it}, \eta_{it}, \xi_{it}, \) and \( \epsilon_{it} \) reflect firm productivity, where productivity should be understood as the capability, given input levels, to produce real output, i.e. the CES bundle \( \bar{Y}_{it} \), which incorporates quality and variety as well as physical units. The \( \omega_{it} \) term is an “ex ante” shock that firms observe

\(^{14}\)From (1) and (2), \( \lim_{y \to \infty} \bar{Y}_{it} = \sum_{j \in \Omega_{it}^m} \varphi_{ijt} Y_{ijt} \) and \( \lim_{y \to \infty} \hat{P}_{it} = \min_{j \in \Omega_{it}^m} \left( P_{ijt} / \varphi_{ijt} \right) \). In this case, all goods purchased by the consumer have the same quality-adjusted price, call it \( \hat{P}_{it} = P_{ijt} / \varphi_{ijt} \) \( \forall j \in \Omega_{it}^m \); goods with higher quality-adjusted prices are not purchased. Then \( R_{it} = \sum_{j \in \Omega_{it}^m} P_{ijt} Y_{ijt} = \sum_{j \in \Omega_{it}^m} \left( P_{ijt} / \varphi_{ijt} \right) \varphi_{ijt} Y_{ijt} = \hat{P}_{it} \bar{Y}_{it} \). Hence as \( \sigma_i^y \to \infty \), deflating \( R_{it} \) by \( \hat{P}_{it} \) yields real output.

\(^{15}\)As on the output side (see footnote 10), our method remains applicable, although with somewhat less intuitive implications, as long as \( \sigma_{m} \in (0, 1) \cup (1, \infty) \).
before choosing flexible inputs. The \( \eta_i \) term is a time-invariant firm effect. The \( \xi_t \) term is a sector- or economy-level shock. The \( \epsilon_{it} \) term is an “ex post” shock that is only revealed to firms after they have chosen inputs (and hence is not “transmitted” to input choices); it may also capture measurement error.

We allow input and output variety and quality to be chosen endogenously by firms. Researchers have proposed a number of models for such choices; see for instance Eckel and Neary (2010) and Bernard et al. (2011) on variety, and Kugler and Verhoogen (2012) on quality. Here we do not adopt a particular model of how firms make these choices. We discuss the assumptions we need on variety and quality choices in Section 2.4 below. We believe that it is most natural to think of firms as first choosing variety and quality and then choosing values of \( L_{it} \) and \( \{ M_{ih} \} \) (all within period \( t \)); we proceed under that assumption.

Conditional on choices of input and output quality and variety, the derivations of the price and quantity indexes on the input side are analogous to those on the output side. Given the production function, (7) (which is also weakly separable, with homothetic aggregate \( \tilde{M}_{it} \)), the firm can be thought of as first choosing input quantities, \( M_{ih} \), to minimize the cost of acquiring a given level of the aggregate input, \( \tilde{M}_{it} \), and then choosing optimal values of \( \tilde{M}_{it} \), \( L_{it} \) and investment in capital, given the demand function, (3). Optimization in the choice of input quantities implies that the cost of purchasing one unit of the materials aggregate, \( \tilde{M}_{it} \), is:

\[
\bar{W}_{it}^m = \left[ \sum_{h \in \Omega_{it}^m} \left( \frac{W_{m_{ih}}}{\alpha_{ih}} \right)^{1-\sigma_i} \right]^{\frac{1}{1-\sigma_i}}
\]

This is the price index that sets \( \bar{W}_{it}^m \tilde{M}_{it} = E_{it}^m \), where \( E_{it}^m \) is the firm’s total expenditures on material inputs.

As on the output side, we can decompose input-price changes in a convenient way. Let \( \Omega_{it,t-1}^m \) be firm \( i \)’s common inputs between \( t-1 \) and \( t \) (i.e. \( \Omega_{it,t-1}^m \cap \Omega_{it}^m \)), \( E_{it,t-1}^m \) be the firm’s expenditures on \( (t,t-1) \) common inputs, \( S_{ih,t-1}^m \) be the firm’s expenditure share on input \( h \) among all inputs purchased by firm \( i \), \( S_{ih,t-1}^m \) be the period-\( t \) share among \( (t,t-1) \) common inputs, and \( S_{ih,t-1}^m \) be the period-\( (t-1) \) share among \( (t,t-1) \) common inputs.\(^{16}\) The log change in the firm-specific input price level can be expressed as:

\[
\ln \left( \frac{\bar{W}_{it}^m}{\bar{W}_{it-1}^m} \right) = \sum_{h \in \Omega_{it,t-1}^m} \psi_{ih}^m \ln \left( \frac{W_{m_{ih}}}{W_{m_{ih,t-1}}} \right) - \sum_{h \in \Omega_{it,t-1}^m} \psi_{ih}^m \ln \left( \frac{\alpha_{ih}}{\alpha_{ih,t-1}} \right) - \frac{1}{\sigma_i^m} \ln \left( \frac{\lambda_{it-1,t}^m}{\lambda_{it,t-1}^m} \right)
\]

\(^{16}\)That is, \( S_{ih}^m = \frac{W_{m_{ih}} M_{ih,t}}{E_{it}^m} \), and, for \( h \in \Omega_{it,t-1}^m \), \( S_{ih}^{m_{ih,t-1}} = \frac{W_{m_{ih}} M_{ih,t}}{W_{m_{ih,t-1}} M_{ih,t-1}} \) and \( S_{ih}^{m_{ih,t-1}} = \frac{W_{m_{ih}} M_{ih,t-1}}{W_{m_{ih,t-1}} M_{ih,t-1}} \).
As for output prices, the first term is the observable log Sato-Vartia price change index for common goods, the second term is a weighted average of changes in input quality, and the third term is an adjustment for entry and exit of inputs.

As for output quantities, the change in the CES materials quantity aggregate can be written as the sum of an observable Sato-Vartia quantity change index and unobservable terms capturing increases in quality and variety:\textsuperscript{17}

\[
\ln \left( \frac{\hat{M}_{it}}{M_{it-1}} \right) = \sum_{h \in \Omega_{m,t-1}} \psi_{ith}^m \ln \left( \frac{M_{ith}}{M_{ith-1}} \right) + \sum_{h \in \Omega_{m,t-1}} \psi_{ith}^m \ln \left( \frac{\alpha_{ith}^m}{\alpha_{ith-1}} \right) + \frac{\sigma_i^m}{\sigma_i^m - 1} \ln \left( \frac{\lambda_{ith-1,t}^m}{\lambda_{ith,t-1}^m} \right) \tag{11}
\]

2.3 Estimating Equations

To integrate the CES output and input quantity decompositions (6) and (11) into the production function, (7), it is convenient to restate the decompositions in levels. Let lower-case letters represent logs and a change from \(t-1\) to \(t\). Summing the differences in (6) and (11) over time within firms, with firm-specific normalizations \(\overline{y}_{it}\) and \(\overline{m}_{it}\), we have:

\[
\overline{y}_{it} = \overline{y}_{0} + \sum_{\tau = 1}^{t} \sum_{j \in \Omega_{r,t}} \psi_{ijr}^y \Delta y_{ijr} + \sum_{\tau = 1}^{t} \sum_{j \in \Omega_{r,t}} \psi_{ijr}^y \ln \left( \frac{\varphi_{ijr}}{\varphi_{ijr-1}} \right) + \frac{\sigma_i^y}{\sigma_i^y - 1} \sum_{\tau = 1}^{t} \ln \left( \frac{\chi_{ijr-1}}{\chi_{ijr,t}} \right) \tag{12}
\]

\[
\overline{m}_{it} = \overline{m}_{0} + \sum_{\tau = 1}^{t} \sum_{h \in \Omega_{m,t}} \psi_{ith}^m \Delta m_{ith} + \sum_{\tau = 1}^{t} \sum_{h \in \Omega_{m,t}} \psi_{ith}^m \ln \left( \frac{\alpha_{ith}^m}{\alpha_{ith-1}} \right) + \frac{\sigma_i^m}{\sigma_i^m - 1} \sum_{\tau = 1}^{t} \ln \left( \frac{\lambda_{ith-1,t}^m}{\lambda_{ith,t-1}^m} \right) \tag{12}
\]

where we define \(\overline{y}_{it}^S, \overline{y}_{it}, \overline{m}_{it}^S, \overline{m}_{it}, q_{it}^y, q_{it}, v_{it}^m, v_{it}, m_{it}, m_{it},\) and \(v_{it}\), as indicated by the underbraces. In defining variables in this way, we are setting the quality and variety terms \(q_{it}^y, q_{it}, q_{it}^m, q_{it}, v_{it}^m, v_{it}, m_{it}, m_{it},\) and \(v_{it}\), to zero in the initial year and including the firm-specific normalizations as part of the Sato-Vartia quantity terms, \(\overline{y}_{it}^S\) and \(\overline{m}_{it}^S\). (Although these normalizations will be differenced out in first-differences, they will become relevant in the second step of our two-step IV estimation below, in levels.)

\textsuperscript{17}This approach again nests the standard approach of using expenditures deflated by a sector-level input price index as \(\sigma_i^m \to \infty\); see footnote 14.
Plugging these expressions into the production function, (7), and rearranging, we have:

\[
\tilde{y}_{it}^{SV} = \beta_m \tilde{m}_{it}^{SV} + \beta_l \ell_{it} + \beta_k k_{it} + \eta_i + \xi_t + u_{it},
\]

where

\[
u_{it} = (\beta_m \nu^m_{it} - v^y_{it}) + (\beta_m q^m_{it} - q^y_{it}) + \omega_{it} + \epsilon_{it}
\]

This equation relates the Sato-Vartia output quantity index to the Sato-Vartia input quantity index (both observable), log capital, log labor, a firm effect, a year effect, and an error term that reflects variety and quality of outputs and inputs as well as the “ex ante” and “ex post” productivity shocks. We refer to (13) as our levels equation.

Writing the production function in this way helps to clarify two issues. The first is that simply using physical quantities for output and input may be problematic in a setting where quality or variety vary differently by firm over time, on the output side or the input side. The input choices \(\tilde{m}_{it}^{SV}, \ell_{it},\) and \(k_{it}\) may be correlated with the unobserved quality and variety terms, \(q^m_{it}, q^y_{it}, v^m_{it},\) and \(v^y_{it}\), generating what we call input- or output-quality biases, or input- or output-variety biases. To fix ideas, suppose that firms produce a single product using a single material input, in which case \(\tilde{y}_{it}^{SV}\) and \(\tilde{m}_{it}^{SV}\) simplify to the physical quantities of the output and the input and the variety terms drop out. If producing one unit of a higher-quality output requires more physical units of labor, then there will be a positive correlation between \(\ell_{it}\) and the \(q^y_{it}\) and hence a negative output-quality bias in the OLS estimate of \(\beta_l\). Biases may also arise from purely exogenous shocks to product appeal or input quality, if such shocks affect firms’ input choices — for instance, if a firm’s product becomes fashionable for exogenous reasons and the firm expands production to take advantage of the increased demand, or if a supplier improves the quality of a purchased input without changing the price and this induces the firm to increase output. Among multi-product, multi-input firms, biases can arise from changes in variety. For instance, if import-tariff reductions increase the set of input varieties available and induce firms to increase the variety of inputs purchased, the variety of outputs produced, and total output, as suggested by Goldberg et al. (2010), one would expect positive correlations between \(\tilde{m}_{it}^{SV}\) and \(\nu^m_{it}\) and between \(\tilde{m}_{it}^{SV}\) and \(v^y_{it}\), generating offsetting biases with ambiguous net effects. It is important to note that these quality and variety biases are distinct from transmission bias, and might be present even if one had a perfect proxy for the ex ante productivity term, \(\omega_{it}\).

The second issue that equation (13) clarifies is why the scalar monotonicity assumption required by standard proxy-variable approaches is incompatible with our approach to aggregation. The leading proxy-variable approaches require a one-to-one relationship between a firm’s underlying productivity and either investment or materials demand, conditional on other observables (Olley and Pakes, 1996; Levinsohn and Petrin, 2003; De Loecker, 2011; Doraszelski and Jaumandreu, 2013, 2018; Ackerberg et al., 2015) As noted by Ackerberg et al. (2015), in models with a firm effect (here \(\eta_i\)) in addition to the ex ante productivity term (here \(\omega_{it}\)), this assumption is unlikely to hold, since the firm effect
introduces a second dimension of heterogeneity between firms. In our case, we assumed the presence of a firm effect at the outset, in the production function, (7). But even if we had not, we would have to deal with the firm-specific normalizations \( \tilde{y}_i \) and \( \tilde{m}_i \) in (12), which we have folded into the levels of the observable Sato-Vartia quantity aggregates, \( \tilde{y}_{SV}^{it} \) and \( \tilde{m}_{SV}^{it} \). We impose a particular normalization in the second step of our estimation procedure below, but we feel that a strength of our approach is that we do not need to impose such an assumption in the first step when estimating the coefficients on materials and labor. We pursue an approach more in the spirit of the panel-data literature, in part because it can more easily accommodate the fixed effect.

As noted above, we will estimate an equation in first-differences as well as in levels. In differences, (13) becomes:

\[
\Delta y_{SV}^{it} = \beta_m \Delta m_{SV}^{it} + \beta_l \Delta \ell_{it} + \beta_k \Delta k_{it} + \Delta u_{it}, \quad (14)
\]

where \( \Delta u_{it} = (\beta_m \Delta v_{it}^m - \Delta v_{it}^y) + (\beta_m \Delta q_{it}^m - \Delta q_{it}^y) + \Delta \omega_{it} + \Delta \epsilon_{it} \)

We refer to (14) as our difference equation. Note that, given the definitions of \( v_{it}^m, v_{it}^y, q_{it}^m, \) and \( q_{it}^y \) in (12), \( \Delta u_{it} \) can be rewritten as:

\[
\Delta u_{it} = \beta_m \frac{\sigma_i^m}{\sigma_i^m - 1} \ln \left( \frac{\chi_{it-1,t}^m}{\chi_{it,t-1}^m} \right) - \beta_m \frac{\sigma_i^y}{\sigma_i^y - 1} \ln \left( \frac{\chi_{it-1,t}^y}{\chi_{it,t-1}^y} \right) + \frac{\beta_m}{h \in \Omega_{it,t-1}} \psi_{ih}^m \ln \left( \frac{\alpha_{it}^m}{\alpha_{it-1}^m} \right) - \frac{\beta_m}{j \in \Omega_{it,t-1}^y} \psi_{ij}^y \ln \left( \frac{\varphi_{ij}^y}{\varphi_{ij-1}^y} \right) + \Delta \omega_{it} + \Delta \epsilon_{it} \quad (15)
\]

### 2.4 Timing (and Other) Assumptions

This section lays out the timing assumptions in our approach, under which our use of internal instruments is valid. Following Levinsohn and Petrin (2003) and others, we assume that materials and labor are flexible inputs, i.e. with no adjustment costs. We also make the standard assumption that capital can be adjusted only with a lag of one period.

Now consider the ex-ante and ex-post productivity shocks, \( \omega_{it} \) and \( \epsilon_{it} \). Let \( I_{it} \) be the information available to firm \( i \) when making production decisions in period \( t \), which includes all past production choices, prices, realizations of \( \epsilon_s \) and \( \omega_s \) for all \( s < t \), current-period log capital, \( k_{it} \), the firm fixed
effect, $\eta_i$, the year effect, $\xi_t$, and the realization of $\omega_{it}$ (but not of $\epsilon_{it}$) for period $t$. We assume:

\[ \mathbb{E}(\epsilon_{it} | \mathcal{F}_{it}) = 0 \]  
\[ \mathbb{E}(\omega_{it} | \mathcal{F}_{it-1}) = 0 \]

Since $\epsilon_{it-1} \in \mathcal{F}_{it}$ and $\omega_{it-1} \in \mathcal{F}_{it-1}$, (16) and (17) imply that both $\epsilon_{it}$ and $\omega_{it}$ are serially uncorrelated, conditional on the firm fixed effect. The former assumption is standard. While the latter assumption is restrictive — the literature usually assumes assumes a first-order Markov process in the ex-ante productivity term (Olley and Pakes, 1996; Levinsohn and Petrin, 2003; Ackerberg et al., 2015; Gandhi et al., 2020) — we note that the firm fixed effect, $\eta_i$, is likely to capture the within-firm persistence that might show up as serial correlation in other approaches.

As noted above, we assume that variety and quality decisions are made before input quantity decisions. We allow input and output variety and quality to be chosen endogenously, but we assume that these choices depend only on contemporaneous variables. Formally, let $\tilde{\Omega}_{it}^m$ and $\tilde{\Omega}_{it}^y$ be vectors of 0/1 indicators for all possible inputs and outputs, where the 1’s indicate the chosen inputs and outputs in $\Omega_{it}^m$ and $\Omega_{it}^y$. Let $\tilde{\alpha}_{it}$ and $\tilde{\varphi}_{it}$ be vectors of qualities for inputs in $\Omega_{it}^m$ and outputs in $\Omega_{it}^y$. Let $\tilde{\Gamma}_{it}^m$, $\tilde{\Gamma}_{it}^q$, $\tilde{\Gamma}_{it}^q$, and $\tilde{\Gamma}_{it}^q$ be vectors of exogenous, potentially firm-specific shifters that may affect input and output variety and quality. We assume that these shifters are serially uncorrelated.

Variety and quality choices are assumed to be determined as follows:

\[ \tilde{\Omega}_{it}^m = F^m(\omega_{it}, \eta_i, \tilde{\Gamma}_{it}^m) \]  
\[ \tilde{\Omega}_{it}^y = F^y(\omega_{it}, \eta_i, \tilde{\Gamma}_{it}^y) \]  
\[ \tilde{\alpha}_{it} = G^m(\omega_{it}, \eta_i, \tilde{\Gamma}_{it}^m) \]  
\[ \tilde{\varphi}_{it} = G^y(\omega_{it}, \eta_i, \tilde{\Gamma}_{it}^y) \]

Given that $\omega_{it}$ and the exogenous shifters are serially uncorrelated by assumption, firms’ variety and quality choices are also serially uncorrelated, conditional on $\eta_i$.

We assume that firms are price-takers in intermediate-input markets and that the input price for a given level of input quality can be written as the product of a firm-level average input price, $\bar{W}_{it}^m$, and a firm-input-specific term, $\iota_{ith}$, which is serially uncorrelated:

\[ W_{ith}^m = \bar{W}_{it}^m \iota_{ith} \] where $\mathbb{E}(\iota_{ith} | \mathcal{F}_{it-1}) = 0$

The key feature of (19) is that any serial correlation in input prices is limited to the firm-average price term, $\bar{W}_{it}^m$.\textsuperscript{20} \textsuperscript{21}

\textsuperscript{20}Formally, $\mathbb{E}(\tilde{\Gamma}_{it}^m | \tilde{\Gamma}_{it-1}^m) = \mathbb{E}(\tilde{\Gamma}_{it}^q | \tilde{\Gamma}_{it-1}^q) = \mathbb{E}(\tilde{\Gamma}_{it}^q | \tilde{\Gamma}_{it-1}^m) = \mathbb{E}(\tilde{\Gamma}_{it}^q | \tilde{\Gamma}_{it-1}^q) = 0$.

\textsuperscript{21}Note that, given the assumptions that materials and labor are flexible inputs and that the productivity shocks are serially uncorrelated, we will need $\bar{W}_{it}^m$ to be serially correlated in order for lagged levels of materials and labor to have explanatory power for subsequent changes.
On the output side, the derivation of the times-series properties of the quality and variety terms, $q_{it}$ and $v_{it}$, is complicated by the fact that firms endogeneously choose output prices, which in turn affect revenue shares (which enter the quality and variety terms). To solve explicitly for such output-price choices requires a specification of the micro-foundations for the firm-level production function, (7). A sufficient condition for our approach to be valid is that, like input prices, output prices can be written as the product of a potentially serially correlated firm-level term and a serially uncorrelated firm-product-level term:

$$P_{ijt} = \Lambda_{it} \varsigma_{ijt}$$

where $$E(\varsigma_{ijt} | I_{it}) = 0$$ (20)

Appendix A.3 provides micro-foundations for our production function that are consistent with (20). Following Orr (2022), we assume that production functions across firm-products differ only in Hicks-neutral shifters and are homogeneous of degree one. We emphasize that these are not the only possible micro-foundations for our production function (7) and that our method will be valid as long as (20) holds.

Appendix A.4 shows that, under the assumptions laid out in this section, lagged levels from period $t - 2$ or earlier are valid instruments. Intuitively, the firm-average prices in (19) and (20) drop out of the expressions for the input-expenditure shares, $S_{ijt}^m$, and output-revenue shares, $S_{ijt}^y$, with the consequence (given our assumptions on quality and variety choices) that the shares are serially uncorrelated. Given the definitions of the Sato-Vartia weights, $\psi_{ibt}^m$ and $\psi_{ibt}^y$, and the variety terms, $\chi_{it,t-1}^m$, $\chi_{it-1,t}^m$, $\chi_{it-1,t}^y$, and $\chi_{it-1,t}^y$ in (5) and (10), it follows from (15) that $\Delta q_{it}^m$, $\Delta v_{it}^y$, $\Delta q_{it}^y$, and $\Delta q_{it}^m$ are $MA(1)$, i.e. display at most one period of serial correlation. Together with (16)-(17), this implies that input choices from $t - 2$ and earlier are uncorrelated with $\Delta u_{it}$.

We recognize that the restrictions laid out in this section are stronger than those typically imposed in the literature. At the same time, a key implication of this set of assumptions — that $\Delta u_{it}$ is $MA(1)$ — is testable using the standard approach of Arellano and Bond (1991). The results, report below, are consistent with this hypothesis: we will find strong correlation of $\Delta u_{it}$ with $\Delta u_{it-1}$ but we will not reject the hypothesis of no correlation between $\Delta u_{it}$ and $\Delta u_{it-2}$. Serial correlation in the productivity shocks or in the determinants of quality or variety choices, conditional on the firm fixed effects, would be expected to show up as correlation between $\Delta u_{it}$ and $\Delta u_{it-2}$ (and further lags). The fact that we do not find such correlation increases our confidence in the set of assumptions we impose.

2.5 Two-Step IV Estimation Procedure

In the spirit of System GMM (Arellano and Bover, 1995; Blundell and Bond, 1998, 2000), we estimate both the difference and levels equations, but we proceed in two steps, along the lines of a related exercise in Kripfganz and Schwarz (2019). In the first step (Subsection 2.5.1), we estimate
the difference equation, (14), using lagged levels and external drivers of input price changes as instruments. We recover estimates of $\beta_m$ and $\beta_\ell$, treating $\beta_k$ as a nuisance parameter. In the second step (Subsection 2.5.2), we insert the first-step estimates of $\beta_m$ and $\beta_\ell$ in the levels equation and use the lagged difference of capital as an instrument for the level. To be clear on terminology, we use the word step to refer to the differences and levels steps, and reserve the word stage for the two stages of the IV estimator in each step.

2.5.1 Differences (Step 1)

To estimate the difference equation, (14), and to address quality and variety biases as well as the familiar transmission bias, we seek instruments that are correlated with $\Delta \tilde{m}_{it}^{SV}$, $\Delta \ell_{it}$ and $\Delta k_{it}$ and uncorrelated with the error term, $\Delta u_{it}$. As noted above, lags of input choices from $t-2$ and earlier are valid instruments under our assumptions. A widely recognized concern with lagged levels as instruments, however, is that they may be only weakly correlated with current differences (Griliches and Mairesse, 1998; Blundell and Bond, 1998, 2000; Bun and Windmeijer, 2010). Including further and further lags may exacerbate the weak-instrument problem. In our setting, diagnostic statistics will give reason to be concerned about the weakness of the internal instruments.

Our strategy for strengthening the instrument set is to incorporate external instruments capturing exogenous variation in the prices of materials and labor. To construct the materials-price instrument, we take advantage of detailed Colombian trade-transactions data merged with the Colombian manufacturing survey (for the pre-2009 period when this merge was possible). We first use real-exchange-rate movements to predict import-price movements at the product-year level, running “leave one out” regressions that omit one firm at a time. We then use information on the product composition of each firm’s imports to aggregate the predictions to the firm-year level.

To be precise, we begin by defining real exchange rates (RERs) as:

\[
RER_{ot} = NER_{ot} \left( \frac{CPI_{ot}}{CPI_{Col,t}} \right)
\]

where $o$ indexes import origins, $NER_{ot}$ is the nominal exchange rate (Colombian pesos/foreign currency), $CPI_{ot}$ is the consumer price index (CPI) in the origin, and $CPI_{Col,t}$ is the CPI in Colombia. Defined in this way, a real appreciation in country $o$ is reflected in an increase in $RER_{ot}$. We consider the top 100 origins by Colombian import volume and label this set $O$. We use $n$ to index products defined at the 8-digit trade classification level (which do not map cleanly to products in the Colombian industrial classification, indexed by $j$ and $h$ above). We exclude machinery and equipment, which

\footnote{In the setting of cross-country growth regressions, Bazzi and Clemens (2013) and Kraay (2015) show that the instruments used in difference and system GMM estimators are weak and can suggest misleading inferences. See also the review by Bun and Sarafidis (2015).}

\footnote{Exchange-rate movements have been used as a source of identification in similar contexts by Goldberg and Verboven (2001), Park et al. (2010), Bastos et al. (2018), Amiti et al. (2019), and others.}
could arguably be considered capital rather than material imports; we also exclude petroleum and other mineral fuels. For a particular imported input \( n \), we calculate an average log RER change separately for each firm in our data, weighting by imports but leaving out the firm’s own imports:

\[
\Delta \text{rer}_{nt,-i} = \sum_{o \in \mathcal{O}} \zeta_{o,nt,-i} \Delta \ln(RER_{ot}), \quad \text{where} \quad \zeta_{o,nt,-i} = \frac{\mathcal{I}_{o,nt,-i}}{\sum_{o \in \mathcal{O}} \mathcal{I}_{o,nt,-i}}
\]  

(22)

Here \( \mathcal{I}_{o,nt,-i} \) is the “leave-one-out” value of imports of input \( n \) from origin \( o \) in period \( t - 1 \) for all firms except \( i \). We then use these product-level average real-exchange-rate changes to predict import price changes at the product-year level, using the regression:

\[
\Delta w_{nt,-i}^{\text{imp}} = \gamma_{st,-i} \Delta \text{rer}_{nt,-i} + \rho_{st,-i} + \eta_{nt,-i}
\]  

(23)

where \( \Delta w_{nt,-i}^{\text{imp}} \) is the change in import \( n \)’s log import price (calculated at the product-year level, averaging across origins using import weights) for imports of all firms except \( i \), \( \rho_{st,-i} \) is a sector-year effect, and \( \eta_{nt,-i} \) is a product-year-level disturbance. In our preferred specification, \( s \) indexes two digit trade sectors. We run this leave-one-out regression separately for each firm \( i \) (using data from all firms present in both the customs data and the manufacturing survey, not just those in the rubber and plastics sectors) and recover the predicted values, \( \Delta \hat{w}_{nt,-i}^{\text{imp}} \). The advantage of using the predicted values, \( \Delta \hat{w}_{nt,-i}^{\text{imp}} \) as opposed to \( \Delta w_{nt,-i}^{\text{imp}} \), is that the former reflect only the RER changes (and sector-year effects), which are credibly exogenous to firm \( i \)’s decisions, and not shocks to quality or other unobserved characteristics of products (in \( \eta_{nt,-i} \)), which may be correlated across firms and hence potentially correlated with firm \( i \)’s quality or variety choices, despite the fact that we have left out firm \( i \) in constructing \( \Delta w_{nt,-i}^{\text{imp}} \).

We then use firm \( i \)’s product-level import shares in \( t - 2 \) as weights in constructing the average predicted import price change at the firm level:

\[
\Delta \hat{w}_{it}^{\text{imp}} = \sum_{n \in \mathcal{N}} \theta_{nt-2} \Delta \hat{w}_{nt,-i}^{\text{imp}}, \quad \text{where} \quad \theta_{nt-2} = \frac{\mathcal{I}_{nt-2}}{\sum_{n \in \mathcal{N}} \mathcal{I}_{nt-2}}
\]  

(24)

Here \( \mathcal{I}_{nt-2} \) is imports by firm \( i \) of product \( n \) in period \( t - 2 \) and \( \mathcal{N} \) is the set of all imported products. For firms that did not import in \( t - 2 \), we set \( \Delta \hat{w}_{it}^{\text{imp}} = 0 \). This average predicted import price

\footnote{That is, we exclude Harmonized System 2-digit categories 27, 84 and 85.}

\footnote{That is, \( \mathcal{I}_{nt,-1,-i} = \sum_{j \neq i} \mathcal{I}_{nt,-1} \) for input-year \( nt - 1 \).}

\footnote{That is, \( \Delta w_{nt,-i}^{\text{imp}} = \sum_{o \in \mathcal{O}} \zeta_{o,nt,-i} \Delta w_{o,nt,-i}^{\text{imp}}, \) where \( \zeta_{o,nt,-i} \) is defined as in (22).}

\footnote{In principle, we could include lags of the average real-exchange-rate changes in (23). But consistent with the literature on exchange-rate pass-through (see e.g. Campa and Goldberg (2005)), we have found that the effect of RER changes on import prices decays relatively quickly, within one year, and including further lags has little effect on the strength of our instrument, so we do not include them here.}

\footnote{If a concordance from detailed trade categories to detailed industrial categories were available, it would be possible to estimate the effects of RER changes on domestic prices and use firms’ composition of domestic purchases as well as imports to construct the firm-level instrument. But unfortunately no such concordance exists in Colombia. We experimented with constructing our own concordance based on verbal product descriptions, but we found this to be
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change at the firm level, $\Delta \tilde{w}^{\text{imp}}_{it}$, is our external instrument for $\Delta m_{it}^{\text{SV}}$ in (14).\footnote{Exchange-rate movements may also affect export prices. We address this concern by constructing an analogous predicted export price index and including it as an additional covariate; see Section C.2 below.}

In order for this instrument to be valid, it must be both correlated with input choices (which we will provide evidence of below) and uncorrelated with the error term in the difference equation, which appears in (14) and (15). Given that the instrument is a function of RER changes and firms’ initial import compositions, it seems clearly uncorrelated with the productivity shocks, $\Delta \omega_{it}$ and $\Delta \epsilon_{it}$ in $\Delta u_{it}$. One might be more worried that it is correlated with the input and output quality and variety terms, for instance if the quality of imports varies systematically by origin and RER movements lead firms to source from different origins. Our main response to this concern, which we return to below, is that we have chosen to focus on sectors — plastic and rubber products — in which inputs are commodities or at least commodity-like. Although inputs such as natural latex and carbon blacks (for rubber products) or polyethylene and polypropylene (for plastic products) may have quality differences, they remain highly substitutable within quality categories observable to market participants and we would not expect significant differences in quality or variety across origin countries. We maintain the assumption that $\Delta \tilde{w}^{\text{imp}}_{it}$ is uncorrelated with $\Delta u_{it}$ in what follows.

To construct an external instrument for labor, we exploit the fact that the minimum wage in Colombia is high relative to the wage distribution (above 90% of the median) and that it rose sharply over our sample period, especially in 1994-1999 and 2003-2009. (See Section 3.3 for institutional background.) We first construct a measure of the “bite” of the minimum wage — how binding it is expected to be on a particular firm — defined as:

$$B_{it} = \frac{MW_{t}}{W_{it}^{\ell}}$$

where $MW_{t}$ is the national minimum wage (defined for monthly earnings and annualized by multiplying by 12) and $W_{it}^{\ell}$ is firm-level average annual earnings per worker for permanent workers, calculated as the firm-level annual wage bill divided by average employment. Defined in this way, $B_{it} < 1$; the closer the firm average wage is to the national minimum wage, the larger is $B_{it}$. We interact this measure of bite with the change in the national minimum wage, using bite from $t - 2$:

$$\Delta z_{it} = B_{it-2} \ast \Delta \ln(MW_{t})$$

This predicted wage change, $\Delta z_{it}$, serves as an instrument for $\Delta \ell_{it}$ in (14). We maintain the assumption that $\Delta z_{it}$ is uncorrelated with the differenced error term, $\Delta u_{it}$, conditional on the (differenced) year effect, $\Delta \xi_{t}$, and hence is a valid instrument. Previous studies that have followed this strategy of interacting minimum wage changes with differences in their bite include Card (1992) and Cengiz et al. (2019).
It is well known that the estimation of the capital coefficient is problematic in models that include a firm effect. For example, in a first-differenced model using lagged levels as instruments, Ornaghi (2006) finds a negative coefficient on capital. Using a within estimator, Söderbom and Teal (2004) also find a negative relationship. It is common to attribute low estimates of the capital coefficient to measurement error in capital, the effect of which is exacerbated by transformations to remove the firm effect (Griliches and Mairesse, 1998; Ackerberg et al., 2015). In the Colombian manufacturing census, we do not observe capital utilization, and it seems likely that the capital measure we are able to construct, while standard, is a very noisy measure of capital actually in use. It may also be that in the presence of adjustment costs for capital, with firms investing in a lumpy way and the returns to capital accruing over long periods, changes in capital may not show up immediately in changes in output. Griliches and Mairesse (1998) recommend looking at longer differences, to reduce the role of noisy year-to-year fluctuations. But as noted above (footnote 27), the real-exchange-rate fluctuations that are the main source of exogenous variation in our predicted-import-price instrument have an effect on prices only in the relatively short term, typically 1-2 quarters, and the instrument has little explanatory power over longer periods. If we had an external instrument that generated large changes in capital on a year-by-year basis, it would help greatly, but we have not found such an instrument. In light of these issues, we conclude that we do not have sufficient signal in year-on-year capital changes to estimate \( \beta_k \) well in first-differences. At the same time, we would not feel justified in simply dropping \( \Delta k_{it} \) from the regression (and letting it be incorporated in the error term) because it may still be correlated with changes in materials and labor. Instead, we include \( \Delta k_{it} \) in the first step and treat \( \beta_k \) as a nuisance parameter. In the next subsection, we present a strategy for estimating \( \beta_k \), in levels, which is arguably less subject to measurement error in the level of capital.

It is worth emphasizing that, under our assumptions, the first step on its own generates consistent estimates of \( \beta_m \) and \( \beta_\ell \). If one is only interested in these estimates, for instance to construct markups in the method of Hall (1988) and De Loecker and Warzynski (2012), then one can stop at this step.

### 2.5.2 Levels (Step 2)

Using \( \bar{\beta}_m \) and \( \bar{\beta}_\ell \) from Step 1, our levels equation, (13), can be rewritten as:

\[
\bar{y}_{it}^{SV} - \bar{\beta}_m \bar{m}_{it}^{SV} - \bar{\beta}_\ell \bar{\ell}_{it} = \beta_k k_{it} + \xi_i + \bar{u}_{it}
\]

(27)

where the error term now includes the firm effect, \( \eta_i \), and terms arising from estimation error in the first-step coefficients:

\[
\bar{u}_{it} = \eta_i + (\beta_m - \bar{\beta}_m) \bar{m}_{it}^{SV} + (\beta_\ell - \bar{\beta}_\ell) \bar{\ell}_{it} + (\beta_m v_{it}^m - v_{it}^y) + (\beta_m q_{it}^m - q_{it}^y) + \omega_{it} + \epsilon_{it}
\]
To justify using a lagged difference of log capital as an instrument for the level of capital, we need an additional assumption. We assume in particular that

$$E(k_{it}|\eta_i) = c_i$$

(28)

for some (potentially firm-specific) constant $c_i$. This assumption is similar to the standard System-GMM assumption that lagged differences are uncorrelated with the firm effect, which Bun and Sarafidis (2015) note is equivalent to assuming that the correlation of the level of inputs and the firm effect is constant over time. Here we impose the slightly stronger requirement that the conditional expectation of the capital stock is constant, which will be necessary to ensure that the lagged difference is uncorrelated with the levels of the quality and variety terms, $q_{it}^m$, $q_{it}^y$, $v_{it}^m$ and $v_{it}^y$. This assumption rules out correlation between a firm’s time-invariant productivity and the evolution of its capital stock over time, although it allows, for instance, current investment to be a function of current and past shocks to productivity.

To proceed, we also need to take a stand on the firm-specific normalizations, $\bar{m}_{i0}$ and $\bar{y}_{i0}$, in (12). This amounts to choosing a base year for the firm-specific output and input price indexes, $\bar{P}_{it}$ and $\bar{W}_{it}^m$. Here we assume that these indexes are equal to unity in the first year that a firm appears in our data. In logs, since $r_{it} = \bar{y}_{it} + \bar{p}_{it}$ in every period, setting $\bar{p}_{i0} = 0$ implies $\bar{y}_{i0} = r_{i0}$ (where 0 refers to the initial year for the firm). Similarly, on the input side, setting $\bar{w}_{i0}^m = 0$ implies $\bar{m}_{i0} = e_{i0}$.

Appendix A.5 shows that, under our assumptions, the lagged difference in capital, $\Delta k_{it-1}$, is uncorrelated with $\bar{u}_{it}$ and hence is a valid instrument. Intuitively, given that capital can be adjusted only with a lag, and given our assumptions of no serial correlation in the productivity shocks, variety or quality choices conditional on firm fixed effects (see Section 2.4), these terms are redundant in explaining investment choices, conditional on the fixed effect. The constant conditional mean assumption, (28), in turn ensures that $\Delta k_{it-1}$ is uncorrelated with $\eta_i$.

Although the first-step estimation errors in $\hat{\beta}_m$ and $\hat{\beta}_\ell$ show up in $\bar{u}_{it}$, the consistency of the first-step estimates implies that they will not render the second-step estimates inconsistent. But given that there may be correlation between $\Delta k_{it-1}$ and $\bar{m}_{it}^{SV}$ or $\ell_{it}$, a correction needs to be applied to the standard error for $\hat{\beta}_k$ (Kripfganz and Schwarz, 2019).

If the model is specified correctly, then estimating it in two steps potentially involves a loss of efficiency relative to simultaneous GMM estimation. But as pointed out by Kripfganz and Schwarz (2019), an advantage of the two-step approach is that the first-step estimates of $\beta_m$ and $\beta_\ell$ are robust to mis-specification in the second stage, and in particular to violations of the constant conditional mean assumption, (28).
3 Data, Institutional Background, and Descriptive Statistics

This section describes the main datasets we use, provides institutional background on the minimum wage in Colombia, explains our choice of subsectors, and presents summary statistics for our sample.

3.1 Annual Manufacturing Survey

We use information on sales, employment, wages, capital stock, inputs and outputs from the Encuesta Anual Manufacturera (EAM, Annual Manufacturing Survey), collected by the Colombian statistical agency, known by its Spanish acronym, DANE. Data are reported at the plant level and we aggregate them to the firm level — the level at which we observe imports and exports from trade transactions records (see below). In the sectors we focus on, nearly all firms have just one plant. We focus on data from the period 1994-2009.\(^{30}\) Given that we need at least two lags in our baseline specifications, our main period of analysis is 1996-2009.

The survey contains information on the values and physical quantities of all outputs produced and inputs consumed by each plant at the level of 7-digit Central Product Classification (CPC) categories.\(^{31}\) Because the survey is used to construct producer price indexes, DANE pays careful attention to the units of measurement for each product, and a given product is always reported using the same units. We calculate product prices at the firm level as unit values: \(P_{ijt} = \frac{R_{ijt}}{Y_{ijt}}\), where \(R_{ijt}\) is the value of product \(k\) produced by firm \(i\) in year \(t\) and \(Y_{ijt}\) the corresponding quantity.

Input prices are calculated analogously. Further details, including on the construction of capital stock, which uses a standard perpetual-inventory method, are in Appendix B.1. The fact that the survey contains, in principle, information on all material inputs is important because it responds to a criticism of IV methods, for instance by Ackerberg et al. (2015), that the exclusion restrictions for input-price instruments are likely to be violated if one observes only a subset of inputs.

3.2 Customs Records and Exchange Rates

The customs data contain information from the administrative records filled out by every Colombian importer or exporter for each international transaction, collected by the Colombian customs agency, known by its Spanish acronym, DIAN. Information is available at the level of the firm, product code (8 digit), year, and country of origin (for imports) or destination (for exports). For the period of the analysis, imports and exports by the firm are merged with the EAM manufacturing data using firm identifiers according to the procedures established by DANE. Further details are in Appendix B.2.

\(^{30}\)Prior to 1994, the EAM used different plant identifiers and it is often difficult to track plants over time. Although we use data from 1992-1993 when available in constructing firm-level capital stock, we do not focus on these years in the main analysis. Using procedures established by DANE to protect the confidentiality of the data, it is possible to link the customs data (see below) to the EAM only until 2009.

\(^{31}\)The survey also reports information on outputs sold and inputs purchased, but throughout the paper we use the information on production and consumption to avoid timing issues that arise because firms hold inventories.
To calculate real exchange rates (RERs) by trading partner, we use nominal exchange rates and consumer price indexes (CPIs) from the International Financial Statistics (IFS) of the International Monetary Fund. Several of Colombia’s most important import origins had significant RER fluctuations over our study period. Venezuela and Mexico, both major oil producers, had large real appreciations in 1995-2000 and large real depreciations subsequently. Indonesia suffered a major crisis accompanied by sharp real devaluation in 1997, as did Argentina in 2001. Even the US and Eurozone countries, which were less volatile overall, experienced non-trivial variation in the RER relative to Colombia.

3.3 Minimum Wage

Despite wide variation in local labor market conditions, Colombia has a single national minimum wage. Over our study period, it was one of the highest in Latin America as a share of the median wage, and it increased significantly in real terms (Maloney and Nuñez Mendez, 2004; Mondragón-Vélez et al., 2010). As required by the Colombian constitution, increases for the coming year were negotiated in December by a tripartite commission including representatives from government, employer associations, and labor organizations. Prior to 1999, the target was commonly understood to be predicted inflation plus predicted productivity growth (Maloney and Nuñez Mendez, 2004). In 1999, because of a recession, predicted inflation greatly exceeded actual inflation and the real value of the minimum wage increased by 7%. In addition, the Constitutional Court in Colombia ruled in 1999 that the minimum wage increase could not be lower than the previous year’s inflation. As a result, the real value of the minimum wage continued to rise after 2000, remaining above 90% of the median wage through the end of our study period (Mondragón-Vélez et al., 2010). The real minimum wage increased steadily over 1996-2009, by approximately 23% overall during the period. Appendix Figure A1 plots a histogram of real wages in 1998 for individuals who report working in firms with 10 or more employees in manufacturing in a Colombian household survey, the Encuesta Nacional de Hogares. The solid and dashed vertical lines represent the 1998 and 1999 minimum wages, respectively. We see that there was extensive bunching of wages at the minimum in 1998, and that a large share of manufacturing workers was directly affected by the 1999 minimum wage increase. Over the period of analysis, the minimum wage was often used to index the wages of employees who earned above the minimum; as a consequence, increases in the real minimum wage were likely to have an effect on wages throughout the distribution (Mondragón-Vélez et al., 2010). Researchers have previously found disemployment effects of the minimum wage in Colombia, in contrast to several other countries in the region (Bell, 1997; Maloney and Nuñez Mendez, 2004).

\[32\] For a few countries with no information in the IFS, we gathered data directly from their central banks.
3.4 Choice of Subsectors and Descriptive Statistics

Our method is most applicable in industries that meet several criteria. First, the ability to accommodate endogenous quality and variety choices is most valuable in sectors producing differentiated products, particularly those with substantial quality variation. Second, given that we assume that firms are price-takers in input markets, our method is most applicable in industries in which inputs, although they may differ in quality, are relatively non-specialized and substitutable within quality categories. Third, for our external instrument for materials to be relevant, a substantial share of inputs in the industry must be imported, such that real-exchange-rate fluctuations have a significant effect on the input prices faced by firms.

In choosing subsectors that fit these criteria, we face a familiar trade-off. On one hand, we would like sample sizes to be as large as possible in order to increase the precision of our estimates. This clearly matters in our setting where the weakness of instruments is a concern. On the other hand, the wider the net that we cast, the more heterogeneous the included firms are likely to be. The issue is particularly salient because, as is common in the literature, we will treat all firms in our sample as having the same production-function coefficients.

Our approach in this paper is to focus on producers of rubber and plastic products. These subsectors are adjacent in the ISIC revision 2 classification (with 3-digit codes 355 and 356, respectively) and are often classified together in a 2-digit sector, as for instance in Sector 36 (“Rubber and Plastic Products”) of the U.N. Central Product Classification (CPC). Table A1 reports their main 8-digit outputs. For rubber, the main product is tires of different kinds. These can be understood to be differentiated products: they are typically sold under brand names — Goodyear and Michelin tires are produced in Colombia, for instance — and often for fairly specialized uses. For plastics, there is less concentration on a single type of product; output is distributed across various types of tubing, bags, sheets, films, and containers. But again, the products are typically differentiated and often tailored for specialized uses.

By contrast, the inputs of both subsectors can be viewed as commodities, or at least commodity-like — highly substitutable across suppliers even if they have quality differences. Table A2 reports the main 8-digit inputs. For rubber, the most important input is natural latex, from the bark of rubber trees. The second-most important input category, “rare metals in primary forms” (CPC product code 3423112), includes carbon black, a form of carbon used as a filler in tires. For the plastics subsector, the most important inputs are raw forms of different common plastics — polyethylene (PET), polypropylene (PP), polyvinyl chloride (PVC), polystyrene, and others — often purchased in the form of pellets. Although pellets vary in their chemical properties, their characteristics are typically noted on the packaging. Within a given chemical specification, pellets from different producers and origin countries are typically considered to be highly substitutable. There may be other dimensions of supply relationships that cannot be observed ex ante, for instance timeliness of deliv-
ery or willingness of supplier to extend trade credit. But to a first approximation we believe it is reasonable to treat the main inputs in rubber and plastics as highly substitutable, with observable quality differences.

As is evident in Table A2, a large share of inputs in both subsectors is imported. In rubber products, almost all natural latex is imported, as are substantial shares of carbon black and other inputs. In plastics, a majority of PET and 20-25% of PVC and polystyrene are imported. These import shares are from the EAM data and hence represent shares of inputs imported directly by firms. To the extent that firms purchase imported goods from local intermediaries, they understate the true import shares of the inputs.

In selecting the estimation sample, we require that a firm have complete data on capital, labor, materials, and outputs for at least six consecutive years. This requirement is helpful to ensure that the perpetual-inventory method generates a sensible measure of capital stock. It also ensures that our sample of firms does not change as we modify the number of lags required in different specifications. We are left with 362 firms in an unbalanced panel, with 11.7 observations per firm on average over 1996-2009. Table A3 presents summary statistics on this baseline sample. We see that the two subsectors are comparable on many dimensions.

To explore the robustness of our results, in the appendix we will report results for two alternative samples. In the first, we remove rubber products and focus exclusively on plastics, the larger of the two subsectors. In the second, we keep both rubber and plastics and add glass products (ISIC rev. 2 subsector 362), a subsector that also arguably satisfies the criteria of relatively substitutable inputs, high imported input share, and differentiated outputs. Descriptive statistics on the glass products subsector are reported in supplementary materials available from the authors.

4 Results

This section reports the results of the estimation strategy laid out in Section 2. For comparison purposes, we begin by presenting “naive” OLS and first-difference (FD) results, and then move on to our two-step IV (TSIV) method.

4.1 “Naive” OLS and FD Estimators

Panel A of Table 1 presents estimates using (deflated) sales as the measure of output and (deflated) material expenditures as the measure of input use. The OLS estimates in Columns 1 and 2, without and with year effects respectively, appear to be reasonable, and are roughly consistent with constant returns to scale, as is typically expected (see e.g. Bartelsman and Doms (2000)). Columns 3 and 4 report first-difference (FD) estimates, corresponding to equation (14) without instruments. Relative to the OLS estimates, the materials coefficients are significantly lower, the labor coefficients remain roughly unchanged, and, strikingly, the capital coefficients drop almost to zero. The latter fact
is consistent with the observation that transformations to remove firm effects can lead to severe attenuation of the capital coefficient; this problem is not specific to our TSIV method.

Panel B of Table 1 again reports OLS and FD estimates, but using the Sato-Vartia quantity aggregates for output and materials. In Columns 1 and 2, we have imposed the firm-specific normalizations for \( \overline{y}_{i0} \) and \( \overline{m}_{i0} \) discussed in Section 2.5.2 above, using each firm’s first year in the unbalanced panel as the base year for the firm-specific output and input deflators.\(^{33}\) Comparing Panels A and B, we see significant differences in the OLS estimates — in particular, using the quantity indexes reduces the OLS materials coefficient and raises the capital coefficient — but the FD estimates are quite similar across panels.

### 4.2 Differences (Step 1) Results

In this step, we estimate our differences equation, (14), using instruments for the changes in input choices. Table 2 reports the first stage for different sets of instruments. Columns 1-3 use only internal instruments, and in particular only lagged levels of inputs from period \( t - 2 \). The coefficient estimates are plausible, with lagged levels negatively associated with current changes.

Testing for weak instruments is complicated in this setting by the presence of multiple endogenous covariates and the potential for heteroskedastic errors (which we would not feel justified in assuming away). This is a frontier area of econometric theory and there is no consensus on the right diagnostic tests for such cases.\(^{34}\) Two tests are commonly reported in practice. Sanderson and Windmeijer (2016) propose an improved version of a test first suggested by Angrist and Pischke (2009), which is appropriate for inference on each of multiple endogenous regressors.\(^{35}\) Also commonly reported is the Kleibergen and Paap (2006) Wald statistic, an analogue of the Cragg and Donald (1993) statistic applicable in non-homoskedastic settings. Using these diagnostics, there is evidence that the instruments are weak. The Sanderson-Windmeijer (SW) F-statistics are well below the rule-of-thumb level of 10 (as are the conventional F-statistics for materials and labor), and although the Kleibergen-Paap (KP) LM test easily rejects the null of underidentification, the KP Wald statistic for weak instruments is below 1.\(^{36}\) In Appendix Table A4, we show that this weak-instrument issue is not resolved by including further lags as instruments in a GMM estimator.\(^{37}\)

---

\(^{33}\)These normalizations are differenced out in the first-difference specifications.

\(^{34}\)In a recent state-of-the-art review, Andrews et al. (2019) recommend the test of Montiel Olea and Pflueger (2013) in cases with a single endogenous regressor, but have no recommendation in cases with multiple endogenous regressors; see their footnote 4.

\(^{35}\)The Sanderson-Windmeijer statistic adjusts for the fact that the endogenous covariates may themselves be highly correlated. The theoretical justification for it relies on an assumption of homoskedastic errors, but it is commonly reported even in non-homoskedastic settings.

\(^{36}\)Although the Kleibergen and Paap (2006) Wald statistic is sometimes compared to the Stock and Yogo (2005) critical values, Andrews et al. (2019) note that this comparison lacks theoretical justification in the non-homoskedastic case. We simply note that this statistic is at a level that would typically raise concerns among practitioners.

\(^{37}\)Appendix Table A4 reports results from GMM estimation of our difference equation (14), where further lags have been added “GMM-style” (Holtz-Eakin et al., 1988; Roodman, 2009), allowing separate coefficients in each period. Lags are included just from \( t - 2 \) in Column 1, from \( t - 2 \) and \( t - 3 \) in Column 2, and from \( t - 2 \) to the firm’s initial
To improve the explanatory power of the first stage of this step, we turn to our external instruments. As described in Section 2.5.1 above, we start by estimating the relationship between RER movements and import prices given by (23), leaving out one firm at a time. This generates 362 sets of coefficient estimates, one for each firm in our sample. (The results are reported in supplementary materials available from the authors.) Although there is some heterogeneity, in the majority of sectors, and on average across sectors, import prices are positively related to RER movements, as expected.

Columns 4-6 of Table 2 report the first-stage estimates including the two external instruments — the predicted change in import price, $\Delta \hat{w}_{int}^{imp}$ from (24), and the minimum wage instrument, $\Delta z_{it}$ from (26) — and one internal instrument, the lagged level of capital from $t-2$. The coefficient estimates broadly conform to our expectations. In particular, the predicted import price change is significantly negatively related to the change in the material quantity aggregate and the predicted wage change is significantly negatively related to the change in employment. In the latter case, the predicted wage change is also negatively related to the materials and capital changes. The instruments are somewhat stronger than in the internal-instruments-only model in Columns 1-3, but both the SW F-statistic for materials and labor and the KP Wald statistic continue to warrant concern about the weakness of the instruments.

Our preferred specification combines the three internal instruments from $t-2$ and the external instruments. The corresponding first stage is reported in Columns 7-9 of Table 2. The coefficient estimates are similar to those in the other columns but the strength of the instrument set has improved. The SW F-statistic is above the rule-of-thumb level of 10 for labor and capital and the KP Wald statistic, while still below 3, is larger than in the other columns. The concern about the weakness of instruments remains, but it has been mitigated by the inclusion of the external instruments.

Table 3 presents the second-stage estimates corresponding to the three sets of instrument in Table 2. In the first two columns, the coefficients on materials and labor are imprecisely estimated and change markedly across columns, as one might expect given the weakness of the instruments in these specifications. In our preferred specification in Column 3, by contrast, the materials and labor coefficients are more precisely estimated and are of plausible magnitudes, 0.45 and 0.47 respectively. The labor coefficient is substantially larger than, and the materials coefficient very similar to, the corresponding FD estimates in Table 1, Panel B, Columns 3-4. The difference in the labor coefficient is consistent with the presence of an output-quality bias discussed above: if producing higher-quality output requires more labor, then we would expect a positive correlation between $\Delta \ell_{it}$ and $\Delta q_{it}^{y}$ in (14), generating a negative bias in OLS and FD estimates of $\beta_{it}$, which our approach would correct.

As previewed above, the capital coefficient is implausibly low in this specification. The point year in the sample in Column 3. The Kleibergen-Paap Wald statistic remains below 2 and the Sanderson-Windmeijer F statistics are all below 3.5.
estimate is in fact negative, although the confidence interval allows for positive values of roughly the magnitude of the OLS estimate in Columns 3-4 of Table 1, Panel A. In Step 2 below, using the levels equation, we will arrive at a more plausible point estimate for the capital coefficient.

Given that the SW F-statistic for materials and the KP Wald statistic are still somewhat low in our preferred specification, we explore the robustness of the estimates in two ways. First, we report weak-instrument-robust confidence intervals. The econometric literature has not reached consensus on the best method for estimating these intervals, especially in the non-homoskedastic case. Here we follow the approach of Andrews (2016, 2018), which uses a statistic based on a linear combination (LC) of the K statistic of Kleibergen (2005) and the S statistic of Stock and Wright (2000). We treat $\beta_k$ as a nuisance parameter and do not assume that it is strongly identified. The confidence intervals for $\beta_m$ and $\beta_l$ are reported in Column 3 of Table 2. The intervals are centered at the reported point estimates and allow us to reject the nulls that $\beta_m = 0$ and $\beta_l = 0$ comfortably at the 95% level. Second, to further probe robustness, we estimate the Column 3 specification using limited-information maximum likelihood (LIML), which has been found to be more robust to weak instruments than IV (Stock et al., 2002; Angrist and Pischke, 2009). The Andrews LC robust confidence intervals, reported in Column 4, are somewhat larger, but the coefficient estimates are nearly identical to those in Column 3, which is reassuring.

Table 3 also reports the Arellano and Bond (1991) test statistics for serial correlation in the residuals of the difference equation. We easily reject that there is no correlation between $\Delta u_{it}$ and $\Delta u_{it-1}$, unsurprisingly, but we fail to reject the null of no correlation between $\Delta u_{it}$ and $\Delta u_{it-2}$. As discussed in Section 2.4 above, this is consistent with the assumptions required for our internal instruments to be valid in this context.

### 4.3 Levels (Step 2) Results

We now turn to the second step of our TSIV procedure, in levels. We estimate equation (27), where we have plugged in $\hat{\beta}_m$ and $\hat{\beta}_l$ from the first step on the left-hand side.

Panel A of Table 4 reports the first stage of the IV procedure for this step, using $\Delta k_{it-1}$ as the instrument for $k_{it}$. Weakness of the instrument is not a concern here: the Kleibergen-Papp Wald statistic is above 39. Although the R-squared is low, the first-stage coefficient is 0.67 and highly significant.

Panel B of Table 4 reports the second stage in Column 1 and, for comparison purposes, the corresponding OLS estimate in Column 2. The square brackets in Column 1 report the corrected standard error discussed in Section 2.5.2 above. The corrected standard error does not allow us to reject the null that $\beta_k = 0$ at conventional levels, but the point estimate for the capital coefficient of 0.11 is plausible and, together with the first-step estimates of $\hat{\beta}_m$ and $\hat{\beta}_l$, 0.45 and 0.47, indicates

---

38 The Kleibergen-Papp Wald statistic and the Sanderson-Windmeijer F statistic coincide in cases with a single endogenous covariate.
that returns to scale are nearly constant, as generally expected (Bartelsman and Doms, 2000). While one would prefer to have a more precise estimate of $\beta_k$, we have more confidence in the estimate than in the close-to-zero estimates from first-differences (Columns 3-4 of Panels A and B of Table 1) or the negative estimates from the first step of our TSIV procedure (Table 3).

### 4.4 Robustness

Appendix C reports on three exercises to probe the robustness of our estimates: using alternative aggregators (Tornqvist, Paasche, and Laspeyres indexes), adding a control for the firm-level predicted export price as a covariate, and using alternative samples (dropping rubber product producers or adding glass product producers). The estimates reported above are largely robust to these changes.

### 5 Comparison to Other Methods

This section compares our output-elasticity estimates to those of other commonly used methods. We begin by comparing estimates across methods in the Colombian data (Subsection 5.1) and then explore the performance of the various methods in a simple Monte Carlo simulation (Subsection 5.2).

#### 5.1 In Colombian Data

To compare our estimates to those of System GMM, we implement System GMM using our Sato-Vartia quantity indexes. (Since the System GMM set-up includes a firm fixed effect, it can absorb the firm-specific normalizations we require for the quantity aggregates.) Table 5 presents the results. We include time fixed effects and use the “two-step” procedure described in Roodman (2009). The coefficients on the contemporaneous materials quantity index (which is logged), log labor, and log capital are estimates of the Cobb-Douglas output elasticities, corresponding to our $\beta_m$, $\beta_l$, and $\beta_k$. The columns differ in the number of covariate lags included in the difference equation, with lags just from $t - 3$ in Column 1, from $t - 3$ and $t - 4$ in Column 2, and from all available periods $t - 3$ and earlier in Column 3. The instruments are included “GMM-style,” effectively interacted with year dummies (Holtz-Eakin et al., 1988; Roodman, 2009). In the corresponding levels equations, we include the first lags of the first-differenced covariates as instruments. To gauge the strength of the System GMM instruments, we follow Bazzi and Clemens (2013) and Kraay (2015) in reporting weak-instrument diagnostics separately for the differences and levels equations in Appendix Table 39. In particular, we use the Stata xtabond2 command of Roodman (2009) with options h(2), twostep, and robust. Following Roodman’s replication of Blundell and Bond (1998), we include time fixed effects as instruments only in the levels equation, since they are asymptotically redundant in the difference equation. The model implies additional restrictions on the relationship between the coefficients on the contemporaneous and lagged terms, which we do not test here. Further lags of differences in the levels equation are redundant (Arellano and Bover, 1995; Blundell and Bond, 2000).
A14. The diagnostics give some reason for concern about the strength of the instruments, with the Sanderson-Windmeijer F-statistics below 2.3 for contemporaneous materials, labor and capital.\footnote{The Hansen test of over-identifying restrictions is appropriate in the non-homoskedastic case and does not reject the hypothesis that the instruments are jointly valid. But it should be interpreted with caution, as it is weakened by the presence of many instruments (Roodman, 2009).} The materials (0.455) and capital (0.106) coefficients from the “all lags” specification (Column 3) are quite similar to our TSIV estimates (0.450 and 0.114, respectively). The main difference arises in the labor coefficients, where the System GMM coefficient (0.292) is smaller that ours (0.472). Given the large weak-instrument-robust confidence interval around our estimate, this difference is not statistically significant, but it does suggest that the inclusion of the external instruments to strengthen the instrument set may be important in this case.

For the other methods we consider, we rely on (deflated) revenues and expenditures, the variables that are available in standard datasets. Table 6 reports estimates from the methods of Olley and Pakes (1996) (OP), Levinsohn and Petrin (2003) (LP), Wooldridge (Wooldridge, 2009), Gandhi, Navarro and Rivers (2020) (GNR), and an extension of GNR that allows for monopolistic competition in output markets, which we label GNR-MC.\footnote{For OP, LP and Wooldridge, we use the Stata command prodest (Rovigatti and Mollisi, 2018) and include year effects; for the GNR estimators, we have coded the estimation ourselves. In implementing GNR, given the Cobb-Douglas structure of the the production function, we use a polynomial of degree zero for the materials expenditure elasticity, a polynomial of degree one in capital and labor for the integration constant, and a polynomial of degree three for the AR(1) process of $\omega_{it}$. For all specifications we obtain standard errors by using a bootstrap with 50 replications.} The method of Ackerberg, Caves and Frazer (2015) (ACF) is also commonly used, but the authors recommend that it only be used with value-added production functions, not gross output functions, hence coefficient estimates from their method would not be not directly comparable to ours and we omit them here. We include our TSIV estimates in Column 6 for comparison purposes. With the caveat that our confidence intervals are wide, some differences in the point estimates are worth noting. For OP and LP in Columns 1-2, the point estimates for materials are consistently higher, and for labor are consistently lower, than our estimates. The GNR estimates in Column 3 are closer to ours. The GNR-MC estimates, which scale up the coefficients using a markup estimate, are larger than ours for all three inputs. It is worth noting that while the differences in point estimates are generally not statistically significant, the point estimates will matter, potentially in important ways, for the estimates of markups and productivity that are constructed using them.

5.2 Monte Carlo Simulation

While the comparison in the previous subsection reveals several interesting patterns, the interpretation is made difficult by the fact that we do not know the true values of the output elasticities. As a complementary exercise, here we present a simple Monte Carlo simulation, comparing the estimators in an artificial setting we understand well. The data-generating processes (DGPs) we consider are consistent with the assumptions we have set out above, and it is perhaps not surprising that our es-
imator performs well under them. But we nonetheless believe it is instructive to consider the relative performance of different estimators in the presence of features that are ruled out by the assumptions required for other common methods. The details of the DGPs and additional results are presented in Appendix D. Here we summarize the main patterns.

To make the simulation as simple and transparent as possible, we impose a number of restrictions on our theoretical framework. We assume that firms use a single material input, along with capital, to produce a single output of homogeneous quality, abstracting from variety effects, output quality effects, and labor choices. We focus on the role of input quality, allowing it to depend on exogenous shocks as well as endogenous choices of firms (based on their ex-ante productivity shocks). To the extent possible, we follow the simulation in Gandhi et al. (2020). In our setting we must allow for variation in input prices over time in order for our internal instruments to have explanatory power for contemporaneous choices. We allow materials prices to have an international component (used as an external instrument in our TSIV procedure) and a domestic component. We consider four DGPs. We begin with a simple DGP with perfect competition and serially uncorrelated productivity shocks, which we label DGP1. We then change to monopolistic competition (in DGP2), add time-invariant firm effects (DGP3), and add input-quality variation (in DGP4). For each DGP, we construct 100 samples of 500 firms over 30 periods. The true values of the materials and capital coefficients are 0.65 and 0.25, respectively. We assume that output and input quantities are observable and use them throughout (except for the first step of GNR and for GNR-MC as explained in Appendix D). Note that the presence of monopolistic competition may still affect input and output quantities.

Table 7 presents the results, reporting estimates of the methods considered above. In parentheses we report the standard deviations of the coefficient estimates across the 100 samples for each DGP; these are effectively bootstrap estimates of the standard errors of the coefficients. OLS rejects the true values at the 95% level for all DGPs. For DGP1 and DGP2, the issue is standard transmission bias. The inclusion of firm effects in DGP3 increases the cross-sectional variance of known-ex-ante productivity, and hence exacerbates the transmission bias in this case. Input-quality bias in DGP4 shifts the estimates further from their true values; this is expected because higher input quality both leads firms to use more materials and contributes to higher output. The FD estimates are similar to OLS, but (naturally) are less affected by the inclusion of fixed effects. On the other hand, the first-differencing removes signal in materials and capital, and the coefficients are less precisely estimated. The System GMM point estimates are similar to OLS, but the standard errors are (appropriately) larger and the 95% confidence intervals include the true values. Given the relatively low degree of serial correlation we have built into the simulation, it appears that the internal instruments that System GMM relies on are not on their own strong enough to generate precise estimates.

OP performs reasonably well overall: it does not reject the true values at conventional levels 44

---

44 Because the firm’s optimal materials choice in DGP2 depends on the intensity of competition (captured by \( \sigma \)), the extent of transmission bias is also sensitive to \( \sigma \).
of confidence for any of the DGPs and yields more precise estimates than System GMM. Although the firm effects in principle violate the monotonicity property required to construct the proxy for productivity, in this simulation the variance of the firm effects is sufficiently low that the consequences are not severe. However, two words of caution are in order. First, the introduction of input-quality differences increases the materials coefficient, as we would expect given that we have assumed that firm optimally consume more of a higher-quality input (holding input price constant), generating a positive input-quality bias. Greater variance in input quality would exacerbate this bias. Second, the OP method has the shortcoming, noted by Levinsohn and Petrin (2003), that it requires dropping observations with zero investment. Given we have not built any heterogeneity in output elasticities into the simulation, this sample selection does not greatly affect the coefficient estimates, but it should remain an important consideration in other contexts.

Similarly to the other methods discussed so far, the LP estimates move further from the true values when moving from DGP2 to DGP3 to DGP4.\textsuperscript{45} The introduction of input-quality differences has a more direct effect on materials choices than investment, and hence here has a bigger impact on estimates using materials as a proxy for productivity (LP) than those using investment (OP).

Turning to the GNR and GNR-MC estimates in Columns 6 and 7, we see that both methods precisely recover the true elasticities for DGP1. The difficulties for these methods arise when monopolistic competition is introduced. Gandhi et al. (2020) themselves show that under monopolistic competition the standard GNR estimate of the materials coefficient converges to the true elasticity times one over the true markup, which in our case is set to 1.18 (see Appendix D). The GNR-MC extension seeks to correct the estimates using an estimate of the markup. Following De Loecker (2011), it uses a market-share-weighted average of deflated revenues as an aggregate demand shifter to construct this estimate. In our context, variation in the aggregate demand shifter comes from variation in household income. The Column 7 Panels B-D estimates indicate that this correction for the markup is not sufficient in our setting. Greater variation in aggregate household income would improve the markup estimate, but in real data it will be difficult to know whether the GNR-MC correction is adequate in imperfectly competitive settings. Although in principle the standard versions GNR and GNR-MC are not able to accommodate firm fixed effects,\textsuperscript{46} in this simulation the variance in the fixed effects is not large enough to materially affect the estimates. It is noteworthy that the GNR and GNR-MC estimates are not adversely affected by the addition of input-quality differences.\textsuperscript{47}

Column 8 reports our TSIV estimates, using the second lags of materials and capital as internal

\textsuperscript{45}Although we do not have not presented results using the ACF method because we have been focused on gross output functions, we note that in this simulation, which omits labor, if ACF were applied it would coincide with LP.

\textsuperscript{46}See Section VII.C.3 of Gandhi et al. (2020) for a discussion of an extension to accommodate firm fixed effects.

\textsuperscript{47}In this context, the input quality shocks can be interpreted as simply adding to the variance of productivity shocks (as long as the sum of the two shocks is itself a Markov process). Since GNR do not attempt to proxy for productivity directly with investment or materials demand, their method is robust to such changes.
instruments, and the log change of the international component of material’s price as an external instrument. (See also the discussion in Appendix D.2.) Our estimates are robust to the inclusion of imperfect competition, firm effects, and input-quality differences. Overall, our method performs better than the other methods we consider. While the simulation environment is admittedly artificial, it does point to advantages of our method in differentiated-product sectors with input-quality differences. Although in the interests of simplicity we have not included variety differences or output-quality differences in the simulation, it seems clear that they would further accentuate the advantages of our approach.

6 Conclusion

This paper has sought to make three main contributions. First, we have highlighted the pitfalls of using physical quantities to estimate output elasticities in industries where quality and variety vary across firms and over time. Using within-firm CES aggregators for outputs and material inputs, we have shown theoretically how standard estimates of output elasticities are likely to be biased by quality and variety differences. Second, we have used external drivers of input prices as instruments, in addition to standard internal instruments, to estimate the elasticities of output with respect to materials and labor. The idea of using external instruments is not new, but previous authors have not had access to the combination of datasets and naturally occurring variation that we have been able to take advantage of here. Third, we have developed a new approach to estimating of the output elasticity with respect to capital. It is well known that first-difference estimators tend to yield unsatisfactory estimates of the capital coefficient, and our first-step (differences) estimates are no exception. In the spirit of System GMM, we have added a levels equation, using a lagged difference as an instrument. Our two-step IV (TSIV) approach has the advantage that the estimates of the materials and labor coefficients are robust to misspecification of the second step, which requires stronger assumptions. A simple Monte Carlo exercise suggests that our estimator performs better than standard estimators at least in the artificial environment of the simulation.

An important question that remains open is what to do if one does not have the combination of rich data and naturally occurring variation that we have in our setting. Data on physical quantities of both inputs and outputs are increasingly available, in several countries. But it may be difficult to find credible external instruments and internal instruments may be weak. One potential way forward would be to construct proxies for the quality and variety terms that appear in estimating equations such as (13) above. The approach of De Loecker et al. (2016), of including a flexible function of output price and market share on the right-hand-side, is a promising step in this direction. One could also consider constructing explicit measures of quality, as Khandelwal et al. (2013), Piveteau and Smagghue (2019) and Errico and Lashkari (2022) do for output quality; such a strategy would require imposing more structure on consumer demand than we have been willing to do here, but
may be warranted in some circumstances. To proxy for variety, one could include the observable components of the variety terms derived above and allow for firm-specific coefficients on them.\textsuperscript{48} Another potential way forward would be to intensify the search for credible external instruments. We have taken first step in this direction, and we hope we have made some progress in convincing the reader of the desirability of such instruments, but surely more and better external instruments will be found as richer and richer micro-data become available.

Our main objective in this paper has been to improve estimates of output elasticities. We leave for future work the task of putting the estimates to use, in particular to construct improved estimates of markups and productivity. For markups, estimates from our method can be inserted directly into calculations based on Hall (1988) and De Loecker and Warzynski (2012). For this purpose, our estimates have the advantage that they reflect elasticities of real output, not sales or value-added, which Bond et al. (2021) have recently argued is crucial. For productivity, the task is somewhat less straightforward. Two types of TFP measures have received particular attention: TFPQ (Q for quantities), which uses physical output and input quantities, and TFPR (R for revenues), which uses revenues for output and expenditures for inputs. In Appendix E, we show that neither captures only technical efficiency, even when calculated using our improved elasticity estimates. In particular, while TFPQ avoids input- and output-price biases, it may still reflect quality or variety differences on the input or output side. By contrast, the use of revenues and expenditures in TFPR avoids what we have called quality and variety biases, but it may reflect idiosyncratic variation in output or input prices at the firm level. In settings where quality or variety differences are important (such as ours in this paper), we would argue that TFPR should be preferred, keeping the caveat from the previous sentence squarely in mind. Appendix Table A15 shows that TFPR constructed using our output-elasticity estimates is correlated with TFPR calculated using the other methods considered in Section 5 above, but the correlation is far from perfect. The choice of estimator is likely to matter greatly for calculations such as the effect of trade on productivity or the extent of productivity dispersion, the basis for recent estimates of misallocation in Hsieh and Klenow (2009) and related literature. Our method may be useful for a variety of applications that require estimates of markups or productivity.
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\textsuperscript{48}Note that the variety terms in (13) depend only on observables (the $\chi$ terms) and time-invariant constants (the elasticities of substitution, $\sigma^y_i$ and $\sigma^m_i$).


**Table 1. OLS and First Differences**

<table>
<thead>
<tr>
<th></th>
<th>levels</th>
<th>first differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td><strong>A. Dependent variable: log sales</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>log expenditures(_{it})</td>
<td>0.675***</td>
<td>0.675***</td>
</tr>
<tr>
<td></td>
<td>(0.027)</td>
<td>(0.027)</td>
</tr>
<tr>
<td>log labor ((\ell_{it}))</td>
<td>0.298***</td>
<td>0.296***</td>
</tr>
<tr>
<td></td>
<td>(0.039)</td>
<td>(0.040)</td>
</tr>
<tr>
<td>log capital ((k_{it}))</td>
<td>0.087***</td>
<td>0.087***</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.019)</td>
</tr>
<tr>
<td>Year effects</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>R squared</td>
<td>0.926</td>
<td>0.927</td>
</tr>
</tbody>
</table>

**B. Dependent variable: Sato-Vartia output index (\(\tilde{y}^{SV}_{it}\))**

<table>
<thead>
<tr>
<th></th>
<th>levels</th>
<th>first differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Sato-Vartia materials index ((\tilde{m}^{SV}_{it}))</td>
<td>0.469***</td>
<td>0.468***</td>
</tr>
<tr>
<td></td>
<td>(0.084)</td>
<td>(0.085)</td>
</tr>
<tr>
<td>log labor ((\ell_{it}))</td>
<td>0.357***</td>
<td>0.358***</td>
</tr>
<tr>
<td></td>
<td>(0.109)</td>
<td>(0.110)</td>
</tr>
<tr>
<td>log capital ((k_{it}))</td>
<td>0.196***</td>
<td>0.195***</td>
</tr>
<tr>
<td></td>
<td>(0.045)</td>
<td>(0.046)</td>
</tr>
<tr>
<td>Year effects</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>R squared</td>
<td>0.704</td>
<td>0.705</td>
</tr>
</tbody>
</table>

Notes: Baseline sample: N (observations) = 4,247, N (distinct firms) = 362 in all regressions. Columns 1-2 are in levels, columns 3-4 in first differences (between t-1 and t within the firm) for both independent and dependent variables. Robust standard errors in parentheses. *10% level, **5% level, ***1% level.
Table 2. Differences (Step 1): First Stage

<table>
<thead>
<tr>
<th></th>
<th>$\Delta \bar{m}_{it-2}^{SV}$</th>
<th>$\Delta \ell_{it-2}$</th>
<th>$\Delta k_{it-2}$</th>
<th>$\Delta \bar{m}_{it-2}^{SV}$</th>
<th>$\Delta \ell_{it-2}$</th>
<th>$\Delta k_{it-2}$</th>
<th>$\Delta \bar{m}_{it-2}^{SV}$</th>
<th>$\Delta \ell_{it-2}$</th>
<th>$\Delta k_{it-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
<td>(7)</td>
<td>(8)</td>
<td>(9)</td>
</tr>
<tr>
<td>$\bar{m}_{it-2}^{SV}$</td>
<td>-0.017***</td>
<td>0.013***</td>
<td>0.027***</td>
<td>-0.018***</td>
<td>0.012***</td>
<td>0.026***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.004)</td>
<td>(0.005)</td>
<td>(0.006)</td>
<td>(0.004)</td>
<td>(0.005)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ell_{it-2}$</td>
<td>0.014</td>
<td>-0.030***</td>
<td>0.044***</td>
<td>0.013</td>
<td>-0.030***</td>
<td>0.044***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.007)</td>
<td>(0.010)</td>
<td>(0.09)</td>
<td>(0.007)</td>
<td>(0.010)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{it-2}$</td>
<td>0.009</td>
<td>0.009**</td>
<td>-0.048***</td>
<td>0.001</td>
<td>0.001</td>
<td>-0.010***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.004)</td>
<td>(0.007)</td>
<td>(0.003)</td>
<td>(0.002)</td>
<td>(0.003)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta$ pred. import price index ($\Delta \bar{w}_{it}^{imp}$)</td>
<td>-0.248**</td>
<td>-0.039</td>
<td>0.072</td>
<td>-0.255***</td>
<td>-0.045</td>
<td>0.118</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.098)</td>
<td>(0.064)</td>
<td>(0.103)</td>
<td>(0.098)</td>
<td>(0.063)</td>
<td>(0.102)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta$ min. wage x “bite” ($\Delta z_{it}$)</td>
<td>-1.366</td>
<td>-2.077***</td>
<td>-2.398***</td>
<td>-1.492</td>
<td>-2.062***</td>
<td>-1.991***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.046)</td>
<td>(0.545)</td>
<td>(0.623)</td>
<td>(1.049)</td>
<td>(0.549)</td>
<td>(0.628)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year effects</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>R squared</td>
<td>0.024</td>
<td>0.035</td>
<td>0.038</td>
<td>0.024</td>
<td>0.032</td>
<td>0.014</td>
<td>0.026</td>
<td>0.039</td>
<td>0.041</td>
</tr>
<tr>
<td>F - SW</td>
<td>2.07</td>
<td>2.366</td>
<td>2.258</td>
<td>4.826</td>
<td>5.934</td>
<td>10.611</td>
<td>4.969</td>
<td>12.096</td>
<td>12.576</td>
</tr>
<tr>
<td>KP LM statistic (underidentification)</td>
<td>1.995</td>
<td>4.492</td>
<td>13.350</td>
<td>1.585</td>
<td>0.034</td>
<td>0.004</td>
<td>0.673</td>
<td>1.551</td>
<td>2.792</td>
</tr>
</tbody>
</table>

Notes: Dependent variables at tops of columns. SW refers to Sanderson and Windmeijer (2016), KP to Kleibergen and Paap (2006). The F-statistic is the standard F for test that the coefficients on the excluded instruments (indicated at left) are zero. The KP statistics, LM test for under-identification and Wald F test for weak instruments, are for each IV estimator as a whole, and are not specific to Columns 2, 5, 8. Robust standard errors in parentheses. *10% level, **5% level, ***1% level.
## Table 3. Differences (Step 1): Second Stage

<table>
<thead>
<tr>
<th>Dep.var.: $\Delta \log$ index ($\Delta \tilde{y}_{it}^{SV}$)</th>
<th>internal instruments only</th>
<th>external instruments + $k_{it-2}$</th>
<th>internal &amp; external instruments (LIML)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \log$ materials index ($\Delta \tilde{m}_{it}^{SV}$)</td>
<td>0.520</td>
<td>0.240</td>
<td>0.449**</td>
</tr>
<tr>
<td></td>
<td>(0.487)</td>
<td>(0.528)</td>
<td>(0.192)</td>
</tr>
<tr>
<td>$\Delta \log$ labor ($\Delta \ell_{it}$)</td>
<td>0.485</td>
<td>0.688</td>
<td>0.471***</td>
</tr>
<tr>
<td></td>
<td>(0.394)</td>
<td>(0.556)</td>
<td>(0.176)</td>
</tr>
<tr>
<td>$\Delta \log$ capital ($\Delta k_{it}$)</td>
<td>-0.148</td>
<td>-0.166</td>
<td>-0.153</td>
</tr>
<tr>
<td></td>
<td>(0.196)</td>
<td>(0.243)</td>
<td>(0.133)</td>
</tr>
</tbody>
</table>

Year effects | Y | Y | Y | Y |
Observations | 4,247 | 4,247 | 4,247 | 4,247 |
R-squared | 0.224 | 0.185 | 0.237 | 0.237 |
Materials 90% Conf. Int. | [0.200 - 0.699] | [0.149 - 0.751] |
Materials 95% Conf. Int. | [0.152 - 0.945] | [0.091 - 0.808] |
Labor 90% Conf. Int. | [0.242 - 0.700] | [0.188 - 0.756] |
Labor 95% Conf. Int. | [0.198 - 0.744] | [0.134 - 0.810] |
Arellano-Bond AR(1) statistic | -2.890 | -4.284 | -4.304 | -4.296 |
Arellano-Bond AR(1) p-value | 0.004 | 0.000 | 0.000 | 0.000 |
Arellano-Bond AR(2) statistic | 0.323 | 0.224 | 0.324 | 0.324 |
Arellano-Bond AR(2) p-value | 0.746 | 0.823 | 0.746 | 0.746 |

Notes: Corresponding first-stage estimates are in Table 2: Column 1 here corresponds to Columns 1-3, Column 2 to Columns 4-6, Column 3 to Columns 7-9 of Table 2. Robust standard errors in parentheses. Confidence intervals are weak-instrument-robust, based on LC test of Andrews (2018), implemented by Stata twostepweakiv command. Arellano-Bond statistic and p-value test for serial correlation in residual, based on Arellano and Bond (1991). *10% level, **5% level, ***1% level.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Panel A</th>
<th>Panel B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First stage</td>
<td>Second stage</td>
</tr>
<tr>
<td></td>
<td><strong>Dep.var.: log capital ( k_{it} )</strong></td>
<td><strong>Dep.var.: ( \bar{y}<em>{it}^{SV} - \beta_m \bar{m}</em>{it}^{SV} - \beta_{\ell} \ell_{it} )</strong></td>
</tr>
<tr>
<td></td>
<td>( \Delta \text{log capital, lagged } (\Delta k_{it-1}) ) 0.666***</td>
<td>( \text{IV} ) ( k_{it} ) 0.114 ( [0.200] ) 0.151*** ( (0.020) )</td>
</tr>
<tr>
<td></td>
<td>( \text{Y} ) Y 4,247 0.028 43.269 0.000 39.453</td>
<td>( \text{Y} ) Y 4,247 0.077 0.082</td>
</tr>
</tbody>
</table>

Notes: Panel A reports the first stage and Panel B Column 1 the second stage of step 2 (levels step) of our two-step IV procedure. KP refers to Kleibergen and Paap (2006); see Section 2.5.1 and notes to Table 2 for details on KP tests. For comparison purposes, Panel B Column 2 reports OLS regression. Square brackets in Panel B Column 1 contain the corrected robust standard error; see Section 2.5.2 and supplementary materials available from the authors for explanation. Parentheses in Panel B Column 2 contain standard robust standard error. *10% level, **5% level, ***1% level.
Table 5. System GMM, Using Quantity Indexes

<table>
<thead>
<tr>
<th></th>
<th>log output index (△(\tilde{y}^{SV}_{it}))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
</tr>
<tr>
<td>(\tilde{y}^{SV}_{it-1})</td>
<td>1.008***</td>
</tr>
<tr>
<td></td>
<td>(0.038)</td>
</tr>
<tr>
<td>(\tilde{m}^{SV}_{it})</td>
<td>0.589***</td>
</tr>
<tr>
<td></td>
<td>(0.125)</td>
</tr>
<tr>
<td>(\tilde{m}^{SV}_{it-1})</td>
<td>-0.596***</td>
</tr>
<tr>
<td></td>
<td>(0.124)</td>
</tr>
<tr>
<td>log labor(<em>{it}) ((\ell</em>{it}))</td>
<td>0.310</td>
</tr>
<tr>
<td></td>
<td>(0.257)</td>
</tr>
<tr>
<td>log labor(<em>{it-1}) ((\ell</em>{it-1}))</td>
<td>-0.315</td>
</tr>
<tr>
<td></td>
<td>(0.238)</td>
</tr>
<tr>
<td>log capital(<em>{it-1}) ((k</em>{it}))</td>
<td>0.070</td>
</tr>
<tr>
<td></td>
<td>(0.094)</td>
</tr>
<tr>
<td>log capital(<em>{it-1}) ((k</em>{it-1}))</td>
<td>-0.070</td>
</tr>
<tr>
<td></td>
<td>(0.089)</td>
</tr>
</tbody>
</table>

Observations: 4,247 4,247 4,247
Lag limit: 3 4 All
Hansen test: 112.2 157.3 344.3
Hansen p-value: 0.298 0.567 1.000

Notes: Table presents System GMM estimates (Blundell and Bond, 2000), using our quantity aggregates and the “two-step” procedure described in Roodman (2009), with initial weighting matrix defined in Doornik et al. (2012) and finite-sample correction from Windmeijer (2005). The Stata command is xtabond2 (Roodman, 2009), with options h(2), twostep, and robust. The difference equation includes lags from \(t - 3\) in Column 1, from \(t - 3\) and \(t - 4\) in Column 2, and from \(t - 3\) to firm’s initial year in Column 3. Weak-instrument diagnostics and the numbers of instruments are reported in supplementary materials available from the authors. The Hansen test of overidentifying restrictions is appropriate in the non-homoskedastic case, but should be interpreted with caution, as it is weakened by the presence of many instruments. See Section 5 for further details. Robust standard errors in parentheses. *10% level, **5% level, ***1% level.
### Table 6. Comparison to Other Methods

<table>
<thead>
<tr>
<th></th>
<th>OP</th>
<th>LP</th>
<th>GNR</th>
<th>GNR-MC</th>
<th>TSIV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
</tr>
<tr>
<td>$\hat{\beta}_m$ (materials)</td>
<td>0.669***</td>
<td>0.639***</td>
<td>0.406***</td>
<td>0.560***</td>
<td>0.450**</td>
</tr>
<tr>
<td></td>
<td>(0.028)</td>
<td>(0.049)</td>
<td>(0.009)</td>
<td>(0.073)</td>
<td>(0.195)</td>
</tr>
<tr>
<td>$\hat{\beta}_l$ (labor)</td>
<td>0.254***</td>
<td>0.291***</td>
<td>0.513***</td>
<td>0.597***</td>
<td>0.472***</td>
</tr>
<tr>
<td></td>
<td>(0.060)</td>
<td>(0.045)</td>
<td>(0.037)</td>
<td>(0.085)</td>
<td>(0.177)</td>
</tr>
<tr>
<td>$\hat{\beta}_k$ (capital)</td>
<td>0.134***</td>
<td>0.108***</td>
<td>0.138***</td>
<td>0.272**</td>
<td>0.114</td>
</tr>
<tr>
<td></td>
<td>(0.044)</td>
<td>(0.041)</td>
<td>(0.027)</td>
<td>(0.116)</td>
<td>(0.200)</td>
</tr>
<tr>
<td>N</td>
<td>1,933</td>
<td>4,247</td>
<td>4,247</td>
<td>4,247</td>
<td>4,247</td>
</tr>
</tbody>
</table>

Notes: Table presents estimates in our baseline sample from methods of Olley and Pakes (1996) (OP), Levinsohn and Petrin (2003) (LP), and Gandhi et al. (2020) (GNR), and an extension from GNR to allow for monopolistic competition (GNR-MC). OP and LP estimates generated by Stata command prodest (Rovigatti and Mollisi, 2018) including year effects, GNR estimates by our own coding of the GNR methods. See Section 5 for further details. Standard errors in parentheses from bootstraps with 50 replications. For comparison purposes, our estimates (TSIV) are reported in Column 6. *10% level, **5% level, ***1% level.
<table>
<thead>
<tr>
<th></th>
<th>OLS</th>
<th>FD</th>
<th>SysGMM</th>
<th>OP</th>
<th>LP</th>
<th>GNR</th>
<th>GNR-MC</th>
<th>TSIV</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. DGP1: Perfect Competition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{\beta}_m$ (materials)</td>
<td>0.720</td>
<td>0.783</td>
<td>0.730</td>
<td>0.692</td>
<td>0.720</td>
<td>0.650</td>
<td>0.650</td>
<td>0.646</td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>(0.029)</td>
<td>(0.142)</td>
<td>(0.095)</td>
<td>(0.015)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.048)</td>
</tr>
<tr>
<td>$\hat{\beta}_k$ (capital)</td>
<td>0.200</td>
<td>0.155</td>
<td>0.190</td>
<td>0.219</td>
<td>0.200</td>
<td>0.250</td>
<td>0.250</td>
<td>0.253</td>
</tr>
<tr>
<td></td>
<td>(0.011)</td>
<td>(0.021)</td>
<td>(0.104)</td>
<td>(0.075)</td>
<td>(0.011)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.037)</td>
</tr>
<tr>
<td><strong>B. DGP2: Imperfect Competition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{\beta}_m$ (materials)</td>
<td>0.731</td>
<td>0.815</td>
<td>0.778</td>
<td>0.676</td>
<td>0.664</td>
<td>0.550</td>
<td>0.570</td>
<td>0.655</td>
</tr>
<tr>
<td></td>
<td>(0.026)</td>
<td>(0.039)</td>
<td>(0.216)</td>
<td>(0.040)</td>
<td>(0.068)</td>
<td>(0.001)</td>
<td>(0.031)</td>
<td>(0.066)</td>
</tr>
<tr>
<td>$\hat{\beta}_k$ (capital)</td>
<td>0.212</td>
<td>0.173</td>
<td>0.190</td>
<td>0.238</td>
<td>0.243</td>
<td>0.298</td>
<td>0.221</td>
<td>0.248</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.019)</td>
<td>(0.105)</td>
<td>(0.024)</td>
<td>(0.032)</td>
<td>(0.001)</td>
<td>(0.012)</td>
<td>(0.033)</td>
</tr>
<tr>
<td><strong>C. DGP3: Imperfect Competition, Firm Effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{\beta}_m$ (materials)</td>
<td>0.814</td>
<td>0.812</td>
<td>0.765</td>
<td>0.687</td>
<td>0.711</td>
<td>0.550</td>
<td>0.571</td>
<td>0.651</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.038)</td>
<td>(0.197)</td>
<td>(0.042)</td>
<td>(0.084)</td>
<td>(0.001)</td>
<td>(0.033)</td>
<td>(0.070)</td>
</tr>
<tr>
<td>$\hat{\beta}_k$ (capital)</td>
<td>0.173</td>
<td>0.174</td>
<td>0.194</td>
<td>0.232</td>
<td>0.221</td>
<td>0.298</td>
<td>0.221</td>
<td>0.249</td>
</tr>
<tr>
<td></td>
<td>(0.010)</td>
<td>(0.019)</td>
<td>(0.095)</td>
<td>(0.026)</td>
<td>(0.040)</td>
<td>(0.001)</td>
<td>(0.013)</td>
<td>(0.033)</td>
</tr>
<tr>
<td><strong>D. DGP4: Imperfect Competition, Firm Effects, Input-Quality Differences</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{\beta}_m$ (materials)</td>
<td>0.844</td>
<td>0.887</td>
<td>0.825</td>
<td>0.706</td>
<td>0.780</td>
<td>0.550</td>
<td>0.573</td>
<td>0.657</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.034)</td>
<td>(0.198)</td>
<td>(0.039)</td>
<td>(0.213)</td>
<td>(0.001)</td>
<td>(0.034)</td>
<td>(0.059)</td>
</tr>
<tr>
<td>$\hat{\beta}_k$ (capital)</td>
<td>0.159</td>
<td>0.139</td>
<td>0.169</td>
<td>0.224</td>
<td>0.188</td>
<td>0.298</td>
<td>0.222</td>
<td>0.246</td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.016)</td>
<td>(0.097)</td>
<td>(0.024)</td>
<td>(0.101)</td>
<td>(0.001)</td>
<td>(0.013)</td>
<td>(0.030)</td>
</tr>
</tbody>
</table>

Notes: Table presents Monte Carlo output-elasticity estimates for four data-generating processes (DGPs), all with serially uncorrelated productivity shocks. See Section 5.2 and Appendix D for details. The true elasticities are 0.65 for materials and 0.25 for capital. Physical quantities are used for output and materials, except for the first step of GNR and for GNR-MC, as explained in Appendix D. Table reports means and standard deviations of elasticity estimates for 100 samples of 15,000 observations each (except for OP, where we drop observations with zero investment). Means of standard errors estimated for each sample, averaged across samples, which to avoid clutter we do not report, are very similar to the reported standard deviations of the elasticity estimates.