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In Becker (1965) and neoclassical microeconomic theory the value 

of time is a constant fraction of the hourly wage. When taken to data, 

however, this value departs from theoretical predictions, and 

appears to vary with the amount of time saved. By observing drivers 

on freeways opting to enter toll lanes with high-frequency, time-

varying prices that secure a minimum level-of-service, we uncover a 

new and fundamental aspect of preferences for travel time savings 

related to urgency. The presence of preferences for urgency, which 

reflects the fact that individuals often face discrete penalties for being 

late, allows us to reconcile the pattern observed in the data with 

neoclassical theory. Using a rich, repeated-transaction data and 

individual-level hedonic estimation, we show that the value of 

urgency accounts for 87 percent of total willingness-to-pay for time 

savings. As a result, ignoring the value of urgency in cost-benefit 

analysis severely underestimates the true value of time savings that 

projects deliver, as such omission will typically ignore non-trivial 

welfare gains to a potentially large number of individuals.  
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I. Introduction 

Since Becker (1965), the value of time has been defined as the opportunity cost 

of time, and it is a fraction of an individual’s hourly wage (Johnson, 1966; DeSerpa, 

1971; Gronau, 1973). The value of time is also a key parameter used in cost-benefit 

analysis and project evaluation, including in areas such as recreational demand 

(Smith, 1981; Bockstael and McConnell, 1981; Phaneuf, Kling and Herriges, 

2000), health improvements (Grossman, 1972; Murphy and Topel, 2006), road 

infrastructure, pricing and the value of public transportation (Keeler and Small, 

1977; Parry and Small, 2005; Anderson, 2014; Yang, Purevjav, and Li, 2020), and 

of a variety of other government regulations, including those related to the use of 

seatbelts and speed limits (Ashenfelter and Greenstone, 2004, Wolff, 2014; van 

Benthem, 2015, Fisher and Gallagher, 2020).  

A direct consequence of Becker’s (1965) framework is that the value of time is 

constant. Does this theoretical conjecture hold empirically when taken to the 

marketplace? Panel A of Figure 1 plots the kernel-smoothed estimates of the 

willingness-to-pay (WTP) per hour against travel time saved for drivers that use 

ExpressLanes in California. ExpressLanes allow for the possibility of entering a 

faster lane in a freeway that secures a minimum speed, upon the payment of a toll 

that varies almost in real-time.1 The Becker framework suggests that this estimate 

of the WTP for time savings per hour should be a flat line, and equal to a fraction 

of the hourly wage. In sharp contrast, data from the ‘marketplace’ reveals a 

surprising hyperbolic shape. Consistent with estimates found in the literature, when 

 

 

1
 In Panel A of Figure 1, the WTP per hour is calculated as the ratio of the toll paid and travel time saved (by taking the 

trip in the ExpressLanes as opposed to an unpriced regular lane in the freeway). For presentation purposes, the figure is 
truncated at $120 per hour but continues to substantially higher values. Appendix Figure B.1 shows the evolution of average 

toll per mile over the AM peak during the first, third and sixth month of our sample, demonstrating considerable variation 
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individuals save substantial amounts of time, this WTP per hour tends towards fifty 

percent of the hourly wage, roughly $10 per hour in the Los Angeles metropolitan 

area (Small, 2012). But as the time saved decreases, the value of the WTP per hour 

increases dramatically.  Panel B of Figure 1 shows that these observations with 

unusually high WTP for time savings are not outliers – rather, they form the bulk 

of all uses of ExpressLanes. Seen on a per-hour basis, this WTP appears to be 

absurd, and many orders of magnitude above widely accepted estimates of the value 

of time (Small, 2012). For example, for the 10% of observations with time savings 

less than 0.39 minutes, the implied WTP per hour, is $1,977.44, nearly 200 times 

the standard estimate of the value of time.2  

For the shape of the WTP per hour displayed in Panel A of Figure 1 to be 

plausible, either the valuation of time changes with the amount of time saved, which 

is inconsistent with neoclassical microeconomic theory, or the simple Becker 

(1965) framework for recovering the value of time misses important aspects of the 

structure of individuals’ preferences. Implicit in neoclassical microeconomic 

theory is the assumption that all time is fungible. There are at least two potential 

competing explanations that suggest otherwise: First, much of the recent behavioral 

economics literature has demonstrated that not all dollars are fungible (Thaler and 

Shefrin, 1981; Hastings and Shapiro, 2013; Sahm, Shapiro, and Slemrod, 2012), 

and time should be no different than money (Leclerc, Schmitt, and Dubé, 1995). 

Second, the presence of schedule constraints and resulting penalties for late arrival 

may also make the valuation of time depart from a constant, and depend on the 

context of trips (Small, 2012).  

 

 

2
 Appendix Table C.1 shows the distribution of average willingness-to-pay per hour in the data by decile of travel time 

savings. 
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The purpose of this paper is twofold: First, we aim to provide a potentially 

plausible explanation for the observed pattern of the willingness to pay for travel 

time savings observed in Panel A of Figure 1, and to reconcile this pattern with the 

classical framework proposed by Becker (1965). Second, we aim to learn about the 

structure of individual preferences, and to decompose the determinants of their 

willingness to pay for time savings, while inferring their relative importance. 

We demonstrate that the bulk of the willingness to pay for travel time savings 

when accessing ExpressLanes comes from what we term the value of urgency, as 

opposed to the value of time or the value of reliability widely studied in the 

literature (Small, 2012; Small, Winston and Yan, 2005; Brownstone and Small, 

2005; Calfee and Winston, 2001; Calfee and Winston, 1998). As a consequence, 

when schedule constraints are prevalent, failure to account for the value of urgency 

in cost-benefit analysis severely underestimates the true value of time savings that 

projects deliver. As we will document, such omission will typically ignore non-

trivial welfare gains to a potentially large number of drivers.  

We define the value of urgency as a discrete WTP to meet a schedule constraint, 

recognizing that individuals often face penalties for being late that do not 

necessarily scale up with the amount time that they are late. In other words, the 

value of urgency reflects the valuation that drivers place in avoiding a penalty for 

failing to meet a schedule constraint. For example, individuals face large penalties 

when failing to arrive at the airport on time and, as a consequence, missing their 

flights. Intuitively, in this case, saving one minute has a substantially different value 

depending on whether the individual misses the plane or not. The value of that 

minute needed to meet the schedule constraint can be substantial. Similarly, 

because the structure of payments for daycare or lawyers’ appointments are 

typically made on an hourly basis, individuals pay for the hour whether they arrive 

on time or late. Therefore, when faced with important schedule constraints and 

penalties, individuals are likely willing to pay a substantial toll to enter the 
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ExpressLanes as they help to ensure on-time arrival. Relative to an unpriced lane 

of a freeway, the payment of this toll effectively allows drivers to ‘jump a queue’ 

and purchase the discrete amount of time needed to meet the schedule constraint 

and avoid a penalty.3    

That individuals face schedule constraints is easy to appreciate and well 

documented in the literature. Prior studies have attempted to estimate the value of 

early, late and on-time arrivals (Small, 2012; Noland and Small, 1995). In fact, 

Small (1982) notes that: “it can also be shown that the valuation of time savings 

will vary by time of day depending on the interaction between scheduling 

considerations and time-varying price or service quality” (p. 467). Still, we are the 

first to recover estimates for the value of urgency for at least four reasons.  

First, most earlier studies that recover drivers’ preferences for travel time savings, 

including the value of time and reliability, rely on stated preference surveys, 

sometimes combined with revealed preference data covering limited time periods, 

usually just a few months (Small, Winston and Yan, 2005; Train and Wilson, 2008; 

Brownstone and Small, 2005). Stated preference surveys typically solicit drivers’ 

WTP for travel time savings from choosing tolled over untolled lanes on an 

‘average day.’ The fundamental problem with these surveys is that the value of 

urgency may not emerge on a hypothetical ‘average’ day or ‘average’ trip, but 

rather depend on the purpose of a specific trip and the penalty associated with 

failing to meet specific schedule constraints.4  

 

 

3
 The value of urgency does not emerge exclusively in the context of transportation. Yet, it seems to have been largely 

overlooked in the economics literature. Other examples where individuals may exhibit preferences for urgency include organ 
donation, where individuals would likely reveal the value of urgency to pay for an organ that would save their life, especially 

the closer they are to organ failure that threatens survival. Premium payments for faster processing of visas and passports 

also provide another mechanism for individuals to reveal preferences for urgency.  
4

 More broadly Calfee, Winston and Stempski (2001) warn about the limitations of recovering value of time estimates 

from stated preference data, particularly using overly restrictive models such as ordered probit, where the recovered values 

of time may be implausibly small. A broader class of studies in environmental and natural resource economics considers the 
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Second, even if a survey could recover an individuals’ likelihood of being late 

and the value of avoiding lateness to meet a schedule constraint, one should be 

concerned whether respondents of stated preference surveys would be able to 

precisely reveal valuations for rather small travel time savings like those 

documented in Panel A of Figure 1.5 We overcome these two fundamental survey 

design issues and data limitations of earlier studies by relying on a purely revealed 

preference setting where we observe the actual repeated behavior of drivers in the 

ExpressLanes with almost real-time varying tolls and different levels of congestion. 

Third, most prior studies that examined the value of tolled lanes have relied on 

theoretical models often supplemented with simulations (Verhoef, et al., 1996; 

Light, 2009; Hall, 2018; Hall, 2020; Hall and Savage, 2019) or econometric studies 

of toll lanes on separate routes with limited variation in prices (Small, Winston and 

Yan, 2005; Brownstone and Small, 2005).6 In both cases, tolls differ, at best, during 

peak and off-peak periods leaving aggregate demand, and resulting levels of 

congestion, unknown. Our concern is that, with such structure of tolls, drivers may 

not be able to take advantage of tolled lanes to meet schedule constraints.  

The Los Angeles ExpressLanes program is novel because its tolls vary in almost 

real-time, and importantly are set to assure that speeds never fall below a minimum 

threshold. This toll structure resembles Vickrey’s (1971) quality-of-service pricing 

(which is analogous to level-of-service pricing in transportation), and the approach 

laid out in De Vany (1976), De Vany and Saving (1977), Chao and Wilson (1987). 

 

 

limitations and challenges of stated preferences approaches (Kling, Phaneuf and Zhao, 2012; Johnston, et al., 2017; Carson 

and Hanemann, 2005). 
5

 Indeed, many surveys usually cap travel time savings to at least 10 minutes, making it easier for respondents to mentally 

process time savings and their valuations, but precluding valuation of short time savings which may be more common.   
6

  ExpressLanes and other forms of high-occupancy tolling (HOT), called “managed lanes” by transportation planners, 

have been used in 11 states in the US in major metropolitan areas such as Atlanta, Minneapolis-St Paul, Washington, DC 

and the San Francisco Bay area. The programs vary in their design and implementation with some being administered by 
private contractor while others, like the LA ExpressLanes, managed by a metropolitan authority. These types of lanes have 

been studied more recently by Janson and Levinson (2014) and Brent and Gross (2016). 
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This type of optimal pricing design offers a menu of contingent contracts for the 

distribution of scarce space on the road. In addition, by securing a minimum level 

of speed, it allows drivers to assess whether the time savings from entering the 

ExpressLanes are sufficient to recover lost travel time, and still meet a schedule 

constraint. The flexibility of the price mechanism ensures that in instances where 

the value of urgency outweighs the cost of the toll, individuals are able to obtain a 

guaranteed minimum speed. At the level of the market, the price ensures that drivers 

with the highest willingness-to-pay effectively can move to the front of the traffic 

queue, which offers the potential for large welfare gains.      

Fourth, earlier work using discrete choice models has recovered drivers’ 

preferences, including the value of time and reliability, even under peak and off-

peak varying prices (Small, Winston and Yan, 2005; Brownstone and Small, 2005). 

Recovering the value of urgency with these models would require explicitly 

modeling discrete penalty functions, which, for the same individual, are likely to 

vary depending on the circumstances of a particular trip. Moreover, time-varying 

prices are an endogenous function of contemporaneous congestion and so 

identifying their impact on demand at an individual level poses a substantial 

econometric challenge (Timmins and Murdock, 2007). Therefore, instead of 

explicitly modeling individual schedule constraints, our strategy is to rely on the 

equilibrium identifying assumptions of a hedonic-style price function (Rosen, 

1974; Roback, 1982). Given the repeat-transaction nature of our data, with the same 

drivers observed with varying prices and congestion levels, we are able to recover 

lower-bound estimates of the value of urgency and this first-stage hedonic price 

regression constitutes a ‘sufficient statistic’ for welfare measurement (Banzhaf, 

2019a). In fact, as noted in Bishop and Timmins (2018), who estimate the marginal 

willingness to pay (MWTP) for air quality improvements, observing individuals 
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repeatedly is sufficient to recover a linear demand function separately for each 

individual, with no need for additional functional form assumptions.7  

Hedonic estimation, nevertheless, presents its own methodological challenges 

(Bishop, et al., 2019). However, given the nature of our data, we are able to address 

all these classical challenges, including potential confounding due to measurement 

error of key attributes, omitted variables, and functional form misspecification.  We 

are also able to assess the extent to which drivers sorting by attributes in their use 

of the ExpressLanes biases our estimates and find no evidence of sorting.  

Our baseline estimate of the value of urgency is $3.24, with half of all account 

holders’ estimates of the value of urgency falling between $2.30 and $4.05. The 

estimate of the value of time is $8.19 per hour, only slightly lower than half the 

local hourly wage, and the estimate of value of reliability is $17.61 per hour, 

consistent with the literature (Small, 2012). With an average time-varying toll of 

$3.71 and an average travel time savings of 3.79 minutes, this implies that the value 

of urgency represents 87% of the average toll and, as a consequence, is the first-

order missing parameter in a cost-benefit analysis of road infrastructure, such as 

ExpressLanes, with level-of-service real-time pricing.  

 

 

 

7
 With the exception of Bishop and Timmins (2018), most other hedonic studies of housing markets rely on repeated sales 

of the same house, rather than repeated purchases by the same individual. Without this individual-level variation in prices 
and amenities, relatively strong assumptions need to be made so that the estimates of the MWTP can be used for welfare 

measurement (Abbott and Klaiber, 2011; Bajari, Fruehwirth and Timmins, 2012; Currie, Davis and Greenstone, 2015).  
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II. Program Background and Data 

A. The ExpressLanes Program 

On February 23rd, 2013, Los Angeles converted the High Occupancy Vehicle 

(HOV) lanes on the I-10 into a High Occupancy Toll (HOT) facility, as part of the 

ExpressLanes program.8 The goal of the program was to increase the total 

throughput of these roads and to raise funds to maintain the corridors.9 Maximum 

throughput is maintained along the ExpressLanes through a level-of-service system 

that adjusts prices every five minutes.  The policy is designed to minimize costs to 

pre-existent carpoolers, who are ensured free-flow conditions by the mandated 

minimum speed of 45 mph and the continued ability to use the ExpressLanes free 

of charge.10 Drivers may enter or exit the ExpressLanes at 6 separately-priced 

locations along the I-10 W.11 At these entry points drivers see posted toll rates, 

ranging between $0.55 and $14.70 in our sample, and once a vehicle enters the lane 

the corresponding toll rate is locked in for the duration of its trip even if the price 

for subsequent vehicles changes.12  

Compared with fixed- or peak-toll lanes, the ExpressLanes program has two 

unique features that present a unique opportunity for individuals to make a last-

 

 

8
 This was the second such conversion in Los Angeles, the first being the I-110 ExpressLanes, which opened on November 

10th, 2012. We limit the scope of our study from the pre-policy expansion of the HOV lanes on December 1st, 2012 to 

December 31st, 2013. More details on the timing of ExpressLanes implementation can be found in Appendix A. 
9

 The program opened the lanes to Single Occupant Vehicles (SOV) who were charged a per-mile toll ranging from $0.10 

to $15.00, debited from a FasTrak® account linked to a required transponder in the vehicle. The ExpressLanes function such 

that once the maximum price is reached the lane is closed to further SOV traffic.  The lane was never closed during the period 

considered on the I-10 W. 
10

 Carpools are required to use a transponder but are not charged when it is set to HOV 3+ during peak times or HOV 2 

during off-peak hours.  
11

 These exit and entry points are indicated by arrows in Appendix Figure B.2. 

12 Between entry points the ExpressLanes are separated from the mainline lanes by a solid double white lane marker that 

drivers may not cross. Crossing this marker is a moving violation. The program funds cameras at entry and exit points that 

read license plates to toll vehicles without transponders and California Highway Patrol officers that patrol the road segment.  
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minute choice that offers the potential for on-time arrival in the face of a schedule 

constraint. First, the ExpressLanes adjust prices to maintain a minimum 45 mph 

speed. While other toll lanes may, generally, provide faster travel than an untolled 

alternative, the ExpressLanes can guarantee congestion-free driving. Second the 

ExpressLanes allow drivers multiple points of entry and exit. This allows them 

flexibility to change their decisions based on conditions and consume exactly the 

amount of distance desired. This is often only a few miles—considerably shorter 

distances than other toll roads where drivers must commit to a decision and are 

unable to opt out of the lane if conditions improve.13 In practice, these two features 

help drivers solve much of the uncertainty in travel time, allowing them to purchase 

the time needed to meet schedule constraints with a high level of precision.  

 

B. Data 

Our empirical demonstration of the value of urgency is conducted with a unique 

confidential dataset that reveals how individuals trade time for money. Our data 

combine transponder-level travel information of all ExpressLanes trips provided by 

Los Angeles Metropolitan Transportation Authority (Metro) with travel times 

observed in mainline lanes from the California Department of Transportation’s 

(CALTRANS) Freeway Performance Measurement System (PeMS) traffic detector 

data. This section describes each data source and presents some key summary 

statistics related to the value of urgency. 

 

 

 

13
 Varied subsegment use by drivers is substantial, with a large proportion of observed trips exiting either at mid-way 

points along the corridor or at the end as documented in Appendix Table C.2. 
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Sample Composition.—The dataset of ExpressLanes trips along the I-10 westbound 

from LA Metro allows us to observe individual trips associated with the same 

transponder account.14 Our data include information on times, points of entry and 

exit, the toll charged, the primary vehicle registered to it and the zip code for the 

billing address.15 Our full dataset contains 982,056 observations on this route 

spanning the period from February 22nd, 2013 to December 31st, 2013.16  

We focus on the 466,232 trips that occur during the AM peak on accounts 

registered to private households. We focus on the AM peak period (5-9 AM) for 

three reasons. First, this is the peak window of usage because the road is traveling 

towards downtown Los Angeles. Second these trips are likely work commutes with 

comparable penalty functions for late arrival, and finally the congestion levels 

allow drivers less opportunity for passing which increases measurement error in 

calculating the (hypothetical) mainline travel time had the driver not used the 

ExpressLanes and instead drove along the mainline of the freeway. 

 

Key Variable Construction.—Sorting of individuals across roads and freeways 

implies that the travel time in the mainline lane of the I-10 can serve as a close 

approximation of the travel time it would take in any other travel option. We 

construct an estimate of the hypothetical mainline travel time from road segment 

average speeds reported by detectors in the I-10 W mainline lanes from the 

 

 

14
 With the exception of the final set of regressions, all regressions can be replicated without account level information, 

therefore we remove this identifier to honor the confidentiality agreement signed with Metro and assure the anonymity of 

program users. We focus on the I-10 W corridor as it has one of the highest PeMS detector counts per mile, one every 0.18 

miles on average, and the westbound direction is the predominant commuting direction during the AM peak. Our focus on 
the AM peak is motivated by the fact that drivers faced with congested roads during this period have little discretion to 

deviate from the average speed on the road, which is not true when it is in free flow. 
15

 For ExpressLanes trips, we compute travel time based on the difference between the timestamp for entry and exit to 

the lanes. 
16

 We do not include data past Dec 31st, 2013 to avoid contamination of our estimates from the Clean Air Vehicle Decals 

program that granted access to single occupant vehicles driving low emissions vehicles which was begun January 1st, 2014. 

Bento, et al. (2014) studied the impact of this program during an earlier period of operation (2004-2011). 
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California Department of Transportation’s Freeway Performance Measurement 

System (PeMS).17 Travel time in the mainline lanes is calculated as the distance 

traveled in the ExpressLanes divided by the average speed from PeMS speed 

detectors on a parallel stretch of the mainline lanes during the same 5 minute 

interval as the start of the trip.18  This is done by matching each ExpressLanes trips 

observed in our transponder data to the average speeds observed in the mainline 

lanes from PeMS for the same starting time. Trip-level travel time savings in our 

analysis is then the difference between the realized travel times in the ExpressLanes 

and that for the hypothetical same distance trip taken at the same time along a 

parallel stretch of the mainline lanes of the I-10 W.19 In most figures and regressions 

below, we omit the 6.2% of trips where the mainline speed implies negative time 

savings but include these observations in robustness checks.20  

Reliability is a willingness to pay for reduced uncertainty in travel time when 

choosing between routes, and empirical evidence suggests that drivers particularly 

dislike longer delays (Brownstone and Small, 2005).21 When arriving at the 

entrance to the ExpressLanes, the driver already perceives differences in travel 

 

 

17
 PeMS generates real-time 5-minute speed and flow data for HOV and mainline lanes from loop-detectors embedded 

in all major California divided highways based on calibrated flow and occupancy observations taken every 30 seconds. 
18

 That individuals would infer travel times in the mainline based on contemporaneous speeds is consistent with the fact 

that the speed data from PeMS as well as other sources is widely available from news outlets, and mobile technology like 

Waze that tracks the speed of users provides extremely accurate travel time predictions based on contemporaneous travel 
conditions.   

19 This is the appropriate comparison to make because during the peak commuting period, the Nash Equilibrium in 

routing serves to equalize average travel times between substitute commuting routes, so travel times in the mainline of the I-

10 W are consistent with the lowest possible travel time commutes for any untolled route in the transportation system. We 
focus our analysis on accounts registered to private individuals for whom travel time savings likely correspond to trips to 

work.   
20

 Trips with negative travel time savings appear to occur when mainline speeds are abnormally high, suggesting passing 

is possible and our measure of counterfactual mainline speed is subject to error. Median mainline speeds are in excess of 65 
mph for these negative trips, while those with positive time savings have a median mainline speed less than 45 mph. 

21  A large literature in transportation has considered how commuters value reliability of travel time savings (Fosgerau 

and Karlström, 2010). Nevertheless, it is not immediately obvious how to measure preferences for over the cost of uncertain 

travel times in stated preference surveys for hypothetical trips, when the value of resolving uncertainty may depend on trip-
specific factors (Small, 2012).  
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conditions suggesting there is limit uncertainty at that point in the trip. If this is 

truly the case, individuals’ willingness to pay to enter the ExpressLanes is unlikely 

to reflect insurance or an option value in case conditions deteriorate since there is 

no longer any uncertainty. To the extent that some uncertainty remains, this will be 

the most onerous in the right tail of the travel time distribution and so we construct 

a measure following Brownstone and Small (2005) and Small, Winston and Yan 

(2005). This variable measures the difference in the difference between the 80th and 

50th quantile of travel time savings between the mainline lanes and the 

ExpressLanes. This measure varies by time of day and is calculated based on a 

random sample of weekdays during the year when their study was conducted.  

We note two important differences in our reliability measure. First, given the 

institutional features of the program, our measure of reliability varies by road 

segment, reflecting portions of the roadway where slowdowns in mainline lanes 

may be more likely. Second, unlike prior studies, we observe individuals making 

repeated choices over the course of a year and therefore construct reliability 

measures that reflect changing realizations of the travel time distribution. 

Therefore, we calculate this measure for each hour and day of the week, using a 

moving average of the same weekday hour for the preceding 30 days and segment 

of trips, reflecting the fact that expectations of travel time savings are likely formed 

based on recent performance.22  An important feature of this variable is that, unlike 

prior literature, there is considerable variation across observations in reliability by 

hour, date and segment where the trip is taken as shown in Appendix Figure B.3.  

 

 

 

22
 In order to remove the influence of infrequent times when travel times are longer in the ExpressLanes (times with 

fewer cars when driver discretion results in slower speeds), we restrict the sample for constructing reliability to positive 

travel time differences. In Appendix Table C.6, we include these infrequent occurrences of negative travel time savings and 
find no impact on our estimates. In Appendix Table C.7, we test the robustness of our estimates to changes in the calculation 

of reliability via the choice of window and quantile of travel time differences. 
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C. Suggestive Evidence of Urgency and Schedule Constraints 

Urgent Drivers.—We have argued that preferences for urgency may explain the 

unusually high WTP for travel time savings found in Panel A of Figure 1. 

Heterogeneity in the valuation of time may provide an alternative explanation for 

this pattern. However, Table 1 shows that even these high value users infrequently 

use the lane at 8.8 times per month—a frequency that inexplicably increases as 

WTP per hour decreases across the deciles.23 If these users in the first decile truly 

valued their time at this level, we would expect them to appear in the lane a lot 

more frequently, and for nearly every commute.24  

 

Schedule Constraints.—Panel A of Figure 3 depicts the kernel smoothed density of 

demand over the morning peak, when schedule constraints are likely to be relatively 

more binding. Vertical lines indicate the key hours of 7:00, 8:00, and 8:30 AM 

when work start times or morning appointments may be common. It is clear from 

the figure that demand for the ExpressLanes rises 10-15 minutes before these times, 

and then falls immediately afterwards. This evidence is suggestive that drivers may 

be using the ExpressLanes to ensure on-time arrival based on scheduling needs.25  

Further, in Panel B of Figure 3, we confirm that exit time is narrowly centered 

around the average exit time (calculated based on the distribution of repeated users 

by account) in the morning peak in the upper two plots. The bottom two plots show 

 

 

23
 As noted in Appendix Table C.3, the most common vehicles in this first decile are the Honda Accord, Honda Civic, 

and Toyota Camry—surprisingly inexpensive vehicles.  Appendix Table C.4 shows that there is wide spread in monthly use 
frequency across the travel time distribution, with most usage in 2-5, 6-10 and 11-20 time per month bins. 

24
 And, if this were the case, the implied hourly wage would have been $640, corresponding to an annual wage of $1.3 

million. It is highly unlikely that an individual with this income would drive the types of cars we observe most frequently 

associated with the use of the lane. 
25 While it is useful to characterize demand patterns to understand the causes of urgency, the empirical framework laid 

out section III does not require us to estimate demand for ExpressLanes use explicitly, but rather infer the implied willingness 

to pay through a revealed preference framework. 
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this same distribution for times during the afternoon peak when drivers typically 

have more discretion over arrival times and when lateness penalties may be non-

existent or less severe. For these plots the distribution of exit times is substantially 

wider suggesting less repeated use of the lanes around a common afternoon desired 

arrival time.26 Together Figures 2 and 3 and Table 1 begin to create the basis for 

understanding the mechanisms that lead drivers to value of urgency. 

 

III. Conceptual Framework and Econometric Methods 

A. Conceptual Framework for Recovering Drivers’ Preferences for Travel 

Time Savings 

Earlier studies have modeled drivers’ behavioral decisions, including departure 

times, and the choice of routes and lanes in freeways. Schedule constraints have 

been incorporated in two strands of the literature: Bottleneck models (Vickrey, 

1969) and generalizations of the value of time framework with schedule constraints 

(Noland and Small, 1995).  

In the classical bottleneck model, first developed by Vickrey (1969), and 

formalized in Arnott, de Palma, and Lindsey (1993), individuals choose departure 

times, given a desired time of arrival. Because of its deterministic nature, there is 

no uncertainty in travel time in the bottleneck model. As a result, individuals can 

always adjust departure times to meet any underlying schedule constraint.  

The argument that a failure to meet scheduling constraints can generate 

measurable welfare costs is made in Small (1982), who notes that cost-benefit 

 

 

26
 In Table C.5 in the Appendix, we consider the correlation between exit times and the quantity of the ExpressLanes 

used suggesting that commuters consume more of the ExpressLanes the later they expect to arrive at their destination. This 

provides further suggestive evidence that urgency arises from schedule constraints. 
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analysis of infrastructure pricing policies may contain inaccuracies by omitting 

costs and/or benefits in the form of altered schedules. The framework developed in 

Noland and Small (1995) does explicitly define a penalty function for late arrival 

for a more general commuting cost function incorporating a discrete penalty for 

late arrival in the context of assessing optimal departure time. 

Building on Noland and Small (1995), the impact of scheduling constraints can 

be introduced in a stylized conceptual framework that also highlights the role of 

penalties that do not scale up linearly in the amount of time. Consider a commuter 

traveling to work during the morning peak. The driver forms expectations about 

congestion levels and decides on a departure time. Once on the road where 

previously uncertain travel times become realized, the probability that the driver 

will arrive late and fail to meet a schedule constraint is largely resolved.27 Presented 

with the option of purchasing the time needed to avoid late arrival, the driver 

decides whether or not to enter the ExpressLanes.28 As discussed above, 

ExpressLanes  assure them a minimum level-of-service (in the form of secured 

minimum speed), upon the payment of a toll. In other words, when faced with the 

likelihood of late arrival, drivers can prevent penalties from being late by taking 

advantage of the ExpressLanes.  

In a general setting, a driver’s utility can be represented as: 

 

(1)      𝑢(𝑇) = {
𝑅𝑂𝑇 − 𝜃𝑇    if on time
𝑅𝐿 − 𝜃𝑇            if late

 

 

 

27
 While theoretically there may still be some uncertainty left, in practice, for ExpressLanes programs with a varying toll 

system that guarantee a minimum speed and where drivers obtain information via signage uncertainty is dramatically 
reduced.  

28
 In principle, it would be possible for the driver to leave the house early in order to lower the probability of late arrival. 

This then reflects the trade-off between this benefit and the cost of potentially arriving at work earlier than desired. In practice, 

drivers may find themselves running late for a variety of reasons. The most straightforward case is where an individual faces 
an idiosyncratic shock (e.g., left briefcase at home) and now has to re-evaluate commuting decisions without the ability to 

leave the house earlier.  
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where 𝑇 denotes time commuting, 𝜃 the value of time, and 𝑅𝑂𝑇 and 𝑅𝐿 the gross 

benefits of arriving on time and late, respectively, where 𝑅𝑂𝑇 > 𝑅𝐿 .  

Let 𝑃𝑅 and 𝑃𝐸 denote the probability of arriving on time if the driver chooses the 

regular, untolled lane and ExpressLanes, respectively. Given uncertainty in travel 

time, the driver’s expected utility can be represented as: 

 

(2)          𝐸(𝑢(𝑇𝐸)) = 𝑃𝐸[𝑅𝑂𝑇 − 𝜃 ∙ 𝐸(𝑇𝐸)] + (1 − 𝑃𝐸)[𝑅𝐿 − 𝜃 ∙ 𝐸(𝑇𝐸)] − 𝐶 

 

when the driver takes the ExpressLanes, and 

 

(3)    𝐸(𝑢(𝑇𝑅)) = 𝑃𝑅[𝑅𝑂𝑇 − 𝜃 ∙ 𝐸(𝑇𝑅)] + (1 − 𝑃𝑅)[𝑅𝐿 − 𝜃 ∙ 𝐸(𝑇𝑅)] 

 

when the driver takes the conventional, untolled lanes. In this case, the driver pays 

a toll in the amount of 𝐶.29  

Faced with this decision, the driver opts for the ExpressLanes if the expected 

utility of choosing the ExpressLanes is higher than that of the regular lane. Or, in 

other words, the driver enters the ExpressLanes and pays a toll C when: 

 

(4)                     𝐶 < (𝑃𝐸 − 𝑃𝑅)[𝑅𝑂𝑇 − 𝑅𝐿] + 𝜃 ∙ 𝐸[𝑇𝑅 − 𝑇𝐸] 

 

where 𝑇𝐸and 𝑇𝑅 denote the travel times in the ExpressLanes and the regular lane, 

respectively. 

 

 

29
 This representation of uncertainty of on-time arrival represents a relatively strong simplification, and should only be 

considered for illustrative purposes. Here we assume that these probabilities are uncorrelated. We also assume that the toll C 
is uncorrelated with T, whereas in reality it scales with the level of congestion in the untolled lanes (and therefore demand 

for the tolled lanes). We assume that both probabilities, the valuation of travel time savings, 𝜃, and the gross benefits of on-

time and late arrival are known to the driver.  
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Equation (4) provides an intuitive decision rule for a driver choosing to enter the 

ExpressLanes when the toll paid is less than the sum of the expected relative penalty 

of being late (first term in the right-hand side of equation (4)) and the value of travel 

time savings from using the ExpressLanes (relative to the regular lane) (second 

term in the right-hand side of equation (4)). Equation (4) also implies that the 

expected penalty of being late is not directly linked with the amount of travel time 

savings that the ExpressLanes generates, but rather by the disutility of being late, 

which even in this simple framework is given by a discrete amount, a constant.30 In 

Panel A of Figure 2, we plot the right-hand side of equation (4) to further highlight 

the point that, even for negligible amounts of travel time savings drivers may 

exhibit high willingness to pay to enter the ExpressLanes if, by entering the 

ExpressLanes, they recover the time that is needed to secure on-time arrival. Figure 

2 also suggests that, even when the researcher does not directly observe drivers’ 

underlying preferences and the structure of penalty functions they face depending 

on trip purpose, treating the expected value of the penalty as a constant that does 

not scale up with time may allow the econometrician to recover the bulk of the 

structure of preferences, as well as estimates for the value of urgency. 

B. Estimating the Value of Urgency 

We now describe an approach to empirically implementing equation (4) and to 

recover the first estimates of the components of willingness-to-pay for travel time 

savings that incorporate the value of urgency. Earlier work that estimates drivers’ 

preferences for travel time savings relied on discrete choice models (Small, 

Winston, and Yan, 2005), and recovered estimates for the value of time and 

 

 

30
 In a more general framework, one can allow the penalty function to also scale with the number of minutes late (or 

early) as well, but, as we will demonstrate later, to explain the observed distribution of willingness-to-pay, this per-minute 

late penalty would have to be highly non-linear so that it can be approximated by a constant. 
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reliability. Traditional discrete choice demand estimation becomes intractable in 

the context of dynamic prices, which make it difficult to exogenously determine the 

effect of prices on individual choices since they are simultaneously determined with 

congestion delays.31 Further, it is not obvious how to incorporate schedule 

constraints and penalty functions that vary by individual and trip purpose.  

An advantage of the hedonic approach as laid out in Rosen (1974) and Roback 

(1982) is that with individual-level data, the simultaneity between market prices 

and attributes (here the toll paid and travel time savings) does not confound 

identification of the marginal valuation of attributes.32 However, as documented in 

the literature (Bishop, et al., 2019) other confounders present themselves when 

estimating hedonics: measurement error, omitted variable bias, functional form 

misspecification, and sorting as considered in sections III.C and III.D.33   

In our data we observe driver a paying observed toll, 𝑡𝑜𝑙𝑙𝑎,𝑠,𝑡, on ExpressLane 

segment 𝑠 on date 𝑡 to save expected travel time 𝐸[𝑇𝑇𝑎,𝑠,𝑡], corresponding to the 

last term in equation (4). The simplest possible model of homogeneous preferences 

decomposes the determinants of willingness-to-pay into components that scale up 

with travel time savings and those that do not. This model is presented in equation 

 

 

31
 Even the use of instrumental variables that determine the delay in the mainline lanes would not allow us to separate 

urgency from correlated, unobservable factors. 
32

 Consider the effect of an unobserved shock (e.g., an accident on a parallel freeway, the I-210) that induces a larger 

number of drivers onto the I-10 and the ExpressLanes. This increase in demand increases ExpressLanes travel time savings 
and the toll, but it will not alter the revelation of the value of urgency and time for these drivers and all other drivers on the 

road because the quality of service of the ExpressLanes will be unaffected by this shock as the speed in the lanes never drops 

below 45 mph by design. 
33

 One strand of the empirical hedonic literature has demonstrated the importance of various strategies in accounting for 

omitted variable bias (Chay and Greenstone, 2004; Davis, 2004; Bento, et al., 2015; Black 1999). At the same time, a separate 

strand has shown the limitations of using standard difference-in-difference approaches to obtain welfare-relevant measures 

of willingness-to-pay for non-market amenities (Kuminoff and Pope, 2014). In the rare cases where the data make it possible 
to estimate a second stage of the hedonic model, this would allow for consideration of a range of individual characteristics 

that may help to better understand the distribution of individual MWTP such as preferred departure times, schedule 

constraints, multi-model travel among others. While these patterns are clearly an interesting research topic, as the hedonic 
literature has shown (Ekeland, et al., 2004), they are not necessary to credibly estimate the underlying hedonic price functions 

and thus demonstrate the value of urgency. 
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(5) where we regress a price, the toll paid, on the driver’s expected travel time 

savings at the time entering the ExpressLanes and a constant: 

 

(5) 𝑡𝑜𝑙𝑙𝑎,𝑠,𝑡 = 𝛿 + 𝜃𝐸[𝑇𝑇𝑎,𝑠,𝑡] + 𝛾𝑅𝑒𝑙𝑖𝑎𝑏𝑠,𝑡 + 𝜀𝑎,𝑠,𝑡. 

 

Equation (5), by regressing a price on a vector of characteristics, is a first-stage 

hedonic price function where the coefficients represent the marginal willingness to 

pay for that characteristic.34 Note that because travel time savings should be directly 

linked to the opportunity cost of wages, the simplest approach is to assume that they 

enter the regression linearly.35 In our setting, the coefficient on travel time saved, 

𝜃, represents the WTP that scales with time, while 𝛿, the constant, is WTP that is 

constant in the amount of time saved. Following Panel B of Figure 2,  the value of 

urgency for those who choose to enter the lane, which does not scale with the 

amount of time saved, is captured by 𝛿.36 A more restricted model would omit the 

constant, implicitly assuming it is zero.  

 

 

34
 Here the relevant “market” as related to a standard hedonic model of housing is a five-minute interval on a particular 

day. The choice is between the ExpressLanes and the mainline lines, and the alternative-specific attributes for which we will 

recover hedonic price functions are travel time differences between the lanes, and in later models, reliability. The attributes 
of the unchosen mainline lane alternative are constructed based on the hypothetical travel time the driver would have 

experienced in the lane with the same time of entry. Here our identifying assumption is that a driver observed in the 

ExpressLanes on a particular day during a particular five-minute interval would have been in the mainline lanes had we not 
observed them in the ExpressLanes. As noted above, during peak commuting periods the Nash equilibrium of route choice 

serves to make travel time in the mainline the lowest unpriced travel time alternative, though we do validate the robustness 

of this assumption in Appendix Tables C.8 and C.9 by comparing travel times in the ExpressLanes to the I-210 W instead. 
Note also that this requires no assumption about what lane or mode of transportation the driver might take on other days 

when we do not observe them in the ExpressLanes. 
35

 We examine this assumption in detail later in the paper. A related issue is whether (5) should include realized travel 

times rather than expected. We find that, in practice, estimates are largely the same with either variable, and that given the 

sophistication of drivers in Los Angeles and the availability of real-time travel time prediction from apps like Google Maps 

and Waze, using realized travel time is likely more appropriate. Further robustness checks of our construction of travel time 

are discussed in section III.C. 
36

 There is also an implicit assumption that drivers using the ExpressLanes are not early. If drivers were early, the implied 

value of time would be much lower than observed in our estimation. Traditional estimates of the value of time for early 

individuals are roughly one-quarter of the wage (Small, 2012), which would be roughly $5 per hour in the Los Angeles area. 

As we show in section IV models with and without urgency during the morning peak have market-clearing prices that are 
well above this value. Furthermore, scheduling models suggest that the benefits from early arrival scale with time; our 

detection of a statistically significant constant is evidence against this possibility. 
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Given uncertain realization of travel time savings, drivers may also value higher 

moments of the time distribution; in particular, they may dislike the possibility 

longer delays. Following prior studies (Brownstone and Small, 2005; Small, 

Winston and Yan, 2005), (5) also includes, 𝑅𝑒𝑙𝑖𝑎𝑏𝑠,𝑡, a measure of the difference 

in the dispersion of travel time savings between the mainline lanes and the 

ExpressLanes that represents the reliability of travel time savings.37   

It is important to appreciate the difference between preferences for urgency and 

reliability. By construction, in previous studies such as Small, Winston and Yan 

(2005), where a single value of reliability for a given hour is often constructed for 

the entire sample, there may be a concern that this measure is correlated with the 

constant in (5), which represents the value of urgency. As explained in section II.B., 

while in the spirit of prior literature, our reliability measure is calculated using a 

moving window and by sub-segments of the ExpressLanes. As a result, our measure 

varies across days in the sample as well as within hours of the day as demonstrated 

in Appendix Figure B.3, allowing us to disentangle preferences for urgency from 

preferences for reliability. Because we pair a segment with the nearest mainline 

detectors to measure speeds, we cluster the standard errors in all regressions by 

segment.  

 

C. Threats to Measuring Travel Time Savings  

Even if we have adequately controlled for unobserved determinants of 

willingness-to-pay in equation (5), we may still be concerned that measurement 

 

 

37
 This variable measures the difference in the difference between the 80th and 50th quantile of travel time savings between 

the mainline lanes and the ExpressLanes and is calculated for each hour, date and segment of trips in our data using a moving 
average of the same weekday hour for the preceding 30 days. Our estimates are robust to the choice of quantile and window 

as shown in Appendix Table C.7. 



 

 

22 

 

error in the construction of travel time savings may lead to biased estimates of both 

the value of time and the value of urgency. This fact is easily visualized in Panel B 

of Figure 2, where the dashed gray line reflects how underestimation of the slope, 

the estimate of the value of time, affects the magnitude of the penalty function. An 

underestimation of the slope means that the intercept, the estimate of the value of 

urgency, is overestimated. This could occur if drivers perceive travel time savings 

to be less than their realized amount so that their valuation is underestimated by our 

model.  

There are two potential types of measurement error of time saved that may have 

implications for our estimates: researcher measurement error and error due to 

drivers’ perception of travel time saved. While we have extremely detailed 

information on individual speeds in the ExpressLanes, there is somewhat less 

certainty about what speed the driver would have achieved outside of them. During 

low demand hours the 5-minute average speed in the mainline lanes may obscure 

the ability of drivers to pass and achieve travel times very different than the average. 

Our main estimates, therefore, are for the morning peak because during these hours 

the road is sufficiently congested to prevent substantial passing. This helps to 

guarantee that the measured speed is reflective of what drivers in that lane would 

have been forced to experience as they have less discretion over speed.38  

We may also be concerned that drivers do not accurately perceive their time 

savings. First, we note that the ability of drivers to enter or exit the lanes at multiple 

 

 

38
 Using a side street during the morning peak is less likely to offer an improvement over mainline travel. When 

congestion is high, a Nash equilibrium ensures that indirect routes will have faster speed but equal travel time to a direct but 

congested route. As further robustness, we examine alternative specifications of travel time difference: In Appendix Table 

C.10 Panel A, as a bounding exercise, we consider certain extreme driver miscalculations of travel times (e.g., twice the time 
savings, random guess) and find almost no effect on the value of urgency. In Appendix Table C.8, we control for periods 

when the I-210 W, an imperfect substitute for the I-10 W was traveling at or below its average speeds. In Appendix Table 

C.9 we construct travel time difference between the I-10 W ExpressLanes and the I-210 W mainline lanes (rather than those 
on the I-10), and in Appendix Table C.10 Panel B, we calculate travel time difference based on past realizations of mainline 

speeds. In all cases, our estimates of the value of urgency remain close to the $3.24 baseline estimate. 
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points makes substantial errors unlikely. If a driver saves less time than anticipated 

it is possible to leave the lanes. Second this error must be substantial to explain the 

magnitude of the constant.39 We can also eliminate trips with relatively small travel 

time savings, which may be occasions where the individual mistakenly took the 

ExpressLanes. Furthermore, we can examine the time period after October 20th, 

2013. On this date, signs were posted giving the expected travel time savings from 

using the ExpressLanes alongside the value of the toll. This measure would help to 

resolve any ambiguity that may have existed. Studies that measure the 

capitalization of critical information on housing values find non-trivial effects 

(Davis, 2004; Figlio and Lucas, 2004). Therefore, if this information yields new 

information for drivers, we would expect drivers’ estimates for the value of time 

and urgency to change.  

Even with improved information, drivers might still misperceive actual travel 

time savings. So, we also consider an instrumental variables approach constructed 

in the spirit of Aizer, et al. (2018) where future realizations of travel time serve as 

an instrument for contemporaneous travel time. For our account-by-account 

regressions, this involves IV estimation following the split sample approach 

developed by Angrist and Krueger (1995).  

  

D. Heterogeneous Agent Model 

While equation (5) provides an intuitive framework for decomposing willingness-

to-pay into its key components, it is somewhat limited in that it assumes a 

homogeneous agent model. Further, in (5), we have not yet taken full advantage of 

 

 

39
 From our baseline estimates this misperception would have to be 23 minutes. 
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the variation that comes from observing drivers repeatedly in the ExpressLanes, 

typically with varying levels of congestion and tolls. By observing the same 

commuter repeatedly over different price and attribute levels, we are able to 

estimate separate individual hedonic bid functions for each consumer and, 

therefore, recover the entire distribution of the value of urgency and time for 

participants in the program. Unlike much of the hedonic literature that uses repeated 

housing transactions,40 observing the same commuter repeatedly enables us to 

estimate the hedonic price function without assuming a constant average marginal 

willingness-to-pay for the population. 41 

We estimate individual bid curves with account level measures of the value of 

urgency and time by estimating the regression  

 

(6) 𝑡𝑜𝑙𝑙𝑎,𝑠,𝑡 = 𝛿𝑎 + 𝜃𝑎𝑇𝑇𝑎,𝑠,𝑡 + 𝛾𝑎𝑅𝑒𝑙𝑖𝑎𝑏𝑠,𝑡 + 𝜀𝑎,𝑠,𝑡 

 

separately for each account with multiple trips.42 An advantage of this approach 

relative to the homogeneous agent model from equation (5) is that if high-income 

individuals self-select into trips with small time savings while low-income 

individuals sort into trips with longer time savings, the assumption of a single 

preference structure may bias our estimates and render the homogeneous agent 

model of equation (5) useless for welfare analysis.  

 

 

40
 The exception is Bishop and Timmins (2018), who utilize a preference inversion technique that imposes limited 

assumptions on the elasticity of demand for the measured amenity with the benefit of minimized endogeneity problems.  
41

 While other studies have examined repeated sales data for hedonic estimation, they examine the repeat sale of the same 

item, such as a home, exposed to different levels of an amenity (for example pollution or school quality) to different 

individuals. 
42

 Consistent standard errors are estimated using the bootstrap. 
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E. Correlation with Omitted Variables 

Consistent estimation of equations (5) and (6) is confounded to the extent that 

any unobserved factors may co-vary with the observed characteristics (Chay and 

Greenstone, 2004; Davis, 2004; Bento, et al, 2015). In our setting, the concern is 

rather that any other time-invariant amenity such as smoother pavement or a feeling 

of superiority of being in the lane would also be captured by the constant, 

potentially leading to an overestimate of the value of urgency. In section IV.C, we 

employ an empirical strategy to compare time invariant and time variant 

determinants of willingness-to-pay during the weekday morning peak to that during 

weekend morning for the same accounts to determine the extent to other factors 

may confound estimation of the value of urgency. Importantly, if what drivers value 

is related to the pavement of the lane, such valuation should be present both in 

weekdays and weekends independently of the purpose of the trip and schedule 

constraints.   

 

IV. Results 

A. Mean Estimates of the Value of Urgency 

Table 2 presents account-by-account estimates of equation (6) based on 

individual bid functions, consistent with a model of heterogeneous preferences. It 

also reports in Column I estimates from a single regression using the homogeneous 

agent framework of equation (5). Each subsequent column gives the mean, 

bootstrapped standard error, and interquartile range of estimated coefficients from 

an account-by-account regression for each of the 9,053 accounts with more than 10 

transactions. This assumes that each account holder has their own value of urgency, 

value of time, and value of reliability.  
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Comparisons of the first and second columns reveal that estimates are somewhat 

different depending on whether we use expected versus realized travel time savings, 

but that this difference is not substantive. In column III, we present our central 

estimates of the determinants of willingness-to-pay for the ExpressLanes. We find 

that the mean value of urgency in the population is $3.24 with bootstrapped 

standard errors in parentheses. In brackets we give the interquartile range of 

estimates showing that across accounts there is substantial heterogeneity in the 

value of urgency, suggesting likely heterogeneity in penalty functions.43 

Interestingly, half of all account holders’ estimates of the value of urgency fall 

between $2.30 and $4.05.  

B. Relevance of the Value of Urgency 

The results provided above give estimates of the value of urgency, value of time, 

and value of reliability but they do not assess the relative contribution of each 

component to the welfare generated for these drivers.  To decompose this effect, 

we can compare the value of urgency with the average toll, which is $3.71. The 

value of urgency at $3.24 represents 87% of the value for the average toll. In 

comparison, the value of time evaluated at the mean time savings of 3.79 minutes 

is $0.51, while the value of reliability of $17.61 per hour evaluated at the mean 

value of reliability of 2.1 minutes is $0.62.  

It is important, however, to stress again that while we obtain a mean estimate of 

the value of urgency of $3.24, there is no reason to believe that the value of urgency 

is constant across our sample. Indeed, in Figure 4, we plot the value of urgency and 

the value of time across accounts in our sample. These demonstrate considerable 

 

 

43
 We also estimate the values of urgency and time during the afternoon peak and on other corridors of the ExpressLanes 

in Appendix Table C.11. We find that while there is heterogeneity, the qualitative results remain. 
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heterogeneity across drivers. Interestingly, the distributions of the value of urgency 

and value of time have a symmetric shape approximating a normal distribution, 

centered around the estimates found in the homogeneous model, based on equation 

(5). Variation in the value of urgency over the course of the morning peak are also 

plotted in Appendix Figure B.4, with the highest values between 7 and 8AM. 

 

C. Threats to Identification 

Measurement Error in Travel Time Savings.—One particular concern with the 

estimates from equation (6) is that if the econometrician incorrectly measures travel 

time savings perceived by drivers, then this error may bias both the estimates of the 

value of time and the value of urgency. This bias can be visualized as 

mismeasurement of the horizontal axis in Figure 2, resulting in a downwardly 

(upwardly) biased slope parameter for 𝜃, consequently also biasing the estimate 𝛿 

up (down).  

Only if all drivers systematically mistook their time savings by 23 minutes, 

regardless of travel time savings would the constant be reduced to zero.44 Therefore, 

it is unlikely that, even with some bias, the estimate of the value of urgency will 

disappear. Nonetheless, to address these concerns, in column III of Table 2, we 

restrict our analysis to the subset of trips taken after October 20th, 2013, when signs 

were set up at each ExpressLanes entrance indicating the travel time savings that 

drivers could expect based on real-time data in the lanes. If nothing, these estimates 

suggest that the value of urgency only goes up when drivers have better 

information, indicating that measurement error is unlikely to be upwardly biasing 

 

 

44
 This is based upon the additional quantity of travel time savings at a value of time of $8.19 per hour that would equate 

to the value of urgency in our main results: $3.24.  
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our estimates. Also of note is that the value of reliability is now almost half as much, 

which may reflect the fact that with information about travel time differences at the 

point of ExpressLanes entry, an even greater amount of uncertainty about the 

distribution of travel time difference is resolved. In housing markets where the 

difficulty of measuring the quality of many amenities and the heterogeneity of 

access to information means that new information about amenities has a profound 

effect on prices (Davis, 2004; Figlio and Lucas, 2004). In contrast, here, perhaps 

through the use of real-time technologies such as Waze and Google Maps, there is 

less of a measurable effect, probably because information about quality is 

unambiguous and readily available.  

As previously noted there may be concerns that systematic mismeasurement of 

what drivers perceive to be the time saved may downwardly bias the coefficient on 

the value of travel time and therefore cause us to overstate the value of urgency. A 

standard approach to address concerns about attenuation bias from measurement 

error is instrumental variables (IV). We follow the approach of Aizer, et al. (2018) 

to take advantage of repeated measurements of travel time savings for the same 

time of day and segment over time. The logic of this approach is that if our measure 

of travel time savings is noisy compared to what drivers actually perceive, 

measurement error between any two trips are likely to be independent across drivers 

driving at the same time of day.  

Our instrument set consists of three variables that are the average time savings 

one hour, one week and two weeks after the trip by hour of day, day of week and 

road segment.45 We use leads, as opposed to lags, in travel time, because these are 

likely to be highly correlated to contemporaneous time savings during a given hour, 

 

 

45
 With three instruments and a single endogenous variable (travel time savings), we are able to estimate the split sample 

IV model using an overidentified system of equations. 



 

 

29 

 

day of week and road segment, but unlikely to be affected by any unobserved 

contemporaneous factor affecting the driver when a particular trip is taken. Our IV 

estimates using a heterogeneous agent model are reported in column IV of Table 2 

and do not meaningfully depart from our central estimates.46  

 

Time-Invariant Unobserved Attributes of ExpressLanes.—A separate concern may 

be that the constant will capture not only the value of urgency but also any other 

time-invariant amenity in the ExpressLanes. If such an amenity exists it cannot take 

the form of congestion, which would generate travel time savings, but could be a 

belief that the ExpressLanes are safer or a smoother ride than the mainline lanes.47 

To address this concern, we take advantage of the fact that trips taken in the off-

peak likely have a lower penalty for late arrival.  If this is the case, then comparing 

the determinants of willingness-to-pay for weekday morning peak trips to weekend 

morning trips can help to separately identify the value urgency from amenities of 

the ExpressLanes present during lower levels of congestion.48 And, while trip 

purpose can differ between weekend and weekday morning, the value of time-

 

 

46
 To estimate our IV model in our account-level regressions, we follow the split-sample IV approach of Angrist and 

Krueger (1995). This is done by estimating the first stage regression of travel time savings on our instruments and reliability 

using all accounts except for one. Then in the second stage we regress the toll paid by the excluded account on a constant, 
reliability for the trips that account took, and the first stage predicted value of time savings. This is repeated for all accounts. 

As with our other account-level regressions, confidence intervals are constructed based on a 500 iteration bootstrap. In 

principle, since reliability is positively correlated with travel time savings, we would want to also instrument for reliability. 
In practice, however, given the limited explanatory power of reliability in our model and the fact that theory does not give a 

clear rationale for how drivers form expectations in this context, the case for an instrument is less clear.  
47

 If such an unobserved amenity was valued by commuters, then estimation of 𝛿 in (6) would be biased.  Note that this 

travel time invariant amenity cannot be lower congestion as congestion in the mainline lanes is what generates a travel time 
differential.   

48
 Formally, we decompose the constant into a component during the weekday morning peak, 𝛿𝑎, and a component that 

is always there, 𝜇, so that (6) now becomes   

 

 𝑡𝑜𝑙𝑙𝑎,𝑠,𝑡 = 𝛿 𝑎,𝑊𝐸 + 𝛿𝑎,𝑀𝑃1(𝑀𝑃𝑡) + 𝜃𝑎,𝑀𝑃𝑇𝑇𝑎,𝑠,𝑡1(𝑀𝑃𝑡) + 𝜃𝑎,𝑊𝐸𝑇𝑇𝑎,𝑠,𝑡 + 𝛾𝑎,𝑀𝑃𝑅𝑒𝑙𝑖𝑎𝑏𝑠,𝑡1(𝑀𝑃𝑡) + 𝛾𝑎,𝑊𝐸𝑅𝑒𝑙𝑖𝑎𝑏𝑠,𝑡 +
𝜇 + 𝜖𝑎.𝑠.𝑡  

 

where 1(𝑀𝑃𝑡) is an indicator for trip 𝑡 taken during the weekday morning peak, and 𝛿 𝑎, 𝜃𝑎 and 𝛾𝑎 now vary between 

weekend and morning peak periods. The coefficient 𝛿𝑎,𝑀𝑃 measures the weekday morning peak urgency premium—how 

much extra punishment failure to achieve on time arrival has—compared with a weekend trip. 
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invariant road characteristics, such as pavement quality, are unlikely to be related 

to the trip purpose, making the weekend an appropriate control group. We pool trips 

during weekend mornings and the weekday morning peak to estimate separate 

coefficients for weekday morning peak and relative to the weekend.  

If commuters experience no value of urgency during weekend trips, then an 

indicator variable for weekday morning peak trips will be an unbiased estimate of 

the value of urgency. However, to the extent that there is urgency during both time 

periods, the coefficient on this variable will be downwardly biased, and for this 

reason we consider it a lower bound estimate of the value of urgency.  

In Table 3, we present estimates of the model using the weekend as a control 

group.  In column I, we use the subset of 1,121 accounts with 5 or more 

observations on the weekend and 5 in the morning peak to bound the value urgency 

of individual accounts from below. By introducing the weekend as a control group, 

the morning peak indicator gives the lower bound on morning peak urgency as a 

statistically significant $2.42, on average. While this estimate will exclude many 

potentially confounding factors, we view this lower bound as overly conservative. 

In column II, we introduce reliability and note that our estimates do not change 

meaningfully. In column III, we restrict the sample to the period where signs 

displayed true travel time savings, and we note that, while the small sample of 62 

accounts is too low for inference about all accounts, the value of urgency remains 

substantial. 

 

Sorting.—It is well known that the hedonic envelope may obscure substantial 

heterogeneity in bid functions across individuals (Chay and Greenstone, 2004; 

Bento, et al., 2015; Timmins and Murdock, 2007; Kuminoff and Jarrah, 2010). The 

concern is that our findings may be the result of sorting by income where high 

income individuals use the road for short time savings, while low income 

individuals use the road for larger time savings. Such a pattern could give rise to 
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the hyperbolic shape and when estimated assuming homogeneity in the bid curve it 

would give rise to a statistically significant constant.  

We address this concern through several ways. First, we note that the drivers who 

consume small time savings, and have the highest VOT in a model without urgency, 

use the lane infrequently. Returning to Table 1, we note that drivers in the lowest 

decile of time savings use the lane on average 8.8 times per month, less than any 

other group. Although not impossible, it seems unintuitive that agents with 

extremely high values of time would consume so little of the ExpressLanes and less 

frequently than groups with a lower valuation. While these lanes are often derided 

as ‘Lexus Lanes’ we find that the most common vehicles in this lowest decile, 

Toyota Corollas and Honda Accords, are not typically driven by people we would 

anticipate earning roughly $8 million a year.49 

Nevertheless, the repeated sales nature of our data allows us to run account-by-

account regressions, which directly address this concern by estimating individual 

bid functions rather than assuming a uniform value of time and urgency. Comparing 

estimates from a model with heterogeneous preferences to that with homogeneous 

ones can offer suggestive evidence of whether our results are affected by sorting 

due to heterogeneity. If high value of time drivers sort into particular subsections 

of the roadway, we would expect to see estimates that are meaningfully different, 

but comparing columns I and II in Table 2 we find that they are statistically 

indistinguishable.  

An ideal test of sorting might be to regress our estimates on demographic 

information of the drivers.  In the absence of this kind of data, which is a common 

limitation of most hedonic studies, in Appendix Table C.12, we regress values of 

urgency and values of time on the list price of the car registered to each account in 

 

 

49
 See Appendix Table C.3. 
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our data, with price of the car approximating (imperfectly) individuals’ income.  

We find that drivers of inexpensive vehicles tend to have lower VOT, consistent 

with Becker (1965), but have higher value of urgency. One explanation of this 

pattern is that these drivers may be shift workers who face strict penalties for late 

arrivals, while drivers of more expensive vehicles have a higher value of time but 

are less likely to be penalties for only a few minutes of delay. We also note from 

the last row of column I in Appendix Table C.12 that higher values of urgency are 

actually negatively correlated with values of time. We believe this reflects the fact 

that, unlike the value of time, higher values of urgency in this context may be less 

well-explained by driver characteristics such as income, but may relate more to the 

circumstances of a particular trip and the penalty function.  This is again suggestive 

that if sorting is going on among drivers, it is not of the form that is likely to bias 

our estimates from equation (6).  

 

D. Further Robustness Checks 

In the Appendix, we consider a variety of robustness checks. Misspecification of 

functional form may bias our hedonic estimates (Cropper, Deck, and McConnell, 

1988), so we consider many variations of functional form in Appendix Table 

C.13.50 This includes models without a constant, and we find that these often lead 

to results that fit the data less well and often do not align with intuition and basic 

theory. To gauge the extent to which certain high (or low) demand hours affect our 

estimates, we include quarter, month, day-of-week, quarter by day-of-week and 

month by day-of-week fixed effects in Appendix Table C.15 and find no 

 

 

50
 In Appendix Table C.14, we estimate models with higher order measures of travel time savings without the constant 

and find that the models have AIC and BIC values indicating a worse fit to the data and which imply a reduction in 

willingness-to-pay as travel time savings get very large, which is counterintuitive. 
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meaningful effect on our estimates.   In Appendix Table C.16, we estimate the 

homogeneous agent model by segment of the ExpressLanes and find that some 

segments exhibit higher values of urgency than others, ranging from $1.37 to $4.51. 

Finally, in Appendix Table C.17, we build on studies that have explored the 

connection between driving behavior and gasoline prices (Burger and Kaffine, 

2009) and weather (Leard and Roth, 2019) to show that there is no meaningful 

difference in the value of urgency on days where gasoline prices are lower or 

weather is better. 

Standard errors in our baseline regressions are clustered by road segment traveled 

for each trip observation. In Appendix Table C.18, we examine other levels of 

clustering including two-way clustering (Cameron, Gelbach, and Miller, 2011) to 

address the spatial and temporal correlation (Anderson, 2014). Of these, clustering 

at the segment level produces the largest standard errors. 

E. Relation to Previous Findings 

In Table 4, we present models that approximate the findings of previous studies 

to illustrate why we are able to recover preferences for urgency while others have 

not. Because the mean estimates from the heterogenous model are identical to the 

point estimates from the homogeneous model, for simplicity, here we rely on the 

homogeneous model. And, to perform comparisons with the literature, we run 

models with and without the constant. We also run separate models, broken down 

by different minimum threshold values of time savings. Further sample restrictions 

to travel time savings are considered in Appendix Table C.19, which demonstrate 

only moderate variation in the value of urgency. 

A direct comparison with Small, Winston and Yan (2005) can be made by 

contrasting the estimates in column III for the model without the constant with their 
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estimates based exclusively on the revealed preference model.51 Our model yields 

estimates of the value of time and the value of reliability of $21.56 and $23.36 

respectively, which are not statistically different than those reported in Small, 

Winston and Yan (2005). One should note, however, that the estimate of the value 

of time is substantially higher than half the local wage, the estimate generally found 

in the literature (Small, 2012). When we add back the constant, our estimates in 

column III, we recover estimates for the value of time ranging from $8.02 to $4.58 

per hour, always at a minimum slightly lower than those in Small (2012). 

While a closer comparison with earlier studies is not possible, given that the 

structure of tolls is fundamentally different across studies, two points are worth 

noting. First, removing the constant from the model appears to decrease the fit of 

the model using the AIC and BIC. Second, given the institutional features of 

previous programs like the ExpressLanes, travel time savings presented to 

respondents were capped at a minimum of 10 minutes. Based on Panel A of Figure 

1, one can appreciate that visually it appears as if that part of the curve is relatively 

flatter. However, by contrasting Column III with and without the constant, we 

provide suggestive evidence that prior estimates of the value of time and reliability 

may be severely overestimated, since even at portions of the curve in Panel A, 

Figure 1 where time savings are greater than 10 minutes, drivers still exhibit 

preferences for urgency.  

 

 

 

51
 Small, Winston and Yan (2005) estimate a joint revealed and stated preference model. Median estimates from the 

former are $21.46 per hour for value of time and $19.56 per hour for the value of reliability. Stated preference estimates for 

the value of time are lower $11.92 per hour and for reliability are not comparable because of survey phrasing. 
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V. Implications for Cost-Benefit Analysis 

Preferences for urgency and the estimates of the value of urgency have 

fundamental implications for cost-benefit analysis of road infrastructure projects. 

Following prior literature, proper ex-ante assessments of the benefit of the 

ExpressLanes would require one to predict the time saved by agents using 

ExpressLanes and multiply this value by the estimate of the value of time over the 

program period studied here, February 22nd, 2013 to December 31st, 2013.  In this 

case, the projected benefits of the project would be $221,363, which barely 

surpasses the infrastructure costs during that time period of $215,250.52 In sharp 

contrast, the program actually generated $1.31 million during that period. 

Without the value of urgency, an ex-ante analysis of the project would 

underestimate the total benefits by an order of magnitude during this time frame. 

Even a value of time two or three times that of the standard, would be off by more 

than 100 percent.  

VI. Conclusion 

In an ideal setting where drivers are observed making choices of lanes depending 

on varying tolls, level of congestion and schedule constraints, we study drivers’ 

willingness to pay to avoid congestion, and provide the first estimates of the value 

of urgency. The value of urgency represents a discrete WTP to meet a schedule 

constraint, recognizing that individuals often face penalties for being late that do 

not necessarily scale up with the amount time that individuals are late. With 

unusually rich data that tracks the same drivers on multiple occasions with different 

 

 

52
 Source: Correspondence with LA Metro, 04/15/14. This corresponds to the operation and maintenance costs of the 

corridor including weekends, holidays, across all hours of the day. 
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levels of congestion and time-varying tolls, we recover preferences for travel time 

savings in an hedonic price function, and overcome standard identification 

challenges related to measurement error of key attributes, omitted variables, and 

functional form misspecification (Bishop, et al., 2019; Chay and Greenstone, 2004; 

Bento, et al., 2015; Black, 1999). Even more important, by estimating individual-

level bid functions, the implied marginal-willingness-to-pay estimates from the 

first-stage hedonic price function constitute a ‘sufficient statistic’ for welfare 

measurement (Banzhaf, 2019a).  

Preferences for urgency and the value of urgency have three broad implications. 

First, they can alter the direction of cost-benefit analysis for road infrastructure with 

level-of-service pricing. In fact, we demonstrate that, because the value of urgency 

represents roughly 87% of the toll paid to enter the ExpressLanes, ex-ante cost-

benefit analysis that ignore this value may misguide road infrastructure 

investments. More generally, it is likely that amenities or externalities in contexts 

different from ours do not scale with quantity or have thresholds that are more 

relevant than just marginal improvements. Like in our application, by ignoring the 

discrete nature of willingness to pay, studies of the value of such amenities may be 

severely underestimated.   

Second, our results question the use of stated preferences surveys to infer drivers’ 

preferences for travel time savings. At a minimum, there is a need to reconsider the 

way researchers solicit stated preferences and demand for projects that generate 

time savings. Future survey work may improve prediction of the benefits of such 

projects by soliciting willingness to pay to avoid being late and the frequency at 

which individuals are late, as opposed to focusing on travel time saved from an 

average trip. At the same time, this implication also means that survey respondents 

will have to be trained to respond to questions related to specific, not average, trips, 

since penalties will likely vary with the purpose of different trips.  
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Third, our results suggest that the structure of pricing to regulate congested 

infrastructure matters, and was far from fully understood in prior literature (Small, 

Winston, and Yan, 2005). Recent studies have used rich datasets to examine 

congestion patterns in cities and derive the implied Pigouvian tolls that would 

internalize the congestion externality (Yang, Purvevjav, and Li, 2000; Akbar et al., 

2018). While these findings are insightful, in practice, anything approaching 

Pigouvian congestion pricing of entire road systems remains politically 

challenging.  

In contrast to Pigouvian congestion pricing, the pricing structure here applies to 

only one lane of a freeway, and resembles real-time, level-of-service pricing. With 

a minimum speed guaranteed, drivers can re-optimize their decisions to still meet a 

schedule constraint, especially in situations where otherwise they would be late and 

would face a penalty. A potential advantage of this pricing scheme over Pigouvian 

pricing is that it solves the uncertainty related to travel time that comes from the 

drivers’ inability to predict aggregate demand at any point in time. As documented 

in theoretical models that examined the role of pricing and service quality in 

regulated utilities and monopolies (De Vany, 1976; De Vany and Saving, 1977; 

Chao and Wilson, 1987), level-of-service pricing offers a menu of contingent 

contracts for the distribution of scarce space on the road, adjusting utilization of 

capacity to match supply and demand. Further, and importantly, the secured 

minimum speed, which is dependent on the real-time response of the toll price to 

changing congestion conditions, removes uncertainty in travel time. As a result, it 

creates the ideal setting for drivers to reveal their preferences for urgency.   

More broadly, we note that others have implemented cleanly identified 

econometric methodologies, such as regression discontinuity designs or 

randomized control trials, to identify short-run effects to infrastructure investments 

to uncover underlying preferences for travel time savings (Anderson, 2014; 

Krindler, 2018). It may be less certain that the full benefits of congestible 
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infrastructure will be fully identified in studies where welfare calculations are based 

on an average estimated effect across a narrow time window. Indeed, the unusually 

rich data used in this study provides suggestive evidence that it may be relatively 

more important to observe variation in individual choices across different levels of 

congestion over time-varying prices to uncover the full distribution of preferences 

for meaningful welfare evaluation.  
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FIGURES AND TABLES 

 

 
FIGURE 1. WILLINGNESS-TO-PAY PER HOUR AND DEMAND FOR TRIPS IN THE 

EXPRESSLANES 
Notes: Panel A displays our lower bound estimate of willingness-to-pay for use of the ExpressLanes calculated 

using kernel-weighted local polynomial smoothing for the ratio of the total toll paid for each trip over the travel 

time difference between the mainline lanes and the ExpressLanes. Panel B displays the smoothed distribution 

of the trip-level travel time difference between the mainline lanes and the ExpressLanes. The smoother for both 

panels uses an Epanechnikov kernel with a bandwidth of 0.05. Travel times are calculated based on mainline 

speeds from PeMS and ExpressLanes time stamps and the actual distance traveled for each trip in the 

ExpressLanes. Both panels are generated using trip-level transponder data for the morning peak hours of work 

days in the first 10 months of the policy, excluding holidays. Panel A considers (for illustrative purposes) only 

trips for travel time difference greater than 90 seconds, while panel B considers the entire travel time 

distribution. An unrestricted version of panel A can be found in Appendix C. Trips with zero distance traveled 

and the 6.2% of observations with negative time saving, are removed. Transponders registered to public sector, 

corporate or unknown accounts are dropped. Observations from PeMS where any of the 30 second observations 

are missing are also dropped.  
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FIGURE 2. CONCEPTUAL BASIS FOR THE VALUE OF URGENCY 

Notes: The figures present the relationship between willingness-to-pay as measured by the toll paid to the travel 

time saved by entering the ExpressLanes as compared to the conventional untolled lanes. Willingness-to-pay 

is reflected by a penalty function in Panel A, which grows dramatically initially for extremely small travel time 

savings, reflecting the high cost of being late, but then changes slope dramatically above the black horizontal 

line, reflecting the cost of longer travel times in terms of the value of time. Panel B, reflects the empirical 

analogue measuring the penalty function, where �̂� approximates the discrete cost of late arrival associated with 

urgency and  𝜃 measures the value of travel time savings. The dashed gray line illustrates an empirical estimate 

where measurement error in travel time savings would mean that the slope parameter is underestimated so that 

the constant is overestimated. 
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FIGURE 3. I-10 W EXPRESSLANES TRIP DENSITY DURING AM PEAK 
Notes: The figures plot the kernel smoothed density of trips on the I-10 W ExpressLanes over the morning 

peak. In panel A, vertical lines correspond to times with a discernible trough in the distribution indicating 

potential “bunching” around preferred arrival times of 7:00AM, 8:00AM and 8:30AM. In panel B, the figures 

plot the kernel smoothed density of trip-level Exit Time for accounts with average Exit Time in 15 minute 

window before 7:00AM, 8:00AM, 4:03AM and 4:33PM, where the latter two times are times displaying 

bunching during the PM peak. Vertical lines indicate average exit time for trips in given subsample. Includes 

accounts with 10 or more ExpressLanes trips. Trips with zero distance traveled and the 6.2% of observations 

with negative time saving, are removed. Transponders registered to public sector, corporate or unknown 

accounts are dropped. Observations from PeMS where any of the 30 second observations are missing are also 

dropped.  
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Figure 4. ESTIMATED DISTRIBUTION OF VALUE OF TIME AND URGENCY 
Notes: The figures depict smoothed kernel density estimates of the value of urgency and travel 

time savings from account-specific regressions of the total toll on the travel time saved and a 

constant and are consistent with the heterogeneous individual bid curve model. Time, measured 

in hours, is the time saved by taking the ExpressLanes compared with mainline lanes, from 

mainline line speeds reported by PeMS, for the chosen trip distance. Observations from morning 

peak hours are included with weekends and holidays removed. 
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Table 1—Trip-Level Summary Statistics by Decile of Travel Time Savings 

I II III IV V VI 

Panel A. Trip-Level Characteristics       

  Time Savings       

Decile of 

Time 

Savings 

in Hours 
in 

Minutes 

Average 

ExpressLanes/

HOV Speed in 

MPH 

Average 

Mainline Speed in 

MPH 

Average 

Distance 

Traveled in 

Miles 

1 0.01 0.39 65.3 60.3 5.8 

2 0.02 1.01 67.4 55.9 6.1 

3 0.03 1.66 66.6 50.0 6.2 

4 0.04 2.37 66.1 44.7 6.1 

5 0.05 3.11 66.0 40.6 6.1 

6 0.06 3.88 65.8 37.7 6.3 

7 0.08 4.69 65.5 34.6 6.3 

8 0.09 5.64 64.7 32.7 6.7 

9 0.12 6.95 63.8 30.9 7.3 

10 0.18 11.04 62.0 25.8 8.1 

Average 0.07 4.08 65.3 41.3 6.5 

Panel B. Account-Level Characteristics   

Decile of 

Time 

Savings 

Average 

Uses per 

Month 

Average 

Hourly 

Wage in 

Zip Code 

Average Toll 

Paid 

Modal Vehicle 

Registered to 

Account 

Average 

Vehicle  Value 

1 8.8 $19.35  $3.20  Honda Accord $9,543 

2 9.5 $19.40  $3.10  Honda Accord $9,512 

3 9.8 $19.47  $3.12  Honda Accord $9,553 

4 9.9 $19.47  $3.17  Honda Accord $9,443 

5 9.8 $19.65  $3.29  Toyota Camry $9,477 

6 9.9 $19.71  $3.57  Honda Accord $9,476 

7 9.8 $19.73  $3.81  Honda Accord $9,523 

8 9.8 $19.76  $4.15  Honda Accord $9,607 

9 9.8 $19.79  $4.49  Honda Accord $9,793 

10 9.6 $20.00  $4.95  Honda Accord $9,943 

Average 9.7  $19.63  $3.69  Honda Accord $9,587 
Notes: Data cover work days for the morning peak (5-9 AM) from February 25th, 2013 until December 30th, 2013. "Time 

Savings" is travel time saved driving in the ExpressLanes, calculated as the difference between Metro transponder travel time 

compared to travel times in mainline lanes from PeMS. "Average Uses per Month" excludes the first month that a transponder 

appears in the data to control for learning behavior. "Average Hourly Wage in Zip Code" comes from the reported transponder 

zip code and 2008-12 ACS Census mean zip code data, assuming an assumed average household with two wage-earners and 

2,040 working hours per year. “Modal Vehicle Registered to Account” reports the most common vehicle registered to 

accounts within each decile of time saving. The last row reports the modal vehicle for the whole sample. Trips with zero 

distance traveled and the 6.2% of observations with negative time saving are removed. Transponders registered to public 

sector, corporate or unknown accounts are dropped. Observations from PeMS where any of the 30 second observations are 

missing are also dropped. Each decile for the full time period contains 46,624 trips, for February and March contains 3,261 

trips, for June contains 4,615 trips and for September contains 7,001 trips. 
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Table 2—Account Level Regressions I-10 West 

  I   II    III   IV 

  Full Sample   Full Sample   
After Oct. 

20th, 2013 
  

Split Sample 

IV 

                

Constant 2.84***  3.24***  3.62***  2.81*** 

  (0.48)  (0.01)  (0.03)  (0.01) 

    [2.30, 4.05]  [2.52, 4.65]  [2.03, 3.53] 

         

Travel Time 8.02**  8.19***  7.16***  12.24*** 

  (3.00)  (0.12)  (0.27)  (0.21) 

    [3.10, 12.79]  [-0.68, 14.32]  [4.40,19.67] 

         

Reliability 24.76*** 17.61***  9.41***  22.34*** 

  (5.24)  (0.38)  (0.62)  (7.40) 

    [-1.43, 30.79]  [-7.59, 25.83]  [-1.59, 71.55] 

              

Heterogeneous Agent 

Model 
  X   X   X 

Mean Toll Paid $3.73  $3.71    $4.01    $3.60  

Urgency’s Share of 

WTP 
76%  87%   90%   78% 

Mean Time Savings in 

Minutes 
4.08  3.79   4.20   3.42 

Mean Reliability in 

Minutes 
0.83  2.1  1.02  0.38 

Number of Accounts 28,075  9,053   2,286   6,422 

Notes: Values shown are the coefficients of regressions of the toll paid on the regressands. Column I reports a single 

regression of the toll on the expected travel time savings for which there are 433,623 observations, while the remaining 

columns report statistics from account-level regressions. Column III reports estimates for the period during which signs 

displaying travel time differences were installed at ExpressLanes entrances. Column IV reports estimates of account-

level split-sample IV using 1 hour, 1 week and 2 week leads of time savings by hour, day of week and segment. Values 

shown in columns II-IV are the average coefficient across regressions, with the interquartile range of values given in 

brackets. Standard errors of the mean, calculated by randomly sampling from the mean and standard error of individual 

coefficients 500 times, are given in parenthesis. Time, measured in hours, is the time saved by taking the ExpressLanes 

compared with mainline lanes, from mainline speeds reported by PeMS, for the chosen trip distance. Reliability, 

measured in hours, is the difference between lanes in the spread of travel times between the 50th and 80th quantiles.  

Observations from morning peak hours (5-9AM) are included with weekends and holidays removed. 

*** Significant at the 1 percent level. **Significant at the 5 percent level. *Significant at the 10 percent level. 
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Table 3—Account Level Regressions I-10 West: Weekend Control Group 

  I   II   III 

  Full Sample   Full Sample   After 10/20/13 

Constant 0.79***   0.79***  0.50*** 

  (0.01)   (0.02)  (0.04) 

  [0.50, 1.04]   [0.49, 1.07]  [0.26, 0.68] 

         

1(Morning Peak) 2.42***   2.43***  3.53*** 

  (0.02)   (0.03)  (0.12) 

  [1.46, 3.35]   [1.46, 3.37]  [2.12, 4.69] 

         

Travel Time 3.46***   3.47***  5.49*** 

  (0.08)   (0.11)  (0.37) 

  [1.29, 5.22]   [1.13, 5.24]  [3.69, 7.37] 

         

Travel Time x Morning Peak 7.07***   5.45***  1.38*** 

  (0.24)   (0.33)  (0.87) 

  [1.54, 11.06]   [0.55, 9.39]  [-6.31, 8.07] 

         

Reliability     2.42***  2.83*** 

      (0.44)  (0.43) 

      [-5.05, 5.79]  [-0.09, 3.94] 

         

Reliability x Morning Peak     12.60***  -0.33 

      (0.84)  (1.91) 

      [-4.67, 28.83]  [-16.31, 19.06] 

         

Number of Accounts 1,121   761  62 

Notes: Values shown are the coefficients of regressions of the toll paid on the regressands. The sample for 

this regression includes trips taken during weekdays between 5-9AM and trips during all hours of the 

weekend. Column II reports estimates for the period during which signs displaying travel time differences 

were installed at ExpressLanes entrances. Values shown are the average coefficient across regressions, with 

the interquartile range of values given in brackets. Standard errors of the mean, calculated by randomly 

sampling from the mean and standard error of individual coefficients 500 times, are given in parenthesis. 

Time, measured in hours, is the time saved by taking the ExpressLanes compared with mainline lanes, from 

mainline speeds reported by PeMS, for the chosen trip distance. Reliability, measured in hours, is the 

difference between lanes in the spread of travel times between the 50th and 80th quantiles. 

*** Significant at the 1 percent level. **Significant at the 5 percent level. *Significant at the 10 percent 

level. 
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Table 4—Homogeneous Agent Models for External Validity 

Panel A: Model with Constant 

  I II III 

Constant 2.84*** 3.21*** 3.87** 

  (0.48) (0.98) (1.36) 

Time in hours 8.02** 6.90*** 4.58* 

  (3.00) (1.88) (2.08) 

Reliability 24.76*** 17.70** 9.81 

  (5.24) (5.66) (8.74) 

     
Trip Restriction > 0 minutes > 4 minutes > 8 minutes 

Observations 433,623 188,369 42,277 

AIC 1,510,246 695,318 153,230 

BIC 1,510,279 695,349 153,255 

     
Panel B: Model without Constant 

Time in hours 30.18*** 28.43*** 21.56*** 

  (3.149) (2.915) (2.907) 

Reliability 44.18*** 29.55*** 23.36*** 

  (8.305) (2.829) (1.585) 

     
Trip Restriction > 0 minutes > 4 minutes > 8 minutes 

Observations 433,623 188,369 42,277 

AIC 1,923,834 792,574 171,281 

BIC 1,923,856 792,594 171,298 
Notes: Values shown are the coefficients of six regressions of the toll paid on the regressands. Time, 

measured in hours, is the time saved by taking the ExpressLanes compared with mainline lanes, from 

mainline speeds reported by PeMS, for the chosen trip distance. Reliability, measured in hours, is the 

difference between lanes in the spread of travel times between the 50th and 80th quantiles. AIC and BIC 

are Akaike and Bayesian Information Criteria. Standard errors, clustered by road segment, are in 

parentheses. Observations from morning peak hours (5-9AM) are included with weekends and holidays 

removed.  

*** Significant at the 1 percent level. **Significant at the 5 percent level. *Significant at the 10 percent 

level. 




