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1 Introduction

A popular method to estimate the effect of a treatment on an outcome is to compare over time
groups experiencing different evolutions of their exposure to treatment. In practice, this idea is
implemented by estimating regressions that control for group and time fixed effects. Hereafter, we
refer to those as two-way fixed effects (FE) regressions. We conducted a survey, and found that
20% of all empirical articles published by the American Economic Review (AER) between 2010
and 2012 have used a two-way FE regression to estimate the effect of a treatment on an outcome.
When the treatment effect is constant across groups and over time, such regressions identify that
effect under the standard “common trends” assumption. However, it is often implausible that
the treatment effect is constant. For instance, the effect of the minimum wage on employment
may vary across US counties, and may change over time. The goal of this paper is to examine

the properties of two-way FE regressions when the constant effect assumption is violated.

We start by assuming that all observations in the same (g,t) cell have the same treatment, as
is for instance the case when the treatment is a county- or a state-level law. We consider the
regression of Y; ,;, the outcome of unit 7 in group g at period ¢ on group fixed effects, period
fixed effects, and Dy, the value of the treatment in group g at period ¢t. Let ;. denote the
expectation of the coefficient of D, ;. Then, under the common trends assumption, we show that
if the treatment is binary, B¢ identifies a weighted sum of the treatment effect in each group

and at each period:

Bre= Y Walg (1)

(gvt):ngtzl

A, is the average treatment effect (ATE) in group g and period ¢ and the weights W, ;s sum
to one but may be negative. Negative weights arise because ;. is a weighted average of several
difference-in-differences (DID), which compare the evolution of the outcome between consecutive
time periods across pairs of groups. However, the “control group” in some of those comparisons
may be treated at both periods. Then, its treatment effect at the second period gets differenced
out by the DID, hence the negative weights.

The negative weights are an issue when the ATEs are heterogeneous across groups or periods.
Then, one could have that (. is negative while all the ATEs are positive. For instance, 1.5 X
1—0.5 x 4, a weighted sum of 1 and 4, is strictly negative. We revisit Enikolopov et al. (2011)
and Gentzkow et al. (2011), two articles that have estimated two-way FE regressions. In both
cases, negative weights are extremely prevalent: around 50% of the weights attached to . are

negative, so (. is not robust to heterogeneous effects in those applications.

Researchers may want to know how serious that issue is in the application they consider. We

show that the absolute value of §f. divided by the standard deviation of the weights is equal



to the minimal value of the standard deviation of the ATEs across the treated (g,t) cells under
which the average treatment on the treated (ATT) may actually have the opposite sign than
Bfe. One can estimate that ratio to assess the robustness of 3. If that ratio is close to 0, By,
and the ATT can be of opposite signs even under a small and plausible amount of treatment
effect heterogeneity. In that case, treatment effect heterogeneity would be a serious concern for
the validity of Bs.. On the contrary, if that ratio is very large, s and the ATT can only be of

opposite signs under a very large and implausible amount of treatment effect heterogeneity.

Finally, we propose a new estimand that is valid even if the treatment effect is heterogeneous
over time or across groups. This estimand identifies the average treatment effect across all the
(g,t) cells whose treatment changes from ¢t —1 to t. It relies on a variant of the standard common
trends assumption. That condition is partly testable, and we propose a test that amounts to
looking at pre-trends, as in a standard DID analysis. We propose a simple plug-in estimator
of our estimand, and we show that it is asymptotically normal. In Gentzkow et al. (2011), our
estimator is of a different sign than, and significantly different from, the estimator of 8s.! Our
estimator can be used in applications where, for each pair of consecutive dates, there are groups
whose treatment does not change. We estimate that this condition is satisfied for around 80%

of the papers using two-way fixed effects regressions found in our survey of the AER.

Overall, our paper has implications for applied researchers estimating two-way fixed effects
regressions. First, we recommend that they estimate the weights attached to their regression
and the ratio of . divided by the standard deviation of the weights. To do so, they can use the
twowayfeweights Stata package that is available from the SSC repository. If many weights are
negative, and if the ratio is not very large, we recommend that they compute our new estimator,
using the fuzzydid and did_multipleGT Stata packages that can also be downloaded from the
SSC repository (for more explanations on how to use the former package, see de Chaisemartin
et al., 2019).

We extend our results in several important directions. First, another commonly-used regression
is the first-difference regression of Y, ; — Y, ;_1, the change in the mean outcome in group g, on
period fixed effects and on Dy — D,; 1, the change in the treatment. We let 874 denote the
expectation of the coefficient of Dy — Dy;—1. We show that under common trends, B4 also
identifies a weighted sum of treatment effects, with potentially some negative weights. Second,
we show that our results extend to fuzzy designs, where the treatment varies within (g,t) cells.
Finally, in our Web Appendix, we show that our results also extend to two-way fixed effects

regressions with a non-binary treatment and with covariates in the regression.

Our paper is related to the DID literature. Our main result generalizes Theorem 1 in de Chaise-
martin and D’Haultfeeuille (2018). When the data has two groups and two periods, the Wald-

!Note that the authors do not estimate Bf., but Bsq defined below. Our estimator is of the same sign as

theirs, but 66% larger and significantly different.



DID estimand considered therein is equal to B¢ and B¢4. Our results on B¢ and B¢4 are thus
extensions of that theorem to the case with multiple periods and groups.? Moreover, our Wald-
TC estimand is related to the Wald-TC estimand with many groups and periods proposed in
de Chaisemartin and D’Haultfceuille (2018), and to the multi-period DID estimand proposed by

Imai and Kim (2018). In Section 3.3, we explain the differences between those three estimands.

More recently, Borusyak and Jaravel (2017), Abraham and Sun (2018), Athey and Imbens (2018),
Callaway and Sant’Anna (2018), and Goodman-Bacon (2018) study the special case of staggered
adoption designs, where the treatment of a group is weakly increasing over time. Those papers
derive some important results specific to that design that we do not consider here. Still, some
of the results in those papers are related to ours, and we describe precisely those connections
later in the paper. The most important dimension on which our paper differs from those is
that our results apply to any two-way fixed effects regressions, not only to those with staggered
adoption. In our survey of the AER papers estimating two-way fixed effects regressions, less
than 10% have a staggered adoption design. This suggests that while staggered adoptions are
an important research design, they may account for a relatively small minority of the applications

where two-way fixed effects regressions have been used.

The paper is organized as follows. Section 2 introduces the set-up. Section 3 presents our results
in sharp designs where all observations in the same (g,t) cell have the same treatment. Section
4 extends those results to fuzzy designs. Section 5 presents some other extensions. Section 6
discusses inference. Section 7 presents our survey of the articles published in the AER, and our

two empirical applications.

2 Set up

One considers observations that can be divided into g + 1 groups and ¢ + 1 periods. For every
(g,t) € {0,...,3} x {0,...,t}, let N,; denote the number of observations in group ¢ at period
t,and let N =" N, be the total number of observations. The data may for instance be
an individual-level panel or repeated cross-section data set where groups are, say, individuals’
county of birth. The data could also be a cross-section data set where cohort of birth plays the
role of time. It is also possible that for all (g,t), Ny = 1, e.g. a group is one individual or firm.

All of the above are special cases of the data structure we consider.

One is interested in measuring the effect of a treatment on some outcome. Throughout the paper
we assume that treatment is binary, but our results apply to any ordered treatment, as we show in
Section 2.2 of the Web Appendix. Then, for every (i, g,t) € {1, ..., Ny} x{0, ..., g} x{0, ..., ¢}, let

2In fact, a preliminary version of our main result appeared in a working paper version of de Chaisemartin and
D’Haultfeeuille (2018) (see Theorems S1 and S2 in de Chaisemartin and D’Haultfoeuille, 2015).



D, 4+ and (Y;,:(0),Y; ,:(1)) respectively denote the treatment status and the potential outcomes

without and with treatment of observation ¢ in group ¢ at period ¢.

The outcome of observation ¢ in group ¢ and period ¢ is Y; ;¢ = Y g1(D; g.). For all (g,t), let

Ng.t Ng.t Ng.t | Nat
:—E Di gty Ygu(0 =~ § Yig(0), Yyu(1 =~ E Yig4(1), and Ygt——E Yig.t-
gtzl gtzl gtzl g’zl

D, denotes the average treatment in group g at period ¢, while Y} ,(0), Y, (1), and Y, re-
spectively denote the average potential outcomes without and with treatment and the average

observed outcome in group g at period t.

We now define the FE regression described in the introduction.?

Regression 1 (Fized-effects regression)

Let B\fe denote the coefficient of D, in an OLS regression of Y; 4+ on group fived effects, period
fized effects, and Dg;. Let By = E <6f€> A

Throughout the paper, we maintain the following assumption.
Assumption 1 (Balanced panel of groups) For all (g,t) € {0,...,g} x {0,...,t}, Ny+ > 0.

Assumption 1 requires that no group appears or disappears over time. This assumption is often
satisfied. Without it, our results still hold but the notation becomes more complicated as the

denominators of some of the fractions below may then be equal to zero.

Finally, for all g, let N, = Zf:o N, denote the total number of observations in group g. For
all t, let N, = Egzo N, denote the total number of observations in period ¢. For any variable
X+ defined in each (g, ) cell, let X, = Zi o(Ng.t/Ng )X,y denote the average value of X,
in group g, let X ; = i I _o(Ngt/N., ) ¢+ denote the average value of X, in period ¢, and let
X =2 ,:(Ngt/N)X,, denote the average value of X, ;. For instance, D3 and D  respectively
denote the average treatment in group 3 across time and in period 2 across groups, whereas Y.

denotes the average value of the outcome across groups and time.

3 Throughout the paper, we assume that the regressors in Regression 1 and Regression 2 below are not

perfectly collinear, so the coefficients of these regressions are well-defined.
4As the independent variables in Regression 1 are constant within each (g,t) cell, Regression 1 is equivalent to

a (g, t)-level regression of Yy ; on group and period fixed effects and D, ;, weighted by N, ;. In fuzzy designs, using
D, rather than the individual treatment ensures that Sy, is identified out of comparisons of groups experiencing
different evolutions of their mean treatment over time, and not out of comparisons of observations with different

treatments within the same (g, t) cell, as such comparisons may be plagued by selection bias.



3 Results in sharp designs

In this section, we focus on sharp designs with a non-stochastic treatment, as defined by the

following assumption:

Assumption 2 (Sharp designs with a non-stochastic treatment)
1. For all (g,t) € {0,....,g} x {0, ...,t}, D; gt = Dyy for alli € {1,...,Ny.}.
2. For all (9,t) € {0,...,g} x {0,...,t}, Dyy = E(Dy,).

Point 1 of Assumption 2 requires that units’ treatments do not vary within each (g,t) cell, a
situation we refer to as a sharp design. This is for instance satisfied when the treatment is a
group-level variable, for instance a county- or a state-law. This is also mechanically satisfied
when Ny, = 1 for all (g,t). In our literature review in Section 7.1, we find that almost 80%
of the papers using two-way fixed effects regressions and published in the AER between 2010
and 2012 consider sharp designs. We first focus on this special case given its prevalence, before

turning to fuzzy designs in the next section.

Point 2 of Assumption 2 requires that the treatment status of each (g,t) cell be non-stochastic.
This assumption fails when the treatment is randomly assigned. However, two-way fixed effects
regressions are more often used in observational than in experimental studies, as in the latter
case one can use simpler regressions to estimate the treatment effect. In observational settings,
whether the treatment should be considered as fixed or stochastic is less clear. Point 2 of
Assumption 2 is in line with the modelling framework adopted in some articles studying DID,
see e.g. Abadie (2005). And most importantly, we relax that assumption in Section 4 and in

Section 3.1 of the Web Appendix. We just maintain it for now to ease the exposition.

3.1 A decomposition of ;. as a weighted sum of ATEs under common trends

In this section, we study 3. under the following common trends assumption.

Assumption 3 (Common trends) Fort > 1, E(Y,.(0)) — E(Y,:-1(0)) does not vary across g.

The common trends assumption requires that the expectation of the outcome without the treat-
ment follow the same evolution over time in every group. This assumption is sufficient for the
DID estimand to identify the ATT in designs with two groups and two periods, and where only
units in group 1 and period 1 get treated (see, e.g., Abadie, 2005).

For any (g,t) € {0, ...,g} x {0, ...,t}, we denote the ATE in cell (g,t) as

1
Agr=FE (N_ D (Yige(l) - Yi,gi@))) :

9t =1



Let AT® denote the ATT. AT is a weighted average of the ATEs of the treated (g,t) cells:

N,

TR 1t

ario yn My, o
(9.):Dgu=1

where Ny =), it D; 4+ is the number of treated observations. We now show that under common

trends, B¢ is also equal to a weighted sum of the A, ;s, with potentially some negative weights.

Let g4, denote the residual of observations in cell (g,t) in the regression of D,, on group and
period fixed effects:’

Dth = o+ ’yg + At + 5g,t'
One can show that if the regressors in Regression 1 are not collinear, the average value of ¢,

across all treated (g,t) cells differs from 0: 32 . i (Ngt/N1)egs # 0. Then we let wy,, denote

g+ divided by that average:
gg,t

Wyt = Ng,t

Z(gvt):Dg,tzl N_lggvt
Theorem 1 Suppose that Assumptions 1-3 hold. Then,
N,
Bfe = Z N_gfwg7tA97t'

(g,t):Dg,tZ].

To illustrate this theorem, we consider a simple example of a staggered adoption design with
two groups and three periods, and where group 0 is only treated at period 2, while group 1 is
treated both at periods 1 and 2. We also assume that N;;/N,, 1 does not vary across g: all
groups experience the same growth of their number of observations from ¢t —1 to ¢, a requirement

that is for instance satisfied when the data is a balanced panel. Then, one can show that
Egit = Dg,t - Dg,. - D.,t + D.,.:
thus implying that
g02=1—-1/3—-14+1/2=1/6,
e10=1-2/3-1/2+1/2=1/3,
€12 = 1-— 2/3 -1+ 1/2 = —1/6
The residual is negative in group 1 and period 2, because the regression predicts a treatment

probability larger than one in that cell, a classic extrapolation problem with linear regressions.

Then, it follows from Theorem 1 and some algebra that under the common trends assumption,

Bre = 1/2802 + A1y — 1/2A 5.

Ssg,t arises from a regression where the dependent and independent variables only vary at the (g,t) level.

Therefore, all the units in the same (g,t) cell have the same value of e, ;.

7



Bse is equal to a weighted sum of the ATEs in group 0 at period 2, group 1 at period 1, and
group 1 at period 2, the three treated (g,t) cells.

However, the weight assigned to each ATE differs from the proportion that the corresponding
cell accounts for in the population of treated observations. Therefore, 3y, is not equal to ATH,

the average treatment effect across all treated observations.

Perhaps more worryingly, not all the weights are positive: the weight assigned to the ATE in
group 1 period 2 is strictly negative. Consequently, 3. may be a very misleading measure of the
treatment effect. Assume for instance that Ago = Ay; =1 and A; 5 = 4. At the period when
they start receiving the treatment, both groups experience a modest positive ATE. But this
effect builds over time and in period 2, one period after it has started receiving the treatment,

group 1 now experiences a large ATE. Then,
Bre=1/2x14+1-1/2x4=-1/2.

Bye is strictly negative, while Ago, Ay, and A; 5 are all positive. More generally, the negative
weights are an issue if the A, ;s are heterogeneous, across groups or over time.® if Agy = A;; =

Ay =1, then Bf. = 1, the average treatment effect across all treated observations.

Here is some intuition as to why one weight is negative in this example. It follows from Equation
(8) in the proof of Theorem 1 (see also Theorem 1 in Goodman-Bacon, 2018) that in this simple
example, Sy, = (DIDy + DID,)/2, with

DIDy = E(Y11) — E(Y1o) — (E(Yo1) — E(Yoo)),
DIDy = E(Yo2) — E(Yo1) — (E(Y12) — E(Y14)) -

The first DID compares the evolution of the mean outcome from period 0 to 1 in group 1 and
in group 0. The second one compares the evolution of the mean outcome from period 1 to 2 in
group 0 and in group 1. The control group in the second DID, group 1, is treated both in the
pre and in the post period. Therefore, under the common trends assumption, it follows from
Lemma 1 in Appendix A (a similar result appears in Lemma 1 of de Chaisemartin (2011), and
in Equation (13) of Goodman-Bacon (2018)) that DI Dy = Ay 1, but

DIDy = Agg — (A2 — Ayy).

DIDs is equal to the average treatment effect in group 0 period 2, minus the change in the
average treatment effect of group 1 between periods 2 and 1. Intuitively, the mean outcome of
groups 0 and 1 may follow different trends from period 1 to 2 either because group 0 becomes

treated, or because the treatment effect changes in group 1.

¢ On the other hand, 8y does not rule out heterogeneous treatment effects within (g, t) cells, as it is identified

by variations across (g,t) cells, and does not leverage any within-cell variation.



We now generalize the previous illustration by characterizing the (g,t) cells whose ATEs are

weighted negatively by [Sye.

Proposition 1 Suppose that Assumptions 1-2 hold and for allt > 1 N,;/Ny+—1 does not vary
across g. Then, for all (g,t) such that Dy, =1, wgy, is decreasing in D_; and D, .

Proposition 1 shows that S, is more likely to assign a negative weight to periods where a large
fraction of groups are treated, and to groups treated for many periods. Then, negative weights
are a concern when treatment effects differ between periods with many versus few treated groups,

or between groups treated for many versus few periods.

Proposition 1 has interesting implications in staggered adoption designs, a special case of sharp

designs defined as follows.
Assumption 4 (Staggered adoption designs) For all g, Dyt > Dy 1 for allt > 1.

Assumption 4 is satisfied in applications where groups adopt a treatment at heterogeneous dates
(see e.g. Athey and Stern, 2002). In that design, Borusyak and Jaravel (2017) show that (. is
more likely to assign a negative weight to treatment effects at the last periods of the panel. This
result is a special case of Proposition 1. In staggered adoption designs, D _; is increasing in ¢, so
Proposition 1 implies that w,, is decreasing in ¢.” Proposition 1 also implies that in that design,

groups that adopt the treatment earlier are more likely to receive some negative weights.

3.2 Assessing the robustness of ;. to heterogeneous treatment effects

Theorem 1 shows that in sharp designs with many groups and periods, 3. may be a misleading
measure of the treatment effect under the standard common trends assumption, if the A, ;s are
heterogeneous. In the corollary below, we propose two summary measures that can be used to
assess how serious that concern is. For any variable X,; defined in each (g,t) cell we let X
denote the vector (Xg)y.eqo,..51x{0,..7} collecting the values of that variable in each (g,t) cell.
For instance, A denotes the vector (Ag:),nefo...71x0,..7 collecting the ATE in each of the
(g,t) cells. Let

1/2
Ny 2
o(A) = Z N_g (Ag,t - ATR) )
(g,t):Dg,tzl 1
1/2
Ny 2
o) = Y T, )
(9:):Dgi=1 1

"Borusyak and Jaravel (2017) assume that the treatment effect of cell (g,t) only depends on the number of

periods since group ¢ has started receiving the treatment, whereas Proposition 1 does not rely on that assumption.



o(A) is the standard deviation of the ATEs, and o(w) is the standard deviation of the w-
weights,® across the treated (g,t) cells. Let n = #{(g,t) : D,; = 1} denote the number of
treated cells. For every i € {1,...,n}, let w( denote the ith largest of the weights of the
treated cells: wqy > we) > ... > w(,), and let Ny and A be the number of observations
and the ATE of the corresponding cell. Then, for any k € {1,...,n}, let Py = >, Nii)/Ni,

Sk = 2ok (N /ND)wy and Tp = 37,0 (N /N1 )wy.
Corollary 1 Suppose that Assumptions 1-3 hold.
1. If o(w) > 0, the minimal value of o(A) compatible with B, and ATR =0 is

_ ‘5]”6’

o(w)

gfe
2. If Bre # 0 and at least one of the w,; weights is strictly negative, the minimal value of
o(A) compatible with Bs. and with Ay, of a different sign than Sy for all (g,t) is

” |Brel
=fe - 2 1/2’
[Ts + Ss/(l - PS)]

where s = min{i € {1,...,n} 1wy < =S4)/(1 — Py)}-

An estimator of o, can be used to assess the robustness of 3. to treatment effect heterogeneity
across groups and periods. If o, is close to 0, Bf. and ATE can be of opposite signs even under
a small and plausible amount of treatment effect heterogeneity. In that case, treatment effect
heterogeneity would be a serious concern for the validity of Sf.. On the contrary, if g, is very
large, 3. and ATF can only be of opposite signs under a very large and implausible amount of

treatment effect heterogeneity. Then, treatment effect heterogeneity is less of a concern.

Similarly, if o feo is close to 0, one may have, say, Sy > 0, while Ay, <0 for all (g,t), even if the
dispersion of the A, s across (g,t) cells is relatively small. Notice that o fo is only defined if at
least one of the weights is strictly negative: if all the weights are positive, then one cannot have
that §y. is of a different sign than all the A s.

When some of the weights w,; are negative, 5. may still be robust to heterogeneous treatment

effects across groups and periods, provided the assumption below is satisfied.

Assumption 5 (w uncorrelated with &) 3 y.p. —1(Ngt/N1)(wge — 1)(Ag — ATE) = (.

Corollary 2 If Assumptions 1-3 and 5 hold, then ;. = ATE.

8 One can show that Z(!J’t):Dglt:l(Ngﬂg/Nl)wg,t =1.

10



Assumption 5 requires that the weights attached to By be uncorrelated with the A,;s. This
is often implausible. For instance, periods with the highest proportion of treated units are also
those with the lowest value of wgy;, as shown in Proposition 1. But those periods may also be
those with the largest treatment effect: more groups may choose to get treated at periods where
the treatment effect is the highest. This would then induce a negative correlation between w
and A. The plausibility of Assumption 5 can be assessed, by looking at whether w is correlated
with a predictor of the treatment effect in each (g,t) cell. In the two applications we revisit in

Section 7, this test is rejected.

3.3 An alternative estimand

In this section, we propose a new estimand that identifies a causal effect even if treatment effects

are heterogeneous, across groups or over time. That causal effect is
AS = &
- N gty
s
(gvt)3Dg,t7£Dg,t71,t21

where Ng = Z(gt
adoption designs, A® is the average of the instantaneous treatment effect at the time when a

)41,y 4% Dy 11 Ny A% is the average ATE of all switching cells. In staggered

group starts receiving the treatment, across all groups that become treated at some point.

We now show that A is identified by a weighted average of DID estimands. This result holds

under Assumptions 6 and 7 below.

Assumption 6 (Common trends for groups with the same treatment at t — 1)
1. For allt > 1 and g such that Dy, 1 =0, E(Y,.(0)) — E(Y;:-1(0)) does not vary across g.
2. For allt > 1 and g such that Dy, =1, E(Y,4(1)) — E(Y,,—1(1)) does not vary across g.

Assumption 6 requires that between each pair of consecutive periods, the expectation of the
outcome without treatment follow the same evolution over time in every group untreated at
t—1, and that the expectation of the outcome with treatment follow the same evolution in every
group treated at ¢t — 1. In staggered adoption designs, only Point 1 of Assumption 6 is necessary
for Theorem 2 below to hold, and Point 1 of Assumption 6 is weaker than Assumption 3, the
standard common trends assumption. Outside of staggered adoption designs, both Points 1 and
2 are necessary, so Assumptions 3 and 6 are non-nested. However, Points 1 and 2 are arguably
a natural generalization of the identifying assumption in standard two-groups two-periods sharp
DID designs (see Abadie, 2005): they require that groups sharing the same treatment at time
t — 1 would experience the same evolution of their mean outcome from ¢ — 1 to ¢ if they did not

change their treatment from ¢ — 1 to t. Importantly, Points 1 and 2 do not restrict treatment

11



effect heterogeneity for any group or period, as they only put restriction on one of the two

potential outcomes.’

Assumption 7 (Existence of “stable” groups) For all t € {1,...,t}:

1. If there is at least one g € {0, ...,g} such that Dyy—1 =0 and Dy, = 1, then there exists at
least one ¢' # g,9' € {0, ...,g} such that Dy, 1 = Dy, = 0.

2. If there is at least one g € {0, ...,g} such that Dy = 1,D,, = 0, then there exists at
least one ¢’ # ¢g,9' € {0,...,g} such that Dy ;1 = Dy, = 1.

The first point of the stable groups assumption requires that between each pair of consecutive
time periods, if there is a group that switches from being untreated to treated, then there should
be another group that remains untreated at both dates. The second point requires that between
each pair of consecutive time periods, if there is a group that switches from being treated to

untreated, then there should be another group that remains treated at both dates.

We can now define our estimand. For all ¢ € {1,...,¢} and for all (d,d’) € {0,1}?, let

Naa s = Z Ny (3)

Q:Dg,t:dyDg,t—lzd/

denote the number of observations with treatment d’ at period t — 1 and d at period t. Let

N, N,
DID, ;= § P (E(Yyy) = E(Ygeo1)) — E P (E(Yyy) = E(Ygem)),
Nioy Noot
9:Dg+=1,Dg,t—-1=0 7 9:Dgt=Dg,+-1=0 7
DID_, = E No (BE(Y,,) — E(Y,11)) — E —Ng’t (BE(Y,,) — E(Y,-1)).
I N1,17t 9, 9, N071’t g9, 9,

g:Dgt=Dg ¢t 1=1 9:Dgt=0,Dg ¢t 1=1

Note that DID, ; is not defined when there is no group such that D,;, = 1,D,,—1 = 0. In
such instances, we let DI D, ; = 0. Similarly, let DID_; = 0 when there is no group such that
Dg,t = 0, Dg,t—l =1. Finally, let

Wye = i Nuot prp, 4 Mot b
TC — NS +,t NS _7t N
t=1

Theorem 2 If Assumptions 1, 2, 6, and 7 hold, then Wyre = AS.

Here is the intuition underlying our identification result. DI D, ; compares the evolution of the

mean outcome in two sets of groups: those switching from no treatment to treatment between

9Such restrictions would only arise if we imposed common trends on Y (0) and Y (1) for all groups and periods
of time. In such a case, Ay, would have to be additively separable in g and ¢, which still allows for heterogeneous

treatment effects across groups and over time.
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t — 1 and ¢, and those remaining untreated. Because the groups in these two sets have the same
treatment in ¢—1, under Assumption 6 DI D, , identifies the treatment effect in groups switching
from no treatment to treatment. Similarly, DID_; compares the evolution of the outcome in two
sets of groups: those remaining treated between ¢ — 1 and ¢, and those switching from treatment
to no treatment. Under Assumption 6, it identifies the treatment effect in groups switching
from treatment to no treatment. Finally, Wrs is a weighted average of those DID estimands.
Note that in staggered adoption designs, there are no groups whose treatment decreases over
time, so Wr¢ is only a weighted average of the DID, ; estimands. The corresponding Wald-TC
estimator is computed by the fuzzydid and did_multipleGT Stata packages.

Wre is related to two other estimands. First, it is related to the Wald-TC estimand in point
2 of Theorem S1 in the Web Appendix of de Chaisemartin and D’Haultfceuille (2018), but
the weighting of the DID,, and DID_, estimands differ. As a result, Wy¢ identifies A®
under weaker assumptions. Wre is also related to the multi-period DID estimand proposed by
Imai and Kim (2018). There are two differences between those estimands. First, the multi-
period DID estimand is a weighted average of the DID, ; estimands, so it does not identify
the treatment effect in the groups switching out of treatment. Second, Imai and Kim (2018)
do not generalize their estimand to fuzzy designs, something we do in the next section, and to

non-binary treatments, something we do in the Web Appendix (see Section 3.2 therein).

The Wald-TC uses groups whose treatment is stable to infer the trends that would have affected
the groups whose treatment changes if their treatment had not changed. This strategy could
fail, if groups whose treatment changes experience different trends than groups whose treatment
is stable. To assess if this is a serious concern, we propose to use the following placebo estimand,
that essentially compares the outcome’s evolution from ¢t — 2 to t — 1, in groups that switch and
do not switch treatment between ¢ — 1 and ¢. This placebo estimand is defined under a modified

version of Assumption 7.
Assumption 8 (Ezistence of “stable” groups for placebo tests) For allt € {2,...,t}:

1. If there is at least one g € {0, ...,g} such that Dy;_o = Dy, 1 =0 and Dy = 1, then there
exists at least one ¢’ # g,9 € {0, ...,G} such that Dy 9 =Dy 1 = Dy, =0.

2. If there is at least one g € {0,...,g} such that Dy, o = Dy, 1 = 1,D,, = 0, then there
exists at least one ¢’ # g,9 € {0, ...,G} such that Dy 9 =Dy 1 =Dy = 1.

For all t € {2,...,1} and for all (d,d’,d") € {0,1}3, let

Nd,d’,d”,t = } Ng,t

9:Dg+=d,Dg t—1=d',Dg ¢+—o=d"
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denote the number of observations with treatment status d” at period t — 2, d’ at period t — 1,
and d at period t. Let

pl _ 2 :
NS - Ngiv
(9:t):t>2,Dg +#Dg,t—1=Dg t—2

Ng,t Ng,t

!
DIDY , = > ~— (E(Ygi-1) — E(Ygu-2)) — > ~— (E(Ygi-1) = E(Ygi—2)),
D, = _ _ Nl,(],(),t . _ _ _ NO,(],(),t
9:Dg,t=1,Dg,t—1=Dg 1—2=0 g:Dg.t=Dg +—1=Dgy +_2=0
N, N,
DID", = 9t (B(Y, 1) — E(Y,1—2)) — 9t (B(Y, 1) — E(Y,1-2)).
_ > N1,1,1,t( (Yy,-1) — E(Yg—2)) > NO,l,l,t( (Yyt-1) — E(Yg—2))

g:Dgt=Dgt—1=Dg +_2=1 9:Dg,t=0,Dg t_1=Dg,t—2=1

Note that D]Dﬁl’t is not defined when there is no group such that Dy, =1,Dg, 1 = D,;5 = 0.
In such instances, we let DI fo’t = 0. Similarly, let DI D + = 0 when there is no group such
that Dg,t = O, Dg,tfl = Dg,t72 =1. Then, let

(N N,
[ Z 1,0,0,t y 0,1,1,¢ !
=2 s S

Theorem 3 If Assumptions 1, 2, 6, and 8 hold, then Wfflc = 0.

DI Dﬂ{t compares the evolution of the mean outcome from ¢ — 2 to ¢t — 1 in two sets of groups:
those untreated at ¢ — 2 and ¢ — 1 but treated at ¢, and those untreated at t — 2, ¢ — 1, and
t. If Assumption 6 holds, then DI D’it = 0. Similarly, if Assumption 6 holds, DI D + =0
Then, WJIZZC = 0 is a testable implication of Assumption 6, so finding szilc = 0 would imply that
Assumption 6 is violated: groups that switch treatment experience different trends before that

switch than the groups used to reconstruct their counterfactual trends when they switch.!°

In staggered adoption designs, we have, for all ¢ > 2,

Dgy > Dgy1 = Dgy > Dgy1 = Dy,

Groups whose treatment increases from ¢ — 1 to ¢ must have a stable treatment from ¢t — 2 to
t — 1, and groups untreated at ¢ and t — 1 must also be untreated at ¢ — 2. Then, Assumptions
7 and 8 are equivalent, and WTPZC closely mimicks Wre: Wr}’lc is equal to Wrp¢, after replacing
the mean outcome in group g and at period ¢ by its lagged value. Outside of staggered adoption
designs, some of the (g,t) cells that are used in the computation of Wpre are excluded from
that of nglc, because their treatment changes from ¢ — 2 to ¢t — 1. Finally, W;lC compares the
trends of switching and stable groups one period before the switch. It is easy to define other
placebo estimands comparing those trends, say, two or three periods before the switch. The
corresponding placebo estimators are computed by the fuzzydid and did_multipleGT Stata
package.

10See also Callaway and Sant’Anna (2018), who propose another placebo test in staggered adoption designs.
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4 Results in fuzzy designs

In this section, the research design may be fuzzy: the treatment may vary within (g,t) cells.
For instance, Enikolopov et al. (2011) study the effect of having access to an independent TV
channel in Russia, and in each Russian region some people have access to that channel while

other people do not. The treatment may also be stochastic.

As the numbers 1,...,N,

always assume that those numbers are randomly assigned. Therefore, we assume hereafter that

¢ assigned to the observations of a (g,t) cell play no role, one can

conditional on D, the vector stacking together all the D, s, all the variables indexed by i (e.g.,
D; 41 orY;,.(0)) are identically distributed within each (g,t) cell.

4.1 Generalizing the decomposition of ;. to fuzzy designs

With a stochastic treatment, we study 8¢ under a modified common trends assumption.

Assumption 9 (Common trends when the treatment is stochastic) For allt > 1, E(Y,,(0)|D)—

E(Y,:-1(0)|D) almost surely does not vary across g.

Assumption 9 requires that conditional on any realization of D, the expectation of the outcome
without the treatment follow the same evolution over time in every group. Assuming common
trends conditional on the Dy s is necessary for identification due to the stochastic nature of the
treatment, as we explain in further detail in Section 3.1 of the Web Appendix. Other articles
that have studied DID with a stochastic treatment have also imposed conditional common trends
assumptions similar to Assumption 9, see e.g. Assumption 1 in Conley and Taber (2011). Finally,
note that under Assumption 2 (sharp designs with a non-stochastic treatment), Assumption 9

reduces to Assumption 3.

For any (g,t) € {0, ...,g} x {0, ...}, let
Ny.s

Ay (D =—ZE 0t(1) = Yi4(0)| Dy ge = 1, D)

’zl

denote the average treatment effect on the treated (ATT) in cell (g, 1), conditional on D. Then

N,.D
ATR — B <Z %AZ’?(D)) 7

g7t

which generalizes (2) when treatments are stochastic. Theorem 4 shows that . is also equal
to the expectation of a weighted sum of the AT(D)s. Let

TR _ Eg,t

gt Z Ng,th,t&j ’
gvt N1 g’t
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Theorem 4 Suppose that Assumptions 1 and 9 hold. Then,

b= B (z N%?“wi%if(m) .
9t
Theorem 4 shows that in fuzzy designs, Sy, is equal to the expectation of a weighted sum of the
ATTs in each (g,t) cell. Again, some of the weights may be strictly negative. Note that under
Assumption 2, Theorem 4 reduces to Theorem 1 in the previous section. One can also show
that in sharp designs with a stochastic treatment, Theorem 1 still holds, conditional on any
realization of D. Overall, Theorem 4 generalizes Theorem 1 to situations where Assumption 3
fails, either because the design is not sharp, or because the treatment is stochastic. In staggered
adoption designs, Athey and Imbens (2018) derive a decomposition of (. that resembles to, but
differs from, that in Theorem 4. They derive their decomposition under the assumption that
the dates at which each group starts receiving the treatment are randomly assigned, while we

derive ours under a common trends assumption.
The weights have a simple expression in the following special case.
Assumption 10 (Heterogenous adoption) t =1 and for all g € {0,...,G}, Dg1 > Dyo = 0.

Assumption 10 is satisfied in applications with two time periods, and where all groups are fully
untreated at ¢t = 0 and partly treated at t = 1. This type of design often arises in practice, for

instance when an innovation is heterogeneously adopted by various groups.

Proposition 2 If Assumptions 1, 9, and 10 hold and N,1/N, o does not vary across g, then™

TR Dg1—D
S T 0
g=0 N ( g1 -71>

Proposition 2 shows that in the heterogeneous adoption design, . assigns negative weights to
the period-one ATT of groups with a mean treatment lower than the mean treatment in the
full population. The reason why negative weights arise is intuitive. With two periods, the FE
regression is equivalent to a regression of the first difference of the outcome on the period-one
treatment in each group. This regression compares the evolution of the outcome in more- and
less-treated groups. Doing so, it subtracts the treatment effect of the less-treated groups, hence
the negative weights. Negative weights are a concern if the ATTs of the less- and more-treated
groups systematically differ. This could be the case if treatment is determined by a Roy selection
model. Then, the groups with the highest proportion of treated units could also be those where
the ATT is the highest. On the other hand, if the proportion of treated units is randomly

assigned to each group, negative weights are not a concern.!?

Under Assumption 10, Dy = 0, so wl {f does not enter in the decomposition in Theorem 4.
12Corollary 2 extends directly to fuzzy settings. Corollary 1 also extends to such cases, though the sensitivity

measure we propose is now a random variable, as it is a function of D. We discuss this issue in more details in
Section 4.1 of the Web Appendix.
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4.2 Generalizing the Wald-TC estimand to fuzzy designs

In this section, we show that in fuzzy designs, a causal effect similar to the causal effect A®
defined above is identified by an estimand similar to the Wald-TC estimand defined above. In

other words, we generalize Theorem 2 to fuzzy designs.

We start by introducing some new notation. For all (¢,¢,t) € {1,..., N,+} x {0,...,g} x {0,..., ¢}
and for every ¢ € {0,...,t}, let D, .(t') denote the period-t' treatment of unit ¢ in group
g and period t. When the data are an individual-level panel, those variables are observed:
D;y+(t") = D; v, D;g(t') is just the treatment of unit ¢ in group g at time ¢'. In sharp designs,
those variables are also observed. As the treatment is assigned at the (g,t)-level, the period-#’
treatment of unit ¢ in group ¢ and period t is the same as the treatment status of units in
group g at period t": D; 4,(t') = D, . On the other hand, in fuzzy designs, and when the data
are repeated cross-sections or a cross-section where cohort of birth plays the role of time, only
D; 4+(t) = D; 4+ is observed. In the latter case, the D; ,.(t')s are potential treatments: D; ,.(t')

is the treatment status of individual 7 in group g and cohort t if she had been born in cohort ¢'.

As we assume that the random variables attached to each observation are identically distributed
within each (g,t) cell, ((D1g:(t')refo,. s Y1,4(0), Y14:(1)), the treatments and potential out-
comes of the first observation in cell (g,¢) have the same distribution as the treatments and

potential outcomes of all observations in the same cell. We make the following assumptions.
Assumption 11 (Treatment monotonicity) For all (g,t) € {1,...,g} x {1,...,t},

1. P(D1gu(t—1)=1)=P(Dy4,1(t —1) =1).

2. Bither P(Dy44(t) > Dy g4(t —1)) =1, or P(Dy,44(t) < Dygu(t—1)) = 1.

First, Point 1 requires that in each group, the probability of getting treated at time ¢t — 1 is
the same among units observed at periods ¢t and ¢ — 1. If the data is a balanced panel, the
units observed at different periods are the same, so this requirement is automatically satisfied:
P(Dy44(t —1) =1) = P(Dy 441 = 1). With cohort-of-birth data, this requirement could fail:
for instance, the treatment probability of units born in year ¢ — 1 may differ from the treatment
probability of the cohort born in ¢ if it had been born in t—1. This requirement is plausible when
consecutive cohorts have similar propensities for treatment. Then, Point 2 requires that in each
group, either the treatments of all units observed at period ¢t weakly increase from period t —1 to
t, or their treatments weakly decrease. This is similar in spirit to the monotonicity assumption in
Imbens and Angrist (1994), with time as the instrument. With panel data, one can assess from
the data whether Point 2 holds or not.'* With repeated-cross-sections or cohort-of-birth data,

13This test may reveal that Point 2 fails, but our results still hold if the treatments satisfy the threshold crossing
Equation (3.2) in de Chaisemartin and D’Haultfceuille (2018), which is weaker than Point 2 of Assumption 11.
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Point 2 is untestable. Note that Assumption 11 is automatically satisfied under Assumption 2

(sharp designs with a non-stochastic treatment).

Assumption 12 (Conditional common trends) For all t > 1,
1. E(Y144(0)|D1g¢(t —1) =0) — E(Y1,4¢-1(0)| D1 g4-1(t — 1) = 0) does not vary across g.
2. EY14:(1)[D1gs(t —1)=1) — E(Y194-1(1)|D1gs—1(t — 1) = 1) does not vary across g.

Point 1 requires that for all ¢t > 1, the evolution from ¢ — 1 to ¢ of the mean Y (0) among units
untreated at ¢ — 1 be the same in every group. Similarly, Point 2 requires that for all ¢ > 1, the
evolution from ¢ — 1 to ¢ of the mean Y (1) of units treated at ¢ — 1 be the same in every group.

Note that under Assumption 2, Assumption 12 reduces to Assumption 6.

Assumption 13 (Ezistence of “stable” groups) For allt € {1,...,t}:

1. If there is at least one g € {0,...,g} such that 0 < E(D,,—1) # E(Dy:), then there is at
least one ¢’ # g,9' € {0, ...,G} such that 0 < E(Dy 1) = E(Dy ).

2. If there is at least one g € {0,...,g} such that 1 > E(Dy,_1) # E(D,,), then there is at
least one ¢’ # g,9' € {0, ...,G} such that 1 > E(Dy 1) = E(Dy ).

Point 1 requires that between each pair of consecutive time periods, if there is a group with
some treated units at ¢ — 1 whose mean treatment changes from ¢ — 1 to ¢, then there should
be another group with some treated units at £ — 1 whose mean treatment remains stable from
t — 1 to t. Similarly, Point 2 requires that if there is a group with some untreated units at ¢t — 1
whose mean treatment changes from ¢t — 1 to ¢, then there should be another group with some
untreated units at ¢ — 1 whose mean treatment remains stable from ¢ — 1 to ¢. Again, under

Assumption 2, Assumption 13 reduces to Assumption 7.

In fuzzy designs, the causal effect identified by our estimand is

" Nyt (P(Dyg4(t) # Dy gt — 1
Aoy (P( (l)DS (t—1)

E<Y1,g,t(1) - Yl,g,t(o)‘Dl,g,t(t) 7é Dl,g,t(t - 1))7
(g:t)t>1

where Py =", ) 151 Not(P(Di,g(t) # Dige(t —1))). A% is a weighted average of the LATE of

switchers in each (g,t) cell, where each (g,t) cell receives a weight proportional to its expected

number of switchers. It is also the probability limit of switchers’ LATE,

1
o) > (Yigt(1) = Yig4(0)),
#09.8) 282 1 Digalt) # Doget = DY g, 637D, gt

if all the (g,t) cells grow large and units are independent within cells.
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We can now define our Wald-TC estimand in fuzzy designs. First, for any ¢ > 1, let

N_,_,t = Z Ng,t7

g:E(Dg¢)>E(Dg,t—1)

N_,= > Ny,

g:E(Dg+)<E(Dg,t—1)

N:7t = Z Ng7t

g:E(Dg,¢)=E(Dg,t—1)

denote the number of observations at period t in groups whose mean treatment respectively

increases, decreases, and remains stable between periods t — 1 and ¢. Let also

Ny—;= > N,,E(D,,)

denote the expected number of treated observations at period ¢ in groups whose mean treatment

remains stable between periods t — 1 and ¢t. Then, let

N,.(1 - FE(D
0o, = > g]’;}(t — 1\51 9;)) (BE(Yigt|Digt =0) = E(Vigi1|Digsi =0)),
g:E(Dg,t)=E(Dg,t—1) - T
N, .E(D
su= S DD py; by = 1) - BVl Dige s = 1)

1=t
gZE(Dg,t)ZE(Dgytfl) [

respectively denote the change of the mean outcome of untreated and treated observations from

t — 1 to t, in groups whose mean treatment remains stable between ¢ — 1 and t. Then, let

NgtE(Dgt—l)

p+’t_1 — Z ;7
g:E(Dg,t)>E(Dg 1) N—ht

Ng+E(Dg 1)

A S 2]

g:E(Dgt)<E(Dg,t—1) ’

Pii—1 (resp. p_i—1) is the weighted average of the treatment probabilities at period ¢t — 1 of
groups whose mean treatment increases (resp. decreases) between periods ¢ — 1 and ¢, where

groups are weighted by their number of observations at period t.

Our estimand is a weighted average of the following estimands:

Nyt
DG E(Dy)>E(Dyar) Vo (E(Yge) = (E(Yge-1) + (1 — pie—1)dos + pra-101¢))
Ng.t
Zg:E(Dg,t)>E(Dg,t71) N;!—,t (E(Dg,t) - E('Dg:t_l))
Nt
Zg:E(Dg,t)<E(Dg,t,1) N_: (E(Ygt> - (E(Yg,t—l) +(1- p—,t—1)50,t +p—,t—1517t))

Ng.t
DG BE(Dy)<E(Dy 1) Nn (E(Dgi-1) = E(Dg))

Wre 4 =

b

Wre - =
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Under Assumption 2, Wre 4+ = DID, ;. Indeed, one then has py, ; = 0, as all groups whose

treatment increases between t — 1 and t are fully untreated at period t — 1. Moreover,

foo= Y (Y, — B(Y,)),

Noo+
g:Dg1=Dg s 1=0 " 00

as the groups whose mean treatment is stable from ¢ — 1 to ¢ are fully untreated or fully treated
at both dates, and the latter groups do not have untreated units. Likewise, Wr¢c _ = DID_ ;.

Finally, let
Zg :E(Dg,t)>E(Dg,t—1) Ng,t (E(Dg,t) - E(Dg,t—l))

Zg :E(Dg,+)<E(Dg,t—1) Ng,t (E(Dg,t—l) - E(Dg,t))

Wyt =

W—- ¢ =

WTC = Z (w+,tWTC,+,t + w—atWch_vt) : (4)

t=1
Under Assumption 2, the Wald-TC estimand above is equal to that defined in Section 3.

Theorem 5 Suppose that Assumption 1 and Assumptions 11-13 hold, then Wye = AS.

Theorem 5 generalizes Theorem 2 to fuzzy designs. Here is the reasoning underlying that result.

First, in all the groups where the mean treatment is stable between ¢ — 1 and ¢,
E<Yl,gt‘D1,gt O) E(Yl,gt 1|D1,gt 1*0)
:E(YLgt( ) D1g(t) = 0) (Yl,g,t—l( )|D1gi-a(t —1) =0)

Indeed, treatment monotonicity implies that in those groups, Dj,.(t) = Djg¢(t —1). The
previous display and Assumption 12 then imply that dg, identifies the evolution of Y7 ,, that
units untreated at t — 1 would have experienced from ¢ —1 to ¢ if they had remained untreated at
t. Similarly, 0, identifies the evolution of Y ;; that units treated at ¢—1 would have experienced

if they had remained treated. Then, in groups where the proportion of treated units increases,

E(Yge—1) + (1 =pye—1)00s + Dyp—1014

identifies the mean outcome one would have observed at period t if the proportion of treated units
had not increased. Consequently, the numerator of Wprc 1 ; compares the period-t outcome in
those groups to what this outcome would have been if some switchers had not become treated.
The denominator of Wre 4, identifies the proportion of switchers, so Wpe 4, identifies their
LATE. Similarly, Wpe _; identifies the LATE of switchers in groups where the proportion of
treated units diminishes from ¢ — 1 to t. Eventually, Wy averages those LATEs across periods.
Finally, Assumption 12 can be tested by computing a placebo estimand generalizing Wﬁlc to

fuzzy designs, if for any ¢ > 2 there are groups whose mean treatment is stable from ¢ — 2 to t¢.
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5 Extensions
5.1 A decomposition of 3y; as a weighted sum of ATEs under common trends

Instead of Regression 1, many articles have estimated the first-difference regression defined below:

Regression 2 (First-difference regression)

Let de denote the coefficient of Dy — Dy 41 in an OLS regression of Yy —Y, ;1 on period fized
effects and Dy — Dgy—1, among observations for whicht > 1. Let Byg = E (de>.

When ¢ =1 and N, 1/N, o does not vary across g, meaning that all groups experience the same
growth of their number of units from period 0 to 1, one can show that B¢ = B¢q. By differs

from frq if t > 1 or Ny 1/N, o varies across g.

We start by showing that a result similar to Theorem 1 also applies to (4. For any (g,t) €
{0,...,9} x {1,...,t}, let €744, denote the residual of observations in group ¢ and at period ¢ in
the regression of Dy, — Dy, 1 on a constant and period fixed effects, among observations for
which ¢ > 1. For any g € {0,...,g}, let epq90 = 0, 44,71 = 0. One can show that if the

regressors in Regression 2 are not perfectly collinear,

Nyt Ny 41
Z 2 (gfd’g’t - . 6fd797t+1 # 0'
. _ Ny Ng,t
(g,t)'Dg,tfl
Then we define
Ng,t+1

Sfdgt — TN, Sfdgit+l

Nyt Ng,t41
(9,t):Dg.e=1 Ny (‘gfd,g,t T TN, Sfdgittl

Wrd,g,t =

Theorem 6 Suppose that Assumptions 1-3 hold. Then,

5fd = Z NTg:wfd,g,tAg,t-
(9:t):Dg,t=1
Theorem 6 shows that under Assumption 3, B4 is equal to a weighted sum of the ATEs in
each treated (g,t) cell with potentially some strictly negative weights, just as .. We now
characterize the (g,t) cells whose ATEs are weighted negatively by f;s. To do so, we focus
on staggered adoption designs, as outside of this case it is more difficult to characterize those
cells. Our characterization relies on the fact that for every t € {1,....t}, ¢ fdgt = Dot — Dgi—1—
(Dt —D_t—1). €faq+ is the difference between the change of the treatment in group g between

t — 1 and t, and the average change of the treatment across all groups.

Proposition 3 Suppose that Assumptions 1-2 and 4 hold and for all g, N, does not depend on
t. Then, for all (g,t) such that Dy =1, wea g <0 if and only if Dyy—1y =1 and Dy — D 44 >
D 11— Dy (with the convention that D 7.y = D z).
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Proposition 3 shows that for all ¢ € {1,...,t — 1} such that the increase in the proportion of
treated units is larger from ¢ — 1 to ¢ than from ¢ to ¢ + 1, the period-t ATE of groups already
treated in ¢t — 1 receives a negative weight. Moreover, if the proportion of treated units increases
from ¢t — 1 to ¢, the period-t ATE of groups already treated in ¢ — 1 also receives a negative
weight. Therefore, the treatment effect arising at the date when a group starts receiving the
treatment does not receive a negative weight, only long-run treatment effects do. Then, negative
weights are a concern when instantaneous and long-run treatment effects may differ. Proposition
3 also shows that the prevalence of negative weights depends on how the number of groups that
start receiving the treatment at date t evolves with . Assume for instance that this number
decreases with ¢: many groups start receiving the treatment at date 1, a bit less start at date
2, etc., a case hereafter referred to as the “more early adopters” case. Then, if Ny, is constant
across (g,t), D +—D ;4 is decreasing in ¢, and all the long-run treatment effects receive negative
weights, except maybe those of period ¢ if D ; = D 7 ;. Conversely, assume that the number of
groups that start receiving the treatment at date ¢ increases with ¢: few groups start receiving
the treatment at date 1, a bit more start at date 2, etc., a case hereafter referred to as the “more
late adopters” case. Then, if Ny, is constant across (g,t), D, — D_,_1 is increasing in ¢, and
only the period-t long-run treatment effects receive negative weights. Overall, negative weights

are much more prevalent in the “more early adopters” than in the “more late adopters” case.

Just as for 3., one can show that the minimal value of o(A) compatible with ;4 and AT% =0
is 0q = |Bral/o(wga), where

1/2

Ny
owpa) =| Y Tgl (wWrage —1)°

(9:t):Dg,e=1

is the standard deviation of the weights attached to 8y4. One can also show that o " the minimal

value of o(A) compatible with 84 and A, of a different sign than (4 for all (g,t), has the same
expression as g =

definition. Estimators of g, and g, (or o to and g ; d) can then be used to determine which of

Bfe or Bfq is more robust to heterogeneous treatment effects.

except that one needs to replace the weights w,; by the weights wgq 4+ in its

Finally, and similarly to the result shown in Corollary 2 for B, 84 is equal to AT® under

common trends and the following assumption:
Assumption 14 (wyq uncorrelated with &) 37 y.p, =1 (Ngt/N1)(Wrage —1)(Age — ATE) = (.

Note that under the common trends assumption, one can jointly test Assumption 14 and As-
sumption 5, the assumption that the weights attached to . are uncorrelated with the Ag;s: if
Bfe and B4 are significantly different, at least one of these two assumptions must fail. In the

second application we revisit in Section 7, B\fe and B rq are significantly different.
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5.2 Dynamic treatment effects

With panel data, one may want to allow for the possibility that a unit’s contemporaneous out-
come also depends on her past values of the treatment. To do so, one just needs to replace, in all of
the above, Y; ;,+(0) (resp. Y 4+(1))) by Y; (0, D114, ..., Diog) (vesp. Yii (1, Dit—14, ...y Diog)),
the counterfactual outcome of unit ¢ in group g at period t if she is untreated (resp. treated)
at that period, and her past treatments are equal to their actual values. Then, ;. and B4 still
identify uninterpretable parameters: unsurprisingly, allowing for dynamic treatment effects does
not make those estimands more robust to heterogeneous treatment effects. We do not use the
Yigt(0, D414y, Diog) and Yiy o(1, D414, ..., Dio4) notation throughout the paper because

it does not apply to cross-section data sets where cohort of birth plays the role of time.

On the other hand, allowing for dynamic treatment effects may alter the plausibility of the
common trends assumption underlying our Wald-TC estimand. To simplify the discussion,
let us focus on sharp designs and let us assume that the treatment is not stochastic. Then,

Assumption 6 can be rewritten as:
Assumption 15 (Common trends for groups with the same treatment att — 1)

1. Forallt > 1 and g suchthat Dy, =0, E(Y,4(0,0,Dy4_9,...,D50))—E(Y;4+-1(0, D12, ..., Dgo))

does not vary across g.

2. Forallt > 1 and g suchthat Dy, =1, E(Y,+(1,1,Dgt_9, ..., Dgo))—E(Yy-1(1, Dyt—2, ..., Dyo))

does not vary across g.

Assumption 15 may not be plausible if past treatments can affect the outcome at time ¢. For
instance, two groups g and ¢’ that were both untreated at t —1 may have had different treatments

at t — 2, and then their outcome could follow different trends from ¢ — 1 to ¢.

Note that this issue is absent in staggered adoption designs. Then, only Point 1 of Assumption
15 is necessary for Theorem 2 to hold. Moreover, D,; ; = 0 implies Dy; o = ... = Dy = 0.
Therefore, Point 1 of Assumption 15 requires that E(Y}.(0,0,0,...,0)) — E(Y;.-1(0,0,...,0))
be independent of g for all untreated groups at t — 1. This requirement does not impose any
restriction on dynamic treatment effects. Therefore, our Wald-TC estimand is fully robust to

dynamic treatment effects in that design.

Outside of that special case, one can identify A® under assumptions that restrict dynamic

treatment effects less than Assumption 15. For instance, we consider the following assumption.
Assumption 16 (Common trends for groups with the same treatments att —1 and t —2)

1. For all t > 2, (d,d') € {0,1}*, and g, Yy4(d,d',Dys2,..., Dy0) does not depend on
(Dgi—2,Dgi—3,...., Dgp) and is denoted Yy ,(d,d’).
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2. Forallt > 2 and (d,d') € {0,1}?, for all g such that D;_1 , = d, Dy_2, = d', E(Y,:(d,d))—
E(Y,:-1(d,d")) does not vary across g.

3. Fort =1, Assumption 15 holds.

Under Point 1 of Assumption 16, D, ;5 or earlier treatments cannot have an effect on the period-
t outcome, but D,; ; may have an effect. Point 2 requires that the mean outcome would have
followed the same evolution from period t—1 to ¢ in all the groups sharing the same treatments at
periods t —2 and ¢t — 1, if those groups had kept the same treatment in period ¢ as in period ¢ — 1.
Under Assumption 16, A® is identified by an estimand that differs from, but is similar in spirit
to, our Wald-TC estimand. That estimand is a weighted average of four type of DID estimands:
DID estimands comparing groups with Dy, = 1,D,, 1 = 0,Dy;_o = 0 to groups with D,; =
0,Dg4-1=0,D4;_2 =0, DID estimands comparing groups with Dy, =1,D,, 1 =0,Dg; 5 =1
to groups with D, =0, Dy ;1 =0, Dy,—o = 1, etc. Finally, note that one can identify A% under
assumptions that restrict dynamic treatment effects even less than Assumption 16, for instance
by assuming that Dy, and Dy ;o may have an effect on the period-t outcome, and that groups

with the same treatments at ¢t — 1, t — 2, and t — 3 experience the same trends.

Finally, one may also be interested in estimating dynamic treatment effects. Let us focus here-
after on staggered adoption designs. Abraham and Sun (2018) show that the event-study regres-
sion with groups and periods fixed effects and lags of the treatment is not robust to heterogeneous
treatment effects, just as the FE regression we study. On the other hand, the Wald-TC estimand
identifies the average instantaneous effect arising at the time when a group starts receiving the
treatment, across all groups that become treated at some point. It is easy to show that the
average dynamic effect arising, say, one period after those groups have started receiving the
treatment, is also identified, by an estimand closely related to the Wald-TC and under a modi-
fied version of Assumption 15. That estimand is a weighted average of DID estimands comparing
the evolution of the outcome from ¢ — 1 to t + 1, between groups becoming treated at period
t, and groups that are still untreated at period ¢ + 1. That estimand differs from other es-
timands of dynamic treatment effects that have been proposed in staggered adoption designs.
The estimand in Callaway and Sant’Anna (2018) uses groups that never become treated as their
control group, that in Abraham and Sun (2018) uses the groups that become treated at the last
period, while ours uses all groups not yet treated at period ¢+ 1. Our control group is larger, so
the corresponding estimator may be more precise than those other estimators. The estimators
of dynamic treatment effects we propose in staggered adoption designs are computed by the
fuzzydid and did_multipleGT Stata packages. Outside of staggered adoption designs, estimat-
ing dynamic effects is still feasible but more challenging, and deserves more than an informal

discussion. This question is therefore left for future work.
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5.3 Other extensions

In Section 2 of the Web Appendix, we consider some other important extensions. We sketch
the four most important here. First, in sharp designs, we show that under common trends
and the supplementary assumption that the treatment effect is stable over time, 8. and B¢q
identify weighted sums of the ATEs of switching cells. All the weights attached to ;4 are
positive. Some of the weights attached to . may still be negative, but in the special case
with staggered adoption and N, ,/N,, 1 independent of g, all the weights are positive. Second,
our decompositions of . and B4 as weighted sums of the treatment effect in each (g,¢) cell
extend to two-way fixed effects regressions with some controls, under a modified version of
the common trends assumption accounting for the controls. Importantly, the weights in the
decompositions remain the same. Third, our decompositions of B¢, and B¢ also extend to
two-way fixed effects regressions with a non-binary treatment. Here again, the weights remain
almost the same. Finally, the Wald-TC estimand can be extended to have some controls, or a

non-binary treatment.

6 Estimation and inference

In this section, we assume that Assumption 2 (sharp designs with a non-stochastic treatment)

holds. We discuss estimation and inference outside of that case in Section 4 of the Web Appendix.

First, we consider estimation of, and inference on, g;,., g for s and o fa Under Assumption 2,

the weights do not have to be estimated. Then, o, is simply estimated by:

-~

_ ‘6fe|

& = a(w)

T Ltas and o 7q 2TC estimated similarly. To draw inference on o, let sey. denote the standard

error of . clustered at the group level. We then consider confidence intervals of the form

PN S€fe  ~ S€fe
CIlfa(gfe> = [Qfe - Zl—a/2m>gfe + Zl—a/Qm} )

where 25 denotes the quantile of order /3 of a standard normal variable.

Second, we consider estimation of, and inference on, A®. Let

N7 Nyt Nyt
DID,, = (Y, =Y, 1) — (Y — Yy
+5t . —121; - Nl,o,t( gt g:t 1) . _Z: - NO,O,t< g5t gt 1)7
9:Dg t=1,Dg,+—1=0 9:Dg,t=Dg,t—1=0
DID_; = > = (Yor = You) — > 2 (Yyy = You1)-
1,1, 0,1,¢

g:DgJ:Dgytfl:l g:Dg,t:(];Dg,tflzl
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Then the Wald-TC estimator is given by

Too =S (Moi 575, 4 Nowe 57
TC—Z Ns +.t T+ Ne —t]-
t=1

Here, we take the convention that @Jﬁt = 0 if min(Ny ¢, Noor) = 0, and similarly for
DID_,; = 0. If Assumption 7 holds, let

t
g+1 Niost No1t
Loy = E N, ——11 .1 — I 1 — I Y, — Y,

9.9 NS — g:t { N0707t 1,9t 2,9,t + 3,9,t + Nl Lt 4797t ( g:t g;t 1) ?

sy

where Iy, = 1{Dy;_1 + 2Dy, = k — 1}, with the convention that 0/0 = 0. Let us also define
Zg = 30 Zyg/(@+1) and 62 = Y9 ((Zy5 — Z5)*/(g + 1). We then consider confidence
intervals of the form

— o — o
Cl_o(A”) = |:WTC — Zi—aj2—=, Wrc + 21— 2—_} -
’ V5 RV
We now establish the asymptotic properties of o, WTC and the corresponding confidence
intervals. We consider an asymptotic framework where the number of groups g tends to infinity.
Let Y5 = Y1y NyicgiYys 't We make the following assumptions.

Assumption 17 The vectors (Yyo, ..., Y,7)g>0 are mutually independent.

Assumption 18 We have supgg<,<g ZLO Ng7t£§’t < 400 and there exists &6 > 0 such that
SUDg.0<g<g E(Y;;‘s) < 400. Moreover, as g tends to infinity, 3:0 S o Naicg i EYy 4]/ (G + 1),

=0 Sio Nyiea,/(G+1), 20 oV (Yeg)/(G+1) and o(w) converge respectively to B # 0, J > 0,
H >0 and o, (w) > 0.

Assumption 19 There exists § > 0 such that supgg<,<; F (\ZM\“‘S) < 400. Moreover, as g

tends to infinity, 3 0_V(Zyg)/(G+ 1) converges to a* > 0.

Assumption 17 requires the outcome to be independent across groups, but it allows for serial
correlation within groups (see, e.g. Bertrand et al., 2004). Note that this assumption does not
require that the outcome be identically distributed across groups. This is important, to allow
the Ay, to vary across g. Assumptions 18 and 19 respectively impose the (uniform) existence of
moments of order 24 ¢ of EN/M and Z, 3, and that some non-random averages converge as g tends
to infinity. These assumptions ensure that we can apply a law of large number and a central

limit theorem to (Y, 3)s>0 and (Z,5),>0, which are independent but not identically distributed.

14}79@ depends on g because €, ; depends on g, though we have let this dependency implicit before.
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Theorem 7 Suppose that Assumptions 1-3 and 17-18 hold. Then, as g tends to infinity,
Vi@ =) N (050 )
Moreover, limsup;_,, Pr (o4, € Cl_o(0y.)) > 1— o
Theorem 8 Suppose that Assumptions 1, 2, 6-7, 17 and 19 hold. Then, as g tends to infinity,
V3 (I//V\TC — AS> SN N(0,0?).
Moreover, limsup;_,, Pr (A% € CL_o(A%)) > 1 —a.

Theorems 7 and 8 show that Qfe and WTC are asymptotically normal estimators of o and
A% when the number of groups tends to infinity, provided the outcome is independent across
groups. As is usually the case for estimators constructed using independent but not identically
distributed random variables (see e.g. Liu and Singh, 1995), the asymptotic variances of Qfe and
WTC can only be conservatively estimated. As a result, the confidence intervals we propose are

asymptotically conservative.

7 Applicability, and applications
7.1 Applicability

We conducted a review of all papers published in the American Economic Review (AER) between
2010 and 2012 to assess the importance of two-way fixed effects regressions in economics. Over
these three years, the AER published 337 papers. Out of these 337 papers, 33 or 9.8% of them
estimate the FE or FD Regression, or other regressions resembling closely those regressions.
When one withdraws from the denominator theory papers and lab experiments, the proportion

of papers using these regressions raises to 19.1%.

Table 1: Papers using two-way fixed effects regressions published in the AER

2010 2011 2012  Total
Papers using two-way fixed effects regressions ) 14 14 33
% of published papers 52% 12.2% 11.2%  9.8%
% of empirical papers, excluding lab experiments 12.8% 23.0% 19.2% 19.1%

Notes. This table reports the number of papers using two-way fixed effects regressions published in the AER
from 2010 to 2012.
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Table 2 shows descriptive statistics about the 33 2010-2012 AER papers estimating two-way
fixed effects regressions. Panel A shows that 13 use the FE regression; six use the FD regression;
six use regressions the FE or FD regression with several treatment variables; three use the FE
or FD 2SLS regression discussed in Section 2.4 of the Web Appendix; five use other regressions
that we deemed sufficiently close to the FE or FD regression to include them in our count.!'®
Panel B shows that more than three fourths of those papers consider sharp designs, while less
than one fourth consider fuzzy designs. Finally, Panel C assesses whether there are groups
whose exposure to the treatment remains stable between each pair of consecutive time periods
in those applications, implying that the Wald-TC estimator can be computed. For about a half
of the papers, reading the paper was not enough to assess this with certainty. We then assessed
whether they presumably have stable groups or not. Overall, 12 papers have stable groups, 14
presumably have stable groups, five presumably do not have stable groups, and two do not have
stable groups.

In Section 5 of the Web Appendix, we review each of the 33 papers. We explain where two-way
fixed effects regressions are used in the paper, and we detail our assessment of whether the design

is a sharp or a fuzzy design, and of whether the stable groups assumption holds or not.

I5For instance, two papers use regressions with three-way fixed-effects instead of two-way fixed effects.
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Table 2: Descriptive statistics on two-way fixed effects papers

# Papers
Panel A. Estimation method
Fixed-effects OLS regression 13

First-difference OLS regression 6
Fixed-effects or first-difference OLS regression, with several treatment variables 6
Fixed-effects or first-difference 2LS regression 3
Other regression 5
Panel B. Research design

Sharp design 26
Fuzzy design 7
Panel C. Are there stable groups?

Yes 12
Presumably yes 14
Presumably no 5
No 2

Notes. This table reports the estimation method and the research design used in the 33 papers using two-way
fixed effects regressions published in the AER from 2010 to 2012, and whether those papers have stable groups.

7.2 Applications

Enikolopov et al. (2011)

Enikolopov et al. (2011) study the effect of NTV, an independent TV channel introduced in
1996 in Russia, on the share of the electorate voting for opposition parties. NTV’s coverage
rate was heterogeneous across subregions: while a large fraction of the population received NTV
in urbanized subregions, a smaller fraction received it in more rural subregions. The authors
estimate the FE regression: they regress the share of votes for opposition parties in the 1995
and 1999 elections in Russian subregions on subregion fixed effects, an indicator for the 1999
election, and on the share of the population having access to NTV in each subregion at the time
of the election. In 1995, the share of the population having access to NTV was equal to 0 in
all subregions, while in 1999 it was strictly greater than 0 everywhere. Therefore, the authors’
research design corresponds exactly to the heterogenous adoption design discussed in Section
4. Enikolopov et al. (2011) find that Bfe = 6.65 (s.e.= 1.40). According to this regression,

increasing the share of the population having access to NTV from 0 to 100% increases the share
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of votes for the opposition parties by 6.65 percentage points. Because there are only two time

periods in the data and the regression is not weighted by subregions’ populations, 23\ fe = B fd-

We use the twowayfeweights Stata package, downloadable with its help file from the SSC
repository, to estimate the weights attached to Bfe. In 1995, all the weights are equal to zero
because NTV does not exist yet. In 1999, 918 weights (47.4%) are strictly positive, while
1,020 (52.6%) are strictly negative. The negative weights sum to -2.26. o, = 0.91 (95%
level confidence interval=[0.49, 1.28]):!6 3;, and AT® may be of opposite signs if the standard
deviation of the effect of NTV across subregions is above 0.91 percentage point. & e = 1.23 (95%
level confidence interval=[0.67,1.72]): B, may be of a different sign than all the A7{j4¢s if the
standard deviation of the effect of NTV across subregions is above 1.23 percentage point, which

does not seem to be an implausible amount of treatment effect heterogeneity.

Therefore, Bf. can only receive a causal interpretation if the effect of NTV is constant across
subregions, or if the weights attached to it are uncorrelated with the intensity of that effect
in each subregion (Assumption 5). These assumptions are not warranted. First, we estimate
B\fe again, weighting the regression by subregions’ populations. We obtain Bf@ = 14.89, more
than twice its value in the unweighted regression, and the difference between the coefficients is
significant (t-stat=2.46). Therefore, we can reject the null that the treatment effect is constant:
if the treatment effect was constant across subregions, the weighting would not matter so both
the unweighted and the weighted regressions would estimate the same parameter. Second, the
weights attached to E e are correlated with variables that are likely to be themselves associated
with the intensity of the effect in each subregion. For instance, the correlation between the
weights and subregions’ populations is equal to 0.35 (t-stat=14.01). The effect of NTV may be
higher in less populated subregions, as those regions are more rural and fewer other sources of

information may be available there. This would lead to a violation of Assumption 5.

Finally, note that the share of people having access to NTV is strictly positive in every subregion
in 1999, implying that there are no subregions where the mean treatment remains constant from

1995 to 1999. Hence, we cannot compute the Wald-TC estimator in this application.

Gentzkow et al. (2011)

Gentzkow et al. (2011) study the effect of newspapers on voters’ turnout in US presidential
elections between 1868 and 1928. They regress the first-difference of the turnout rate in county
g between election years t and ¢ — 1 on state-year fixed effects and on the first difference of
the number of newspapers available in that county. This regression corresponds to the first-
difference regression, with state-year fixed effects as controls. As reproduced in Table 3 below,
Gentzkow et al. (2011) find that de = 0.0026 (s.e.= 9 x 107*). According to this regression,

16The confidence intervals of o fe and g 7o AT€ computed using the bootstrap, clustered at the subregion level.
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one more newspaper increased voters’ turnout by 0.26 percentage points. On the other hand,
Efe = —0.0011 (s.e.= 0.0011). //B\fe and Zi’\fd are significantly different (t-stat=2.86).

We estimate the weights attached to B\fe. 6,180 are strictly positive, 4,198 are strictly nega-
tive. The negative weights sum to -0.47. g, = 4 x 107 (95% level confidence interval=[2 x
107°,0.0012]),'" meaning that (s, and the ATT may be of opposite signs if the standard de-
viation of the ATTs across groups and time periods is equal to 0.0004.!8 a fo = 7 x 1074
(95% level confidence interval=[3 x 107°,0.0026]), meaning that (;. may be of a different
sign than all the ATTs if the standard deviation of the ATTs across groups and time peri-
ods is equal to 0.0007. We also estimate the weights attached to de. 4,790 are strictly pos-
itive, and 5,588 are strictly negative. The negative weights sum to -1.30. o, = 5 x 1074
(95% level confidence interval=[1 x 107%,8 x 107%]), and G, =Tx 10~* (95% level confidence
interval=[1 x 107*,0.0012]).

Therefore, 3¢, and (74 can only receive a causal interpretation if the weights attached to them
are uncorrelated with the intensity of the treatment effect in each countyxelection-year cell
(Assumptions 5 and 14, respectively). This is not warranted. First, as B\fe and f)’\ +q significantly
differ, Assumptions 5 and 14 cannot jointly hold. Moreover, the weights attached to B\fe and
E +q are correlated with variables that are likely to be themselves associated with the intensity
of the treatment effect in each cell. For instance, the correlation between the weights attached
to Efd and ¢, the year variable, is equal to —0.07 (t-stat—=-3.33). The effect of newspapers
may be different in the last than in the first years of the panel. For instance, new means of
communication, like the radio, appear in the end of the period under consideration, and may

diminish the effect of newspapers. This would lead to a violation of Assumption 14.

The stable groups assumption holds: between each pair of consecutive elections, there are coun-
ties where the number of newspapers does not change. We use the fuzzydid Stata package,
downloadable with its help file from the SSC repository, to estimate a modified version of our
Wald-TC estimand, that accounts for the fact that the number of newspapers is not binary (see
section 2.2 of our Web Appendix, where we define this modified estimand). We include state-
year fixed effects as controls in our estimation. We find that /WTC = 0.0043, with a standard
error of 0.0015. /WTC is 66% larger than B\ 4, and the two estimators are significantly different
at the 10% level (t-stat=1.69). Wre is also of a different sign than Efe-

Our Wald-TC estimand only relies on a common trends assumption. To assess its plausibility,
we estimate WZIZZC, the placebo estimand introduced in Section 3.3.1% As shown in Table 3 below,

our placebo estimator is small and not significantly different from 0, meaning that counties

17"The confidence intervals of o fer Cpor Tgds and o 7a 81€ derived using a bootstrap clustered at the county level.
18The number of newspapers is not binary, so strictly speaking, in this application the parameter of interest is
the average causal response parameter introduced in Section 2.2 of our Web Appendix, rather than the ATT.

19 Again, we need to slightly modify WZQZC to account for the fact that the number of newspapers is not binary.
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where the number of newspapers increased or decreased between t — 1 and t did not experience
significantly different trends in turnout from ¢ — 2 to t — 1 than counties where that number was
stable. Our placebo estimator is estimated on a subset of the data: for each pair of consecutive
time periods ¢t — 1 and ¢, we only keep counties where the number of newspapers did not change
between ¢ — 2 and ¢ — 1. Still, almost 80% of the county x election-year observations are used in
the computation of the placebo estimator. Moreover, when reestimated on this subsample, the

Wald-TC estimator is very close to the Wald-TC estimator in the full sample.

Table 3: Estimates of the effect of one additional newspaper on turnout

Estimate Standard error N
de 0.0026 0.0009 15,627
Bre -0.0011 0.0011 16,872
Wire 0.0043 0.0015 16,872
WE, -0.0009 0.0016 13,221
W\TC, on placebo subsample  0.0045 0.0019 13,221

Notes. This table reports estimates of the effect of one additional newspaper on turnout, as well as a placebo
estimate of the common trends assumption underlying Wr¢. Estimators are computed using the data of Gentzkow
et al. (2011), with state-year fixed effects as controls. Standard errors are clustered by county. To compute the

Wald-TC estimators, the number of newspapers is grouped into 4 categories: 0, 1, 2, and more than 3.

8 Conclusion

Almost 20% of empirical articles published in the AER between 2010 and 2012 use regressions
with groups and period fixed effects to estimate treatment effects. In this paper, we show that
under a common trends assumption, those regressions identify weighted sums of the treatment
effect in each group and at each period. The weights may be negative: in two empirical ap-
plications, we find that more than 50% of the weights are negative. The negative weights are
an issue when the treatment effect is heterogeneous, between groups or over time. Then, one
could have that the coefficient of the treatment variable in those regressions is negative while
the treatment effect is positive in every group and time period. We therefore propose a new
estimand to address this problem. This estimand identifies the effect of the treatment in the
groups that switch treatment, at the time when they switch. It does not rely on any treatment
effect homogeneity condition. It is computed by the fuzzydid Stata package, and can be used in
applications where there are groups whose exposure to the treatment does not change between
each pair of consecutive time periods. In one of the two applications we revisit, the corresponding

estimator is significantly and economically different from the two-way fixed effects estimators.
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A Proofs

Two useful lemmas

In the sharp designs considered in Section 3, our results rely on the following lemma.
Lemma 1 If Assumptions 1-3 hold, for all (g,¢',t,t') € {0,...,g}* x {0, ..., 1},
E(Yye) = E(Ygp) = (E(Yys) = E(Yyw)) = Dgslgs — Dy Dgp — (DgtAgry — Dy Ay v) .
In the fuzzy designs considered in Section 4, our results rely on the following lemma.
Lemma 2 [f Assumptions 1 and 9 hold, for all (g,¢',t,t') € {0,...,g}* x {0,...,t}?,

E(Y,|D) — E(Yy¢|D) — (E(Yy D) — E(Yy #|D))
:Dg,tAgj 8(D) — Dy A8(D) — (Dg,,tAg,{}(D) — Dg,,t,AgT,{i,(D)) .

9.t

Proof of Lemma 1
For all (g,t) € {0,...,g} x {0, ..

Ng.t
1 g,

=F Yz
( N,

.t

A

N D (Viga(0) + Digy(Viga(1) — Yi,g,t(o)))>
9t =1

E(Y,:(0)) + Dy Ay,

I
&S|

where the second equality follows from Assumption 2. Therefore,

E(Yyr) = EYyp) = (E(Yys) = E(Yy )
=E (Yy4(0)) = E (Yo (0)) — (B (Yy4(0)) = E (Yg,#(0)))
4Dy Ayt — DyyDyy — (DysDy s — Dy oDy o)
=Dy Ayt — DgpDgp — (Dg 1Ayt — Dy 1 Agrvr)

where the second equality follows from Assumption 3.
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Proof of Lemma 2
For all (g,t) € {0,...,g} x {0,...,t},

Nyt
1 g,
E(Yys|D) =E (N_t D (Yiga(0) + Digi(Yiga(1) = Yiga(0))) ‘D>
9t =1
Ng.t
B (¥u0)|D) + 5 3 B (¥igu(1) = Yigu0)|Dis = 1, D)
g =1

=E (Yy4(0)| D) + E(D1,4:|D)A'(D)
=E (Y34(0)|D) + E(Dy| D)A (D)
=E (Y34(0)|D) + Dy A (D),

E(Dig4|D)

where the second and third equalities follow from the fact that the treatment of observations in

the same cell are identically distributed. The end of the proof is very similar to that of Lemma

1, except that one needs to invoke Assumption 9 instead of Assumption 3.

Proof of Theorem 1

It follows from the Frisch-Waugh theorem, the definition of £,;, and Assumption 2 that

Zg,t Nyieg B (Yye)
Zg,t Ng’tggzthzt .

ﬂfe:

Now, by definition of ¢, again,

t
ZNgﬂtsg,t =0 for all g € {0,..., 7},

g
ZNng’t =0 for all t € {0, ..., ¢}
Then,
> M50
Z gt€g.t (E(Ygt) — E(Yg0) — E(Yo) + E(Yo,))

= Z Nyi€gi (DgiDgi — DygoAgo — DoiDoys + Dooloo)
= Z NgiegiDg il

= E , Ny t€gtDgt-

(g7t):Dg,t:1
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The first and third equalities follow from Equations (6) and (7). The second equality follows
from Lemma 1. The fourth equality follows from Assumption 2. Finally, Assumption 2 implies
that

Z Ng,tgg,th,t = Z Ng,tgg,t‘ (10)
g,t

(g,t):Dg’t:I
Combining (5), (9), and (10) yields the result.

Proof of Proposition 1

If for all t > 1 Ny/Ny,—1 does not depend on ¢, then it follows from the first order conditions
attached to Regression 1 and a few lines of algebra that e,y = Dy — D, — D ,+D_ . Therefore,
one has that for all (g,¢) such that D,; =1, w,, is proportional to 1 — D, — D ;+ D_ . Using

the fact that .
0

7N,
B g7' _ )
D = E N D, = N D 4,
g=0

t=0
it is easy to see that 1 — D, — D_,+ D_ is decreasing in D, and D _; for all (g,1).

Proof of Corollary 1

Proof of the first point

We start by proving the first point. If the assumptions of the corollary hold and A™? = 0, then

— Ng,t
5fe - Z(g,t):Dg,t:1 N1 wg,tAg,t»
— Nyt
0 = Z(g,t):Dgytzl Ny Agvt‘

These two conditions and the Cauchy-Schwarz inequality imply

N,
Bl = 2 Dy, - )2 - AT < o(w)o(a),
(¢,):Dgi=1 = 1
Hence, 0(A) > oy,

Now, we prove that we can rationalize this lower bound. Let us define

ATR _ Bfe (wgvt _ 1)
g5t 0-2(w> )
Then,
Ny, B (w t — 1) ﬁf Ny
ATR _ g;t Pfe 9, _ e 9 —1]l =0
Z N o?(w) o?(w) Z Wast ’
(gat):Dg,tzl (g,t):Dgyt:1
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as it follows from the definition of w,; that Z(g 1):Dy 41 N1 2w, = 1.
Similarly,
Ny ﬁfe (wgt_l) 5fe Ny
- 2 frg 5 _ 1
Z N, We.t o2(w) o2(w) Z N, Wt (Wyt )
(9:t):Dg,t=1 (9,1):Dg =1
ﬁfe Ng,t 2
- o2(w) Z N, (wge — 1)
(g:t):Dg,t=1
- ﬂf@

where the second equality follows again from the fact that Z (:):Dg.e=1 ]X,lt wg = 1.

Proof of the second point
We first suppose that 5. > 0. We seek to solve:
. - N() TR\2 - N
min Ay — A s.t. Bre = win Ay,
A1y oDy 121 Ny ( ® ) B 121 Ny =6

Agy < 0forallie{l,..,n}

This is a quadratic programming problem, with a matrix that is symmetric positive but not
definite. Hence, by Frank and Wolfe (1956) and the fact that the linear term in the quadratic
problem is 0, the solution exists if and only if the set of constraints is not empty. If w(,) > 0, the
i ]jvl wiyAy) <0 < Bre. On the other hand, if wg,) <0,
this set is non-empty since it includes (0, ..., 0, Bfe/(Pnywm)))-

set of constraints is empty because >

We now derive the corresponding bound. For that purpose, remark that

2 2
"\ Ny ~ N —~ N — N
Eﬁjél<ﬁm-—§:_§: )) =:§:_§3A%“<§:j%fﬁm> :

i=1 =1 i=1 =1

The Karush-Kuhn—Tucker necessary conditions for optimality are that for all i:
Ay = AT+ dwgy — ),
~ Ny
th%ﬁmz%,
i=1

Yy Aw =0,

where ATH =30 ]Xﬁ” A, 2 is the Lagrange multiplier of the constraint ) 1

Bfe and 2%? Y@ is the Lagrange multiplier of the constraint A < 0.

NAG) =
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These constraints imply that Ay = 0 if and only if AT+ w;) > 0. Therefore, if ATH 4wy <
0, A(i) # 0 so Y6 = 0, and A(i) = ATE )\w(i). Therefore,

Ay =min(A™ + gy, 0). (11)
This equation implies that Ay < ATE ¢ Aw(;), which in turn implies that ATE < ATE L X\ so
A>0.

As a result, ATF + Awgy is decreasing in i, and because x — min(z, 0) is increasing, A is also
decreasing in 4. Then A,y < 0: otherwise one would have Ay = 0 for all < which would imply

Bre = 0, a contradiction. Let s = min{i € {1,...,n} : Ay < 0}. Using again (11), we get

N
ATR =37 S AG = PATR 4 AS,.

i>s L
Therefore,

AS

ATR:
1-P,

. (12)
Hence, plugging A in (11), we obtain that for all i > s,

S
A = : .
0 A{l—Ps +w<z>}

Finally, using again (11), we obtain

Ny S5
Bre = 2y wioAe = A {1_—135 * Ts} :

1>5

Thus,

A: /Bf(:‘
Ts+ S2/(1 — Py)

Then, using what precedes,

Ni NZ 2
22 =300 )+ 30 5 (a7

i>8 1<S
ASs \?

=T, + (1 - P )
NTs + ( S)<1—Ps)

52
:2T s
e

/B‘?e

T, +S52/(1-P,)

The result follows, once noted that Equations (11) and (12) imply that s = min{i € {1,...,n} :
wiy < =S /(1= F)}-
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Finally, consider the case 8. < 0. By letting A’(i) = —A(;) and B}, = —Bf, we have

2
. - Ny u Ny - N
= m —UAE— AYS .t. g ALy = B
Ze A’(I)SO,.},HA’(H)SOE N~ (; N, CO)F ; N, 05 Pie

This is the same program as before, with 3} instead of ;.. Therefore, by the same reasoning

as before, we obtain

a_ B 5.
Sfe T,+82/(1—P,) T, +S2/(1—P)

Proof of Corollary 2

We have

N,
Bfe = Z N_gng,tAg,t

(g:t):Dg,t=1
_ % w ATR
- Nl g:t
(9:t):Dg,e=1
— ATR

Under the assumptions of the corollary, Theorem 1 holds, hence the first equality. The second

equality follows from Assumption 5. By the definition of wy,, Z( 9:): D=1 NNwag,t = 1, hence

the third equality.

Proof of Theorem 2

Let t be greater than 1, and let us assume for now that there exists at least one g; such that
Dy +-1 =0 and Dy, = 1. Then Assumption 7 ensures that there is a least another group go
such that Dy, 1 = Dy, = 0. For every g such that Dy, 1 =0 and Dy = 1, we have
ElYys — Y] =E[Yge(1) = Y (0)] + E[Yy£(0) — Yg,-1(0)]
=Dgs + E[Yq4(0) = Ygu1(0)]. (13)
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Under Assumption 6, for all ¢ > 1 there exists a real number 1)y, such that for all g such that
Dy =0, E(Yg,t(o) - Y;;,t—l(o)) = o, Then,

Nl,O,tDID+,t - Z Ng,tAg,t + Z Ng,tED/;],t(O) - }i],t_l(())]

g:Dg,t:LDg,t—l:O g:Dg,t:LDg,t—l:O

N
~ Ny Z Ny E[Y,4(0) —Y,,-1(0)]

N,
0.0,¢ 9:Dg,t=Dg,t—1=0

= Z Ng,tAg,t + wO,t Z Ng,t

9:Dg+=1,Dg +—1=0 g:Dg+=1,Dg +—1=0

N
R D DR

N,
0.0,¢ g:Dgt=Dgy ¢+ 1=0

= Z Ng,tAg,h (14)

9:Dg,t=1,Dg +—1=0

where the first equality follows by (13), the second by Assumption 6 and the third by the fact

that N
Z Ng,t = N(?Zi Z Ng,t = NLO,t-

g:Dg,t:I,Dgyt,lz(] ™ g:Dg’t:Dg,tflz(]
If there exists no g such that Dy, ; = 0 and Dy, = 1, (14) still holds, as we have let DID, ; =0

in this case.

A similar reasoning yields

No14DID_,; = > Ny

g:Dg+=0,Dg ¢ 1=1

As a result,

Wre :Nis 3 S Nudu+ S NuAy,

t=1 g:Dg,t=1,Dg7t_1=0 g:Dg,tZO,Dgﬂg_l:l

Proof of Theorem 3

Let t be greater than 2, and let us assume for now that there exists at least one ¢; such that

Dy 1—2 = Dg 41 =0 and Dy, , = 1. Then Assumption 8 ensures that there is a least another
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group go such that Dy, o = Dy, 1 = Dy, ; = 0. Then,

Nigo:DIDY, = > Ny E[Y,1(0) — Y, _5(0)]

Nl,O,O,t
SR 3T NyBYpa(0) = Yea(0)

Nl 0,0,t
=01 > Nyt = Yop-1757 > Ny

NO 0,0,t
9:Dgt=1,Dgt—1=Dg,s—2=0 " g:Dgt=Dg,t—1=Dg,t—2=0

=0. (15)

The second equality follows by Assumption 6, where 1)y, is defined in the proof of Theorem
2. The third equality follows from the fact that

N0,
Z Ng,t = — Z Ng,t = NLO,O,t-
N,
0,0,0t .

If there exists no ¢ such that D,; o = D,;_1 = 0 and Dy, = 1, (15) still holds, as we have let
DIDﬁ’it = 0 in this case.

A similar reasoning yields Ny 1, DID_,; = 0. As a result, WQQZC =0.

Proof of Theorem 4

The proof of that result is very similar to the proof of Theorem 1.

5. —E Dot Noteg Yo
fe Zg,t Ngvt€g7thvt
— E Zg,t NgvtggvtE<}/jgvt‘D)
Zg,t Ngvtggﬂth7t
_ o [ 20t NoaZot (E(Vos| D) — E(Vg0|D) — E(¥o:| D) + E(Yo0|D))
Zg,t Ng7tggvthvt
5 >t Noiggr (Dg i ATH(D) — Dy o ALF(D) — Do AGF (D) + DooAgH (D))
Zg,t Ngvtggvth7t

_x Zg,t Ng,tgg,th,tAgﬂD))

Zg,t Ngieg1Dg,

The second equality follows from the law of iterated expectations. The third and fifth equalities
follow from Equations (6) and (7). The fourth equality follows from Lemma 2.
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Proof of Proposition 2

Assuming that N, /N, does not vary across g ensures that there exists a strictly positive real
number ¢ such that N, ;/Nyo = ¢. Then,

€g1=Dg1—Dy —D 1+ D_

N, N, N N
:Dg,1—< 90D o+ 1Dg,1)—D,71+(—°D0+—1D )

N,. N, N N
1 o) 1 o)
—Dyy — (——Dyo+——Dy1 | = D1+ (——Doy+—D.
ol (1+¢ A 9’1) o (1+¢ 1+¢ )
1
- (D,y—D,o—D 4+ D 16
1+¢( 9.1 9,0 a1+ 0) (16)

where the first and third equalities follow from the fact N,;/N, does not vary across g.

Then, the definition of w!%, Equation (16) and Assumption 10 imply that

g1
wIf — (Dg,l — D.,l)
ot 59 Nerp DD
9=0 N 9,1 -,1) 9,1
_ (Dg,l - D-,l)
== .
Z:o NLil(DgJ - D‘,I)Q

Proof of Theorem 5

In what follows, we consider a t greater than 1.

We first show that for all (g, t) such that E(Dy¢) > E(Dg1—1), P(D144(t) > Dy 4.(t—1)) = 1. We
prove the result by contradiction. If P(D; 4,(t) > D;44(t —1)) # 1 then Point 2 of Assumption
11 implies that P(Dy 4(t) < Dy 44(t—1)) = 1, which implies that E(D1 ,.(t)) < E(D1 4:(t—1)).
Point 1 of Assumption 11 then implies that E (D1 4.(t)) < E(Dg4—1(t —1)), which is equivalent
to having E(D,;) < E(Dy;_1), a contradiction. Similarly, one can show that for all (g, ) such
that E(Dy;) = E(Dg4—1), P(D1g4(t) = Dy g4(t —1)) = 1.

Then, for all (g,t) such that E(D,;) > E(Dgy-1),

E(Dgy) = E(Dgy—1) =P(D1,44(t) = 1) = P(Dygg1(t = 1) = 1)
=P(D1,g4(t) =1) = P(Dygu(t — 1) = 1)
=1, D144t — 1) = 0). (17)

The second equality follows from Point 1 of Assumption 11. The third follows from the fact that
as shown above, E(D,,) > E(D,;_1) implies that P(D; ,(t) > Dy 4.(t — 1)) = 1.
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Then, under Assumption 12, for all t > 1 and d € {0, 1}, there exist real numbers ay; such that
E(Y144(d)|D1ge(t —1) = d) = E(Y1,g4-1(d)[D1ge—1(t —1) = d) = vay (18)

Now, for all (g,t) such that E(D,;) > E(Dgy-1),

E(Yg) = E(Yg,-1)
=E(Y1,4.t) = E(Y1,94-1)
=E(Y1,4,¢(1)|D1,g,¢(t =1) = 1)P(D1,44(t = 1) = 1) + E(Y1,4,:(0)| D1,4,:(t) = 0)P(D1,4,¢(t) = 0)
+E(Y1,9,(1)[D1,ge(t = 1) = 0,D1,4,¢(t) = 1) P(D1,g,¢(t — 1) = 0, D1,4,4(t) = 1)
—E(Y1,g4-1(1)|D1,gt-1(t = 1) = )P(D1g—1(t = 1) = 1) = E(Y1,54-1(0)[D1,g,e—1(t = 1) = 0)P(D1,g4-1(t — 1) = 0)
=E(Y1,4,6(1)[D1,g,¢(t = 1) = 1)P(D1,g1(t — 1) = 1) + E(Y1,44(0)[D1,g(t — 1) = 0)P(D1,g,(t — 1) = 0)
—E(Y1,g4-1(1)|D1,gu-1(t = 1) = 1)P(D1,gg-1(t = 1) = 1) = E(Y1,54-1(0)[D1,g,0-1(t = 1) = 0)P(D1,g4-1(t — 1) = 0)
+E(Y1 gt<1) Y gt< )‘Dl gt<t - 1) = OaDLg,t(t) = 1)P(D1,g>t(t - 1) = OaDl,g,t( ) = 1)
=E(Y1,90(1)[D1,g(t —=1) = 1)P(D1,gu—1(t = 1) = 1) + E(Y1,4,1(0)[D1,g,(t = 1) = 0)P(D1,g4—1(t — 1) = 0)
—E(Y1,g4-1(1)|D1,gt-1(t = 1) = )P(D1gs-1(t = 1) = 1) = E(Y1,44-1(0)[D1,g,e—1(t = 1) = 0)P(D1,g4-1(t — 1) = 0)

+E(Y1,9,6(1) = Y1,4,4(0)[D1,ge(t = 1) = 0, D1,9,¢(t) = 1) P(D1,9,4(t = 1) = 0, D1 g4(t) = 1)
=0+ E(Dg 1)+ ao(1 — E(Dg 1))
+E(Y1,g,t(1) - Yl,g,t(o)‘DLg,t(t - 1) =0, Dl,g,t(t) = 1)P(D1,g,t(t - 1) =0, Dl,g,t(t) = 1)- (19)

The first equality follows from the fact that observations are identically distributed within each
(g,t) cell. The second equality follows from the law of iterated expectations, and from the
fact that as shown above, E(D,;) > E(D,:_1) implies that P(D ,.(t) > Dy +(t — 1)) = 1.
The third equality follows after adding and subtracting E(Y] 4+(0)|D1g¢(t — 1) = 0, Dy 4,(t) =

1)P(Dy4¢(t—1) =0, Dy 44(t) = 1), and using again the fact that P(D; ,.(t) > Dy 44(t—1)) = 1.
The fourth equality follows from Point 1 of Assumption 11. The fifth equality follows from (18).

Then,

00,

_ 3 Ngt(1 = E(Dy,t))
Noy— Ni=:

(E(Y1,0,6(0)[D1,g,4(t) = 0) = E(Y1,9,4-1(0)|D1,g1—1(t — 1) = 0))
Q:E(Dg,t):E(Dg,tfl)

=y Nell=BWed) (pry, (0)1Dy gt~ 1) = 0) — E(Vags 1(0)] D g a(t— 1) =0))

N_,— N;_—
9:E(Dg,t)=E(Dg,t—1) =t L=t

=Q,t- (20)

The second equality follows from the fact that E(D,;) = E(Dy;—1) implies that P(D; (1) =
D, ,+(t — 1)) = 1. The third equality follows from (18) and the definitions of N_; and N; _;.
Similarly,

014 =0 4. (21)
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Therefore,

N,
S (B(Yg) = (B(Ygi—1) + (1= py.e—1)00,t + Pt i—1014))
9:E(Dg,t)>E(Dg t—1) ot
N,
= > Ng’t (1t E(Dg,t—1) + ao0,te(1 — E(Dg,t-1))) — p+,e—101,t — (1 — p4,e—1) 00,
it

9:E(Dg,t)>E(Dg 1)

+

=E(Y1,9,¢(1) = Y1,4,6(0)|D1,g,t(t — 1) = 0, D1,g,(t) = 1)P(D1,9,1(t — 1) = 0, D1,4,4(t) = 1)
GE(Dg,)>E(Dg 1) Tt

N,
= > %L B(Y1,g,4(1) = Y1,9,6(0)|D1,g,e(t — 1) = 0, D1 g 4(t) = )P(D1,ga(t — 1) = 0, D1 ge(t) =1).  (22)

N.
9:E(Dg t)>E(Dg,t—1) i

The first equality follows from (19), (20), and (21). The second equality follows from the
definition of py ;.
Then, it follows from (22), (17) and the definition of Wy 4, that

Wro .t

Ny +P(D t—1)=0,D =1
_ ) 0t PD1ge(t =) =0, D19t =V gy 1y _yy | (0)Drgu(t—1) = 0, Drga(t) = 1), (2)

P
9:E(Dg,t)>E(Dg,t—1) St

Where PS,Jr,t = Zg:E(Dg,t)>E(Dg,t71) Ng,tP(Dl,g,t(t - 1) = O7 Dl,g,t(t) = 1)

Similarly, one can show that

Wre -t

P(D t—1)=1,D t)=0
= ) Not Pt = ) =1 Drgl =0) iy, (1)~ ¥y o(0)|Drga(t — 1) = 0, Duga(t) = 1), (24)

Ps _
9:E(Dg,t)<E(Dy ;1) 5=t

Where PS,—,t = Zg:E Ng7tP(D17g7t(t — 1) = 1, D17g7t(t> = O)

(Dg,t)<E(Dg,t—1)

Finally, the result follows after summing (23) and (24) over ¢t > 1, once noted that

t
> > Ny4|E(Dyy) — E(Dyy1)| = Ps.

t=1 g:E(Dgy,t)#E(Dg,t—1)

Proof of Theorem 6

It follows from the Frisch-Waugh theorem, the definition of €444+, and Assumption 2 that

Bra = : (25)
Z(g,t):tZl Nyt€fagt (Dgi — Dygt-1)

Now, by definition of €44, again,

g
>  Nyicpage=0forallt € {1,..T}. (26)
g=0
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Then,

> Nystpage (E(Yye) — E(Yyu1))

(g,t):t>1
= Y Nyterags (BE(Yye) = E(Ygr1) — E(Yoy) + E(Yos1))
(g,t):t>1
Z Ngi€ragt (Dgilgi — Dgi—18g1-1 — Dot Doy + Do1—100,4-1)
(g,t):t>1
Z g,t€ fd,g, ¢ ( Dy iAgi — Dgﬂf—lAg,t—l)
(g,t):t>1
= (Ngteragt — Nyri1€sagesn) Dgals
g,t
N,
- Z Nyt <5fd797t - K;ngfd,g,tﬂ) Agy- (27)
(9:1):Dg,1=1 9t

The first and third equalities follow from (26). The second equality follows from Lemma 1. The
fourth equality follows from a summation by part, and from the fact €440 = €444711 = 0. The

fifth equality follows from Assumption 2.
A similar reasoning yields
_ Ng,t—f—l
> Nysttags(Dgi—Dgs1) = > Na | €age — N Crdatel | - (28)
(9,0):t=1 (g:t):Dg,t=1 g;t

Combining (25), (27), and (28) yields the result.

Proof of Proposition 3

It follows from the first order conditions attached to Regression 2 and a few lines of algebra that
€fdgt = Dgt — Dg1—1 — D 4 + D ;1. Therefore, under Assumption 4 and if N,; does not vary
across t, one has that for all (g,t) such that D, = 1,1 <t <t — 1, wsq,, is proportional to
1-Dys1—2D 41— D 41— D 441). Dy—D 41 <1, and under Assumption4 D ;—D ;1 <0,
so1 =Dy 1— (2D, —D ;1 — D 4+1) can only be strictly negative if D, 1 = 1. Then, for all
(g,t) such that Dy, = 1,1 <t <t — 1, wpgy, is strictly negative if and only if Dy, 1 = 1 and
2D —D 1 —D 441 >0.

Similarly, when ¢ = ¢, under the same assumptions as above, one has that for all g such that
D,; =1, wg,,; is proportional to 1 =D,z 1 — (D ;=D ;4). D ;=D ; 1 <1,s01 =D ; 1 —
(D7 — D ;) can only be strictly negative if D ; ; = 1. Then, wy, ,; is strictly negative if and
only if Dy y=1and D ;—D ;4 > 0.

Finally, when ¢ = 0, one has that for all g such that D,y = 1, wy4 4, is proportional to D_; —D ,,

which is greater than 0 under Assumption 4.
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Proof of Theorem 7

Remark, as in the proof of Theorem 1, that

E — :Zg,t Ng,tgg,t(yg,t - E(Ygt))
fe fe Zg,t Ng,tgg,th,t

LS (T — (Vi)
— - N ) (29)
T+1 Zg,t 9.t€g,t

By Assumption 18, the denominator tends to J. Now, by the triangular inequality, convexity of

x — 2279 on R and Jensen’s inequality,

Vog — E(Vgg)l < 27 (1,50 + B(1Y,51*)) (30)
Thus, B
S BTy — BT PG+ 15 < o sup BT, 5).
e - T (@D goggzg
Therefore, letting Vi = (1/(g + 1)) gzo V(Y,5),
T E[Yyg — EVyg)P)/ @+ 1) 2255 sup ooy o0 B(|Y, 52)
SR

By Assumption 18, the last term on the right-hand side converges to a finite value. Thus, the
right-hand side tends to zero as g tends to infinity, and by the Lyapunov central limit theorem
for triangular arrays (see,e.g. Billingsley, 1986, Theorem 27.3),
I (Yy5—E(Y,3)/vVi+1
970( 9,9 ~1( 979)/ g ) i> N(O, 1)
V2

g

By Assumption 18, ‘7§ tends to H. Then, using (29), we obtain

— 5 d
V1 (Bre = Bre) =5 N (0, H/J?). (31)
Moreover, by Assumption 18 and in view of (5), 8s. — B/J # 0. Then, by the uniform delta
method (see, e.g. van der Vaart, 2000, Theorem 3.8), (31) still holds if we replace B\fe — Bye by
] 3 el = |Bye|- The first result follows by definition of o;, and g, and the convergence of o(w)
t0 0o (w) > 0.
To prove the result on the confidence interval, first remark that (g + 1)se}, = Hg/.JZ, with

2

1 I [d ~
H- = — [Z Ng’t(Yg,t - ﬁfegg,t)ggﬁE

g = )
9 +1 g=0 Lt=0
1 2
Jg = _g——l— 1 Ng,tgg,t'
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. e 5
Moreover, letting u,5 = >, Ny €7, we have

1 K~ - 2
H=— [Y 7 — Drell f]
g G+1 por 9,9 5f 9,9

— N (E(Y,) - Breugs)*
+§+1g:0( (Ygg) — Brettgg)

:T1§ + ng + ng. (32)
This implies that
@fe — Ofe
sefe/o(w)

— Qfe - gfe
</ 1|/ 33
< VI T+ e (33)
Jga('w)
By Assumption 18, we have
~ N2 ~ 2 ~
s £ (Taf W) | < (sw [EGI) s £ [75] < oo
9:0<9<g g:0<9<g g:0<g<y ’

Then, by the weak law of large numbers for triangular arrays (see, e.g. Gut, 1992),

2 - -
—— > (Yy5— E(Yy5))E(Y,5) — 0.
g+1 =

By the same law of large numbers, and since supggc,<z|uggl < 400, by Assumption 18,

22?20(}75]@ — E(Y,9))ug5/(G+ 1) L4 0 Then, by definition of Ty; and because //B\fe = 0,(1),
Ty; — 0.
Next, using (30) and Assumption 18,
sup E|Y,5— E(Y,5) < +o00.
9:0<g9<g
Again, this implies by the weak law of large numbers for triangular arrays that 75 — ‘75 0.
Moreover, by Assumption 18, ‘N/g — H. Next, J; is equal to Zg,t NytDgy1e4:/(G + 1) and thus
converges to J. Combining all the previous results, we obtain
VTig+Ty p HY?
— .
Jyo(w) JO oo (W)
Thus, by the first result of the theorem and Slutsky’s theorem,

~

lim Pr w < z =1—«
G0 Vgt Tay | = 1702 '
Jg"(w)

The result follows by (33).
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Proof of Theorem 8

Some algebra and the definition of /WTC show that

_ _ 1
Wre — A% = =1 > (Zy5— E(Zy3)). (34)
g=0

<

Using the same reasoning as in Theorem 7 and Assumption 19, we obtain

9 (7 _E(Z - g+ 1
—0(Zag V1</29’9))/\/QT ~4 N(0,1),

g

where V5 = (1/(g + 1)) Zzzo V(Z,5). The first result then follows by (34) and Assumption 19.

To prove the second part, let us first define

1 g
= —— E(Z}5) - E(Zy)".
g+l

g

Ql

By the same reasoning as in Theorem 7, E [|Z}; — E(Z2,)['"/?] < 2702 E [| Z,5/**°]. Hence,

by Assumption 19 and the weak law of large numbers for triangular arrays,

1 . 2 2 P

— > (2} - E(Z2;) — 0. (35)
=0

<

g

5> we also get that Zg — E(Zg) — 0 in probability.
Furthermore, by Assumption 19 again, |E(Zy)| < sup, E(|Zy3|) < +oc. This and Z;— E(Z5) —

0 imply that Z;+ E(Z5) = O,(1). Hence, 7;— E(Z4)? = 0,(1). Together with (35), this implies

Reasoning similarly on Z,5 instead of Zg

72— a2 -0 (36)

Moreover, by convexity,

and thus o2 > V5. Hence, 6% > V; (1 + (0% — 02)/02), which implies that

0lZos — EZy) VG|

i ()
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Because V5 — o2 > 0, 0'% > V5 implies that liminf ag > 0. Combined with (36), we obtain
(6% — 02)/02 = 0p(1). Hence, by Sluski’s lemma, the right-hand side of (37) tends to a standard

normal variable. As a result,

Wre — AS
lim sup Pr (AS € CIl_a) > limsup Pr e

52—02
g (v
g

SZiap|=1l—-a
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