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1 Introduction

There is a large and growing literature using regional variation to learn about the determinants of
aggregate economic Variablesﬂ However, making inferences about the aggregate economy using
only regional variation is complicated by two issues. First, we show that in a model of a monetary
union, local and aggregate elasticities to the same type of shock are quantitatively different because
of both factor mobility and general equilibrium forces. This implies that it is problematic to use
local shock elasticities estimated from regional data to ascertain the importance of a given aggregate
shock. Second, certain types of shocks get differenced out when using cross-region variation. It
is then impossible to learn anything about these aggregate shocks by exploiting variation across
locations. Thus, in general we cannot expect to fully understand the joint evolution of aggregate
variables by using only cross-sectional variation.

In this paper, we present a methodology that uses regional data along with aggregate data to
identify aggregate (and regional) shocks driving business cycles. The methodology uses theoretical
restrictions implied by a wage setting equation that holds in models of a monetary union with wage
rigidities. Under certain conditions, we are able to use cross-state variation in wages, prices, and
employment to estimate the aggregate degree of wage rigidity. The extent to which aggregate
wages are rigid is a key restriction that places structure on the type of shocks driving aggregate
fluctuations.

Using household and scanner data for the US, we document a strong relationship across states
between local employment growth and local nominal and real wage growth. This underlying vari-
ation drives our estimates of the parameters of the wage setting equation. Our estimates suggest
that wages are relatively flexible, limiting the contribution of “demand" shocks to the aggregate em-
ployment decline during the Great RecessionE] We find that a combination of “demand" and other
shocks are necessary to account for the joint dynamics of aggregate prices, wages and employment
during the 2007- 2012 period within the U.S.. We argue that the reason why aggregate wages in the
time series appear to be relatively stable when compared to regional wages is not because wages are
sticky in the aggregate, but because different aggregate shocks have relatively offsetting effects on
aggregate wages. We conclude that the wage stickiness necessary to get demand shocks to be the
primary cause of aggregate employment declines during the Great Recession is inconsistent with
the flexibility of wages estimated from cross-state variation.

The paper is organized as follows. We begin the paper by documenting a series of new facts
about the variation in prices and wages across U.S. states during the Great Recession. To do this,
we use data from Nielsen’s Retail Scanner Database to create price indices for each U.S. state. As

we discuss in detail below, the Retail Scanner Database includes prices and quantities for given UPC

IFor recent examples, see Autor et al (2013), Charles et al (2015), Hagedorn et al (2015), Mehrotra and Sergeyev (2015),
Mian and Sufi (2014) and Mondragon (2015).

2We refer to a "demand" shock as a shock that moves employment and real wages in opposite directions and moves
employment and prices in the same direction. In the model of the monetary union we develop below, these shocks can
be formalized as shocks to the household’s discount rate or as shocks to the aggregate nominal interest rate rule. Our
model also allows for a productivity /mark-up shock and a shock to household labor supply.



codes at over 40,000 stores at a weekly frequency from 2006 through 2012. We show that an ag-
gregate price index created with this data matches the BLS’s Food CPI nearly identically. While
the price indices we create from this data are based mostly on consumer packaged goods, we show
how under certain assumptions the indices can be scaled to be representative of a composite local
consumption good. Using this data, we show that there is a strong correlation between local prices
and local economic activity; locations with the largest declines in real economic activity between
2007 and 2010 had the smallest three year inflation rate.

Using data from the 2000 U.S. Census and the 2000 - 2012 American Community Surveys (ACS), we
then make composition adjusted nominal wage indices for each U.S. state during the 2000 to 2012
period. We focus on a sample of wage measures for full time workers with a strong attachment to
the labor force. We further adjust our measures for the fact that there are observable changes in the
composition of the labor force over the business cycle. Using these indices, we show that states that
experienced larger employment declines between 2007 and 2010 had significantly lower nominal
wage growth during the same time period. Using the local prices variation that we estimate, we can
further make measures of real wage growth at the state level. Our estimates suggest that real wages
also vary significantly with local measures of employment at the state level.

These cross region patterns stand in sharp contrast with the well documented aggregate time
series patterns for prices and wages during the same time period. As both aggregate output and
employment contracted sharply within the U.S. during the 2007-2012 period, aggregate nominal
wage growth remained robust and real wage growth did not break trend. The robust growth
in nominal wages during the recession is viewed as a puzzle for those that believe that the lack
of aggregate demand was the primary cause of the Great Recessionﬁ The key point we wish to
make with these new facts is that while aggregate wages appear sticky during the Great Recession
using time series variation, local wages were strongly correlated with measures of local employment
growth using cross-state variation. Any model that is calibrated to match the relationship between
wage growth and employment growth at the aggregate level needs to confront the fact that there
is a strong relationship between local employment growth and local wage growth at business cycle
frequencies.

In[Section 4} we present a simple model of a monetary union that we use for two purposes. First,
the model specifies a wage setting equation for local and the aggregate economies. For a given set
of preferences, there is a direct mapping between the parameters of the local and aggregate wage
setting equations. These equations will be important to our procedure that identifies the underlying
aggregate and local shocks. Second, the calibrated model allows us to quantify the differences
between aggregate and local elasticities to a given shock.

The model has many islands linked by trade in intermediate goods which are used in the pro-
duction of a non-tradable final consumption good and by trade in a risk-free asset. The nominal

interest rate on this asset follows a rule that endogenously responds to aggregate variables and is

3For example, this point was made by Krugman in a recent New York Times article ("Wages, Yellen and Intellectual
Honesty", NYTimes 8/25/14).



set at the union level. Labor is the only other input in production, which is not mobile across is-
lands. We assume that nominal wages are only partially flexible. This is the only nominal rigidity
in the model. Finally, the model includes a series of shocks: a shock to the household’s discount
rate, shocks to non-tradable and tradable productivity/mark-up, a shock to the household’s labor
supply, and a monetary policy shock. All shocks, aside from the monetary policy shock, have both
local and aggregate components where by definition the weighted average of the local shocks sum
to zero. We show that, under relatively few assumptions, the log-linearized economy aggregates.
This allows us to study the aggregate and local behavior separately, a property that we will exploit
when estimating the aggregate and regional shocks through our methodology.

Using a calibrated version of the model, we show that local employment elasticities to a local
discount rate shock are two to three times larger than the aggregate employment elasticity to a
similarly sized aggregate discount rate shock. This implies that the elasticities often estimated for
demand shocks using cross-region variation are likely to dramatically overstate the potential aggre-
gate effects of those same demand shocks. The key general equilibrium forces in the model that may
dampen these aggregate effects are the endogenous response of nominal interest rates to aggregate
variables and trade in the intermediate input. We show that the local and aggregate elasticities get
much closer together when the interest rate does not endogenously respond to changes in aggregate
prices or employment (like when the economy is close to the zero lower bound)ﬁ

In we turn to the estimation of the local and aggregate shocks. We consider a broader
class of models than the simple model outlined above. The broader class of models, however,
nests our simple model. In particular, we show that the aggregate and local equilibria can be
represented as vector autoregression (VAR) in prices, nominal wages, and employment with three
shocks. We refer to the three shocks as a “demand shock" (which is a combination of the discount
rate and monetary policy shock), a productivity/mark-up shock (which is a combination of the
productivity /mark-up shocks in the tradable and non tradable sectors) and the labor supply shock.
To back out the aggregate (local) shocks, we estimate the aggregate (local) VAR. Our estimation
of the VAR is semi-structural in that we impose the aggregate (local) wage setting equation as an
additional restriction to help identify the VARE] The aggregate (local) wage setting equation implies
a series of particular linear restrictions linking the reduced form errors to the underlying structural
shocks. When we impose these linear restrictions, the VAR becomes identified. In essence, our
procedure uses some elements of theory to help identify the underlying economic shocksﬂ

The shock identification procedure requires parameterizing the structural wage setting equation.

We argue that the regional data on prices, wages and employment during the 2006-2012 period can

4A similar point is made in Nakamura and Steinsson (2014) with respect to local estimates of fiscal multipliers.

5We view this semi-structural identification methodology as an additional contribution of our paper. Beraja (2015)
presents an extension of this scheme to a more general class of models. These are part of a growing literature developing
“hybrid" methods that, for instance, constructs optimal combinations of econometric and theoretical models (Carriero and
Giacomini (2011), Del Negro and Schorfheide (2004)) or uses the theoretical model to inform the econometric model’s
parameter (An and Schorfheide (2007), Schorfheide (2000)). Our procedure is closest in spirit to the procedure recently
developed in Baumeister and Hamilton (2015).

®Qur estimating procedure is similar in spirit to the procedure developed in Hamilton (2015).



be used to estimate the Frisch elasticity of labor supply and the amount of wage stickiness which
are the only parameters of the wage setting equation in our base specification. Using a variety of
econometric techniques, including instrumenting for local labor demand shocks, we use regional
data to estimate parameters of the wage setting equations. Across a variety of our specifications
and identification procedures, we estimate only a modest amount of wage stickiness. The amount
of wage flexibility we estimate using the local variation is much greater than estimates of wage
flexibility obtained using only aggregate time series data.

With the parameterized aggregate wage setting equation, we use the VAR methodology de-
scribed above to estimate the shocks driving aggregate employment, prices, and wages during the
Great Recession. The results suggest that during the early part of the recession (2008-2009) roughly
30 percent of the aggregate employment decline can be traced to the "demand shock" (the discount
rate plus the monetary policy shocks). The leisure shock explains roughly 30 percent of the decline
in aggregate employment while the productivity /mark-up shock explaining the remaining 40 per-
cent. Over a longer period (2008-2012), the demand shock cannot explain any of the persistence in
the employment decline. Instead, it is the productivity /mark-up and labor supply shock explaining
why employment remained low from 2010-2012. While the demand shock may have been important
in the early part of the recession, it had little effect on explaining the low levels of employment in
the U.S. after 2009[] Furthermore, we show that an aggregate labor supply shock is needed to
explain why aggregate wages did not fall.

The regional data in our paper serve two purposes in our estimation. First, the regional data is
needed to estimate the amount of wage stickiness which is a parameter of the aggregate wage setting
equation. Second, the regional data is needed to estimate the local VAR. We use a similar procedure
to estimate the shocks driving the local economies. Our results suggest that the “demand” shock is
driving most of the cross-region variation in employment during the Great Recession. This is why
price and wage growth are very positively correlated with employment growth at the local level.

Our paper contributes to many literatures. First, our work contributes to the recent surge in
papers that have exploited regional variation to highlight mechanisms of importance to aggregate
fluctuations. For example, Mian and Sufi (2011 and 2014), Mian, Rao, and Sufi (2013) and Midrigan
and Philippon (2011) have exploited regional variation within the U.S. to explore the extent to which
household leverage has contributed to the Great Recession Nakamura and Steinsson (2014) use
sub-national U.S. variation to inform the size of local government spending multipliers. Blanchard
and Katz (1991), Autor et al. (2013), and Charles et al. (2015) use regional variation to measure the

responsiveness of labor markets to labor demand shocks. Our work contributes to this literature on

"Christiano et al (2015a) estimate a New Keynesian model using data from the recent recession. Although their
model and identification are different from ours, they also conclude that something akin to a supply shock is needed to
explain the joint aggregate dynamics of prices and employment during the Great Recession. Likewise, Vavra (2014) and
Berger and Vavra (2015) document that prices were very flexible during the Great Recession. They also conclude that
something more than a demand shock is needed to explain aggregate employment dynamics given the missing aggregate
disinflation.

8There has been an explosion of papers using regional data to better under stand aggregate dynamics during the
Great Recession. Some recent papers include: Giroud and Mueller (2015), Hagedorn et al. (2015), Mehrotra and Sergeyev
(2015), and Mondragon (2015).



two fronts. First, we show that local prices and wages also respond to local changes in economic
conditions at business cycle frequencies. Second, we provide a procedure where local variation can
be combined with aggregate data to infer something about the nature and importance of certain
mechanisms for aggregate fluctuations. With respect to the latter innovation, our paper is similar in
spirit to Nakamura and Steinsson (2014).

Second, our paper contributes to the recent literature trying to determine the causes of the
Great Recession. In many respects, our model is more stylized than others in this literature in that
we include a broad set of shocks without trying to uncover the underlying micro foundation for
these shocks. However, the shocks we chose to focus on were designed to proxy for many of the
popular theories about the drivers of the Great Recession. For example, our discount rate shock
can be thought of as reduced form representation of tightening of household borrowing limits.
For example, such shocks have been proposed by Eggertsson and Krugman (2012), Guerrieri and
Lorenzoni (2011) and Mian and Sufi (2014) as an explanation of the 2008 recession. Likewise, our
productivity /mark-up shock can be interpreted as anything that changes firms’ demand for labor.
In a reduced form sense, credit supply shocks to firms, such as those proposed by Gilchrist et al
(2014), would be similar to our productivity /mark-up shock. Finally, our labor supply shock can
be seen as a proxy for increasing distortions within the labor market due to changes in government
policy (e.g., Mulligan (2012) or as a reduced form representation of a skill mismatch story within
the labor market (e.g., Charles et al. (2013, 2015)). It is these shocks which have been proposed to
explain the well documented decline in labor force participation during the last decade. So while
our specification only allows for broad reduced form shocks, we think these shocks nest many of the
prominent stories about the underlying causes of employment declines during the Great Recession.
As we show, the fact that prices and wages move with economic conditions at the local level help
discipline how aggregate prices and wages should have moved in response to different types of
shocks.

2 Creating State Level Price And Wage Indices

2.1 Local Price Indices
2.1.1 Price Data

Local price indices are necessary to make measures of local real wages. To construct state level
price indices we use the Retail Scanner Database collected by AC Nielsen and made available at
The University of Chicago Booth School of Businessﬂ The Retail Scanner data consists of weekly

pricing, volume, and store environment information generated by point-of-sale systems for about 90

9The data is made available through the Marketing Data Center at the University of Chicago Booth School of Business.
Information on availability and access to the data can be found at http:/ /research.chicagobooth.edu/nielsen/. Con-
temporaneously, Coibion et al. (2015), Kaplan and Menzio (2015) and Stroebel and Vavra (2014) also use local scanner
data/household price data to estimate that local prices vary with local economic conditions at business cycle frequencies.
Our paper complements this literature by actually making price indices using the Nielsen scanner data for each state at
the monthly frequency and using those price indices to estimate structural parameters of the local wage setting equation.



participating retail chains across all US markets between January 2006 and December 2012. When a
retail chain agrees to share their data, all of their stores enter the database. As a result, the database
includes roughly 40,000 individual stores. Each entry includes a store identifier and a store-chain
identifier so a given store can be tracked over time and can be linked to a specific chain. While each
chain has a unique identifier, no information is provided that directly links the chain identifier to
the name of the chain. Most sales in the data, about 97 percent, come from food, drug and mass
merchandising stores.

For each store, the database records the weekly quantities and the average transaction price
during the week for roughly 1.4 million distinct products. Each of these products is uniquely
identified by a 12-digit number called Universal Product Code (UPC). To summarize, one entry in
the database contains the number of units sold of a given UPC and the weighted average price of the
corresponding transactions, at a given store during a given week. The database only includes items
with strictly positive sales in a store-week and excludes certain products such as random-weight
meat, fruits, and vegetables since they do not have a UPC code assigned. Nielsen sorts the different
UPCs into over one thousand narrowly defined "categories". For example, for sugar there are 5
Nielsen categories: sugar granulated, sugar powdered, sugar remaining, sugar brown, and sugar
substitutes. We use these categories when defining our price indices.

Finally, the geographic coverage of the database is outstanding and is one of its most attractive
features. It includes stores from all states except for Alaska and Hawaii (but including the District
of Columbia). Likewise, it covers stores from 361 Metropolitan Statistical Areas (MSA) and 2,500
counties. The data comes with both zip code and FIPS codes for the store’s county, MSA, and state.
Over the seven year period, the data set includes total sales across all retail establishments worth
over $1.5 trillion. In this paper, we aggregate data to the level of U.S. states and compute state level
scanner data price indices. Online Appendix Table O1 shows summary statistics for the scanner
data for each year between 2006 and 2012 and for the sample as a wholem

2.1.2 A Scanner Data Price Index

Our goal is to construct regional price indices from the scanner data that are similar in spirit to
how the BLS constructs the CPIEI While we briefly outline the price index construction in this sub-
section, the full details of the procedure are discussed in the Online Appendix that accompanies our
paper. Our scanner price indices are built in two stages. In the first stage, we aggregate the prices of
goods within the roughly 1,000 categories described above. For our base indices, a good is a given
store-UPC pair such that a UPC in store A is treated as a different good than the same UPC sold
in store B. We do this to allow for the possibility that prices may change as households substitute

19The online appendix is at http:/ /faculty.chicagobooth.edu/erik.hurst/research/regional_online_appendix.pdf

HThere is a large literature discussing the construction of price indices. See, for example, Diewert (1976). Cage et al
(2003) discuss the reasons behind the introduction of the BLS’s Chained Consumer Price Index. Melser (2011) discuss
problems that arise with the construction of price indices with scanner data. In particular, if the quantity weights are
updated too frequently the price index will exhibit "chain drift". This concern motivated us to follow the BLS procedure
and keep the quantity weights fixed for a year when computing the first stage of our indices rather than updating the
quantities every month. Such problems are further discussed in Dielwert et al. (2011).



from a high cost store (that provides a different shopping experience) to a low cost store when
local economic conditions deteriorate. We then compute for each good the average price and total
quantity sold for the month within a given level of geography. Next, we find the quantity weighted
average price for all goods within each detailed category (sugar granulated, sugar powdered, etc.)
for a given month within a given location. We aggregate our index to the monthly level to reduce
the number of missing values.

Specifically, for each category, we compute:

Yiicj Pitkit—1k
Yiicj Pit—1ki -1k

(1)

Pityk = Pjr-1,yk X

where Pj;, is category level price index for category j, in period ¢, with a base year y, in
geography k. For our analysis, geographies will either be U.S. states or the country as a whole. p; ;
is the price at time t of the specific good i (from category j) in geography k and §;;_1 x is the average
monthly quantity sold of good i in the prior year in location k. By fixing quantities at their prior
year’s level, we are holding fixed household’s consumption patterns as prices change. We update
the basket of goods each year, and chain the resulting indices to produce one chained index for each
category in each geography. Fixing quantities at a lagged level implies that the price changes we
document below with changing local economic conditions is not the result of changing household
consumption patterns.

The second stage of our price indices also roughly follows the BLS procedure in that we ag-
gregate the category-level price indices into an aggregate index for each location k. The inputs are
the category-level prices and the total expenditures of each category. Specifically, for each state we
compute:

st L gt—1
Sj,k+s'k
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where S_;,k is the share of expenditure of category j in month ¢ in location k averaged over the
year. For the purposes of this paper, we make our baseline specification one that allows the weights
of each category to be updated monthly

To benchmark our scanner price index, we compare our scanner price index for the aggregate
U.S. to the BLS’s CPI for food. We chose the BLS Food CPI as a benchmark given that most of
the goods in our database can be classified as foodF_gl shows that our scanner price index

120ne issue discussed in greater depth within the Online Appendix is how we deal with missing data when computing
the price indices. Seasonal goods, the introduction of new goods, and the phasing out of existing goods means that
missing data on month to month price changes occur. When computing our price indices, we restrict our sample to only
include (1) goods that had positive sales in the prior year and (2) goods that had positive sales in every month of the
current year. Online Appendix Table R1 shows the percent of sales included within the price index for each sample year.

13Not all of our goods are food products. About 13 percent of our goods (expenditure weighted) are health and
beauty products (including drugs). About 6 percent of our goods (expenditure weighted) are alcoholic beverages. About
13 percent are non-food grocery items (e.g., paper products, disposable diapers, laundry detergents, and household
cleaning supplies). Finally, about 7 percent of our goods (expenditure weighted) are non-food, non-health and beauty,



matches nearly identically the BLS’s Food CPL

2.1.3 Computing Regional Inflation Rates Using Retail Data

One natural question is how to extend the spatial variation in inflation rates based on the goods in
our sample to spatial variation in inflation rates for a composite basket of consumer goods. Most
of the goods in our sample are produced outside the local market and are simultaneously sold to
many local markets. These production costs represent the traded portion of local retail prices. If
there were no additional local distribution costs, one would expect little variation in retail prices
across regions if retail goods were purely tradable; the law of one price would hold. However, there
are local costs associated with retail distribution. These costs include the wages of workers in the
retail establishments, the rent of the retail facility, and expenses associated with local warehousing
and transportation.

Assuming that these non-tradable shares are constant across regions and identical for all firms
in the retail industry within our sample, we can express local retail grocery prices (P") in region k

during period t as:

he = (PO (P

where P/ is the tradable component of local retail grocery prices in period t and does not vary
across regions and PtI,\]](T is the non-tradable component of local retail grocery prices in period t and
potentially does vary across regions. a, represents the share of non-tradable prices in the total price
for the retail goods in our sample.

What we are interested in is the traded and non-traded component of the typical good in the
household’s consumption basket as opposed to just the regional variation in grocery prices. Suppose
that the composite good in a region can be expressed such that:

P = (PH)" (PNT)*

The retail grocery sector is only one sector within a household’s local consumption bundle. For
example, one could imagine sectors where the non-tradable share is much larger than in the grocery
sector. Many local services primarily use local labor and local land in the production of their retail
activities (e.g., dry-cleaners, haircuts, education services, and restaurants). Conversely, for other
sectors, the traded component of costs could be large relative to the local factors used to sell the
good (e.g., auto dealerships). & is the non-tradable share for the composite consumption good in
the local economy. We also assume that & is constant across all regions.

Given these assumptions, we can transform the variation in the grocery sector prices that we
identify into variation in the broader consumption basket across regions. Taking logs and differenc-
ing across regions we get that the variation in log-prices of the composite good between two regions

and non alcohol and tobacco products. This latter group includes goods such as batteries, cutlery, pots and pans, candles,
cameras, small consumer electronics, office supplies, and small household appliances. The remaining items are food.



k, k' (AIn P,y ) is proportional to the variation in log-grocery retail prices across those same regions
(A In P/, k’) . Formally,

o

Alnpt,k,k/ = <0€ )Alnptr,k,k’

r

With knowledge of a, and & we can make such an adjustment. Below, we discuss empirical
methodologies to discipline «, and & which allow us to scale variation in retail grocery prices across
regions into variation in a broader composite consumption good. Throughout, we will discuss the

robustness of our results to different measures of &/ «,.

2.2 Local Wage Indices

To make nominal wages at the state level, we use data from the 2000 Census and the 2001-2012
American Community Surveys (ACS). The 2000 Census includes 5 percent of the U.S. population while
the 2001-2012 ACS’s includes around 600,000 respondents per year between 2001 and 2004 and
around 2 million respondents per year between 2005-2012. The large sample sizes allows us to
compute detailed labor market statistics at the state level. Within each year of the Census/ACS data,
we make hourly nominal wages for each individual in the sample. To do so, we restrict our sample
to only males between the ages of 21 and 55, who are currently employed, who report usually
working at least 30 hours per week, and who worked at least 48 weeks during the prior 12 months.
These restrictions result in our sample being comprised of males with a strong attachment to the
labor force. For each individual in the resulting sample, we divide total labor income earned during
the prior 12 months by a measure of annual hours worked during prior 12 months

Despite our restriction to prime age males with a strong attachment to the labor force, the
composition of workers on other dimensions may still differ across states and within a state over
time. The changing composition of workers could still explain some of the variation in nominal
wages across states over time. To account for this, we run the following regression on the ACS data

to create a composition adjusted wage measure (at least based on observables):

In(wipe) = e + Te Xir + Nink

where In(wj;) is log nominal wages for household i in period f residing in state k and Xj; is a
vector of household specific controls. The vector of controls include a series of dummy variables
for usual hours worked (with 40-49 hours per week being the omitted group), a series of five year
age dummies (with 40-44 being the omitted group), 4 educational attainment dummies (with some
college being the omitted group), three citizenship dummies (with native born being the omitted
group), and a series of race dummies (with white being the omitted group). We run these regressions

separately for each year such that both the constant, ;, and the vector of coefficients on the controls,

14Total labor income during the prior 12 months is the sum of both wage and salary earnings and business earnings.
Total hours worked during the previous 12 month is the product of total weeks worked during the prior 12 months and
the respondents report of their usual hours worked per week.



I't, can differ for each year. We then take the residuals from these regressions, 7;4, and add back
the constant, ;. Adding back the constant from the regression preserves differences over time in
average log wages. To compute average wages within a state holding composition fixed, we average
et across all individuals in state k. We refer to this measure as the demographic adjusted
nominal wage in time f in state k. This is the series we use to exploit cross region variation in wages
during the Great Recession.

The benefit of the Census/ACS data is that it is large enough to compute detailed labor market
statistics at state levels. However, one drawback of the Census/ACS data is that it not available
at an annual frequency prior to 2000. To complement our analysis, we use data from the March
Supplement of the Current Population Survey (CPS) to examine longer run trends in both aggregate
nominal and real wages between 1978 and 2012. These long run trends are an input into our
aggregate shock decomposition discussed below. We compute wages within the CPS analogously to
the way we computed wages within the ACS data. In particular, we compute hourly wages for men
21-55 with a strong attachment to the labor force (those currently working at least 30 hours a week
and those who worked at least 48 weeks during the prior year). Again, like for the ACS data, we
adjust the wages to account for a changing vector of observables over timeE] A full discussion of
the way we calculate composition adjusted wages in the CPS can be found in the Online Appendix
that accompanies the paper. For the 2000-2012 period, we can compare the time series variation in
aggregate nominal wages using the ACS data and the CPS data. The two series during this time
period have a correlation of 0.99.

shows aggregate nominal and real composition adjusted log wages during the 2000-
2012 period by taking the weighted average of individual composition adjusted wages from the
CPS. To get aggregate composition adjusted real wages, we deflate the aggregate nominal adjusted
wages from the CPS by the aggregate June CPI-U with 2000 as the base year. Between 2007 and
2010, average composition adjusted nominal wages within the U.S. increased by roughly 4 percent.
The patterns in our data replicate the aggregate nominal wage growth patterns documented by
many others in the literatureEI Given that consumer prices increased by 5 percent during the same
period, aggregate real wages in the U.S. fell by roughly 1 percent between 2007 and 2010. This was
similar to the trend in real wages prior to the start of the recent recession. As seen from
nominal wages increased slightly and real wage growth did not seem to break trend during the
Great Recession. The aggregate puzzle has been why aggregate wages did not decline relative to

trend despite the very weak aggregate labor market.

15The X;; of controls to adjust the CPS wage data is identical to the controls used to adjust the ACS wage data except for
the inclusion of citizenship dummies. The CPS does not measure citizenship status consistently over time. Additionally,
we excluded anyone with business earnings from the sample. Finally, we estimate the regressions separately for the
periods 1977-1995, 1996-2000, and 2000-2015 to account for the change in the earnings questions in 1995 and for the
expansion of the CPS sample size after 2000.

16See, for example, Daly and Hobijn (2015).
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3 Regional Variation in Prices and Wages During the 2000s

3.1 Regional Variation in Prices During the 2000s

Figure 3|and [Table 1| explore the extent to which our regional scanner price index is correlated with
measures of local economic activity. Specifically, plots the percentage point change in the

state’s average unemployment rate between 2007 and 2010 against the percent change in the state’s
scanner price index between 2007 and 2010@ shows the variation in P”. In other words,
the results in this Figure are not adjusted for the fact that the tradable share of the goods in our
sample differs from the tradable share in the composite consumption good. The unemployment rate
data come from the BLS’s Local Area Unemployment Statistics. Each observation represents a U.S.
state (excluding Alaska and Hawaii). The size of the circle in the figure represents the size of the
U.S. state measured by their 2006 population (as reported by the BLS) while the line in the figure
represents the weighted OLS regression line. In particular, we regress:

7
P2007,k

v

In (onmk> = Po + 18Xk 0710 + €k

where AXj o710 is our measure of the change in economic activity within the state between 2007
and 2010. For AXyo7—10 equals the percentage point change in the state unemployment
rate between 2007 and 2010.

shows that there is a negative relationship between the change in the state’s unemploy-
ment rate between 2007 and 2010 and the change in the state’s price level between 2007 and 2010.
The estimate of B; for this specification is -0.35 (standard error = 0.13). This implies that cumulative
retail price inflation between 2007 and 2010 was 1.4 percentage points higher in states with a change
in the unemployment rate of 6 percentage points during that same time period relative to states

with an unemployment rate of 2 percentage points.

IColumn 1 of Table 1| shows different estimates of B; from the above regression with different
measures of changing local economic activity (AXj o7_10). Each row in has a different mea-
sure of the changing economic conditions within the state. For example, the first row has the change

in the BLS unemployment rate in the state as our measure of AXj y7_19 (analogous to the results in
[Figure 3). Other local economic measures in the subsequent rows include the percent change in
state per-capita nominal GDP, the percent change in state per-capita total hours worked, the percent
change in state housing prices, and the percent change in the state employment rate@ Additionally,
in some of the empirical work below, we isolate movements in local employment that were corre-
lated with local housing price changes. The last two rows of isolate the relationship between
local price growth and local unemployment changes (row 6) and local employment changes (row 7)

70ur scanner index is monthly. When computing annual price indices for a given state, we simply take the arithmetic
mean of the monthly price indices over the year.

18The information on state GDP comes from the U.S.’s Bureau of Economic Analysis (BEA). State population and state
total employment comes from the BLS. State total hours worked were computed by the authors using micro data from
the American Community Survey. State house price data is from the FHFA'’s repeat sales indices.
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that are correlated with changes in local house price growth. As seen from the results in all
measures of the change in economic activity are correlated with the change in local prices. As local
economic conditions deteriorated during the Great Recession (higher change in the unemployment,
lower growth rate in the employment rate, lower house price growth, lower change in hours and
GDP per capita), the lower the price inflation during Great Recession.

In column 2 of we use an estimate of &/, to translate the local price variation from
the grocery sector into local price variation for the composite local consumption good. For our
preferred method, we exploit the relationship between local price inflation and local unemployment
rate changes using BLS metro area price indices. These indices are only available for 27 MSAs at
varying degrees of frequency (monthly, bi-monthly, semi—annually)m The BLS cautions that there
is a fair bit of noise in these measures but we believe that it is still interesting to assess the patterns
between unemployment rate changes and price changes within this data. In particular, the BLS
creates both local food price indices and a price index for the total local consumption basket. Using
this data, we regress the 3-year inflation rate (either for food or total CPI) at the MSA level on
the 3 year change in the unemployment rate during the 2007-2010 period. The results of these
simple regressions using the BLS data are strikingly similar to our results using the scanner data.
Within the BLS data, we find that a 1 percentage point increase in the local unemployment rate
is associated with a 0.34 percentage point decline in the local food inflation rate (standard error =
0.22). Additionally, we find that the relationship between the inflation rate for all goods (composite
local price index) with the change in the unemployment rate is -0.47 (standard error = 0.15). The
fact that the coefficient on the inflation rate for the composite local consumption bundle is larger in
magnitude than the coefficient on the inflation rate for food inflation is consistent with our belief
that the tradable share of food is higher than the tradable share of the local composite consumption
good. Given these coefficients, the BLS data suggests a measure of & /«, of 1.4 (-0.47/-0.34). We will
use this as our base adjustment factor throughout the paper. But, as we highlight throughout, using
this adjustment factor has little effect on the quantitative results of the paper. As seen in column 2
of the scaling of prices only modestly increases the responsiveness of local prices to changes
in local real activity.

3.2 Regional Variation in Nominal and Real Wages During the 2000s

shows the cross state variation in log demographic adjusted nominal wages from the ACS
data between 2007 and 2010 against the change in the state’s unemployment rate during the same
time period. As seen from the figure, nominal wage growth is also strongly correlated with changes
in the unemployment rate during the 2007-2010 period. A simple linear regression through the

In the online appendix that accompanies this paper, we discuss the BLS local price indices in greater depth. Addi-
tionally, Fitzgerald and Nicolini (2014) use the BLS MSA level price indices to examine the relationship between local
prices and local unemployment rates over a much longer time period. They find that over the period of 1976-2010, a 1
percentage point increase in the local unemployment rate is associated with a 0.3 percentage point decline in the local
annual inflation rate. These estimates are in line with the results we highlight in the scanner data for the full sample of
U.S. states.
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data (weighted by the state’s 2006 labor force) suggests that a 1 percentage point change in the
state unemployment rate is associated with a 1.2 percentage point decline in nominal wage growth
(standard error = 0.2). In (column 1) we show that the growth in local nominal wages was
highly correlated with changes in many measures of state economic activity during the 2007-2010
period. For example, lower GDP growth, lower employment growth, lower hours growth and lower
house price growth were all strongly correlated with lower nominal wage growth during the recent
recession.

The second and third columns of show the coefficient on the change in local economic
activity between 2007 and 2010 from a regression of real wage growth in a given state during that
time period on the change in local economic activity. In column 2, we compute local real wages by
deflating local nominal wage growth by the growth in the local scanner price index. In column 3,
we compute local real wages by deflating local nominal wage growth with the growth in the prices
of a composite local consumption good. As discussed above, we scale the growth in the scanner
price index by a factor of 1.4 to account for the fact that grocery/mass merchandising goods have
a higher tradable share than the composite consumption good. Not surprising, the coefficients in
column 2 of [Table 2|are roughly equal to the coefficients from column 1 of [Table 2]less the coefficients
from columns 1 and 2 of In all specifications, real wages fell as measures of local economic
conditions worsened. For example, a 1 percentage point increase in the unemployment rate was
associated with a 0.75 and 0.89 percentage point decline in real wage growth during the 2007 to
2010 period (depending on the scaling factor).

The patterns we document in [Table 2| and [Figure 4] also show up in other wage series. While
there are no government data sets that produce broad based composition adjusted wage series at

the local level, the Bureau of Labor Statistics’s Quarterly Census of Employment and Wages (QEW)
collects firm level data on employment counts and total payroll at local levels. These measures are
broad based in that the underlying data are collected as part of the state and federal unemployment
insurance programs and covers roughly 98 percent of workers in the U.S.. Using this data, yearly
earnings-per-worker can be computed at the state level. This measure is an imperfect measure of
wages in that it is not adjusted for cyclical movements in hours worked. Additionally, the measure
does not adjust for changes in the composition of workers over the business cycle. Finally, the
earnings measures reported include wages and salary as well as bonuses, stock options, and in
some states, contributions to deferred compensation plans. These latter measures are not included
in the ACS wage indices.

Despite these differences, the cross state correlation between growth in our composition ad-
justed wage index from the ACS and the growth in earnings-per-worker from QEW is quite high.
Appendix Figure Al shows the simple scatter plot of the growth in the ACS and QEW wage mea-
sures between 2007 and 2010. If we fit a line through the scatter plot, the slope coefficient is 0.72
(standard error = 0.20). The correlation between the two measures is about 0.5. Appendix Figure A2
shows that even within the QEW data, there is a strong relationship between employment growth
and earnings-per-worker growth during the Great Recession. The x-axis of Appendix Figure A2
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is QEW employment growth between 2007 and 2010. QEW employment growth is essentially per-
fectly correlated with the employment growth measure we use from the BLS in Tables 1 and 2. The
y-axis of Figure A2 is QEW nominal earnings per worker growth between 2007 and 2010. As seen
from the figure, places with lower employment growth had lower nominal wage growth. The slope
coefficient from the line in the scatter plot is 0.45 (standard error = 0.07). This is very similar to
the estimated relationship between employment growth and ACS nominal growth during the same
time period as show in Table 2.

The fact that nominal wages are moving in response to local employment changes during the
Great Recession seems to be a robust finding across different data series and can be used to inform
wage stickiness at the aggregate level. This finding is also consistent with the extensive literature in
labor economics and public finance showing that local labor demand shocks cause both employment
and wages to vary together in the short to medium run. For example, Blanchard and Katz (1991),
Autor, Dorn and Hanson (2013) and Charles, Hurst and Notowidigdo (2013) all find that negative
local labor demand shocks cause substantial declines in local wages over the three to five year
horizon. These results also suggest that wages are fairly flexible in response to labor demand
shocks at the local level.

3.3 Comparing Cross-State Patterns to Aggregate Time Series Patterns

One natural question is whether the cross-region patterns during the Great Recession were substan-
tively different from the aggregate time series patterns during the Great Recession. sheds
light on this issue. The top two rows of show the 2007 and 2010 aggregate level of the June
unemployment rate (column 1), composition adjusted nominal wages from the CPS (column 2), the
June CPI (column 3), and composition adjusted real wages where the June CPI is used to deflate
the data (column 4). The third row of shows the actual change in these aggregate variables
between 2007 and 2010. Given that aggregate prices and wages have been trending over time, one
would want an "expected" change in these variables to which the actual change can be compared.
Although somewhat ad hoc, we compute a linear trend in these variables between 2000 and 2007
and use that linear trend to predict what wages and prices would have done between the 2007 and
2010 periodm

Row 5 takes the difference between the actual change in nominal wages, prices and real wages
between 2007 and 2010 and the predicted change during that same time period. Given our rough
estimates, nominal wages grew 1.7 percent less during the Great Recession relative to trend. Prices,
on the other hand, grew 2.9 percent less than trend during the 2007-2010 time period. The two facts
together imply that real wages actually grew 1.4 percent more relative to trend during the recession.
To compare these to our cross region elasticities from [Tables 1] and [Table 2| we divide the aggregate

deviation from predicted growth (row 5) by the aggregate change in the unemployment rate during
the 2007 to 2010 period. We refer to this as the aggregate semi elasticity of prices, nominal wages

20We thank Bob Hall for giving us this idea. We based Table 3 on the analysis he did as part of his discussion of our
paper at the 2015 NBER summer EFG program meeting.
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and real wages to a 1 percentage point change in the unemployment rate.

The key results from this analysis is that the response of wages to changes in unemployment
were much stronger at the local level during the Great Recession than at the aggregate level. At
the aggregate level, a 1 percentage point increase in the unemployment rate was associated with
only a 0.33 percent decline in nominal wage growth over three years. As discussed above, using
cross region variation, a 1 percentage point increase in the local unemployment rate was associated

with a 1.24 percent decline in nominal wage growth over three years. This is consistent with vi-

sual evidence shown in [Figures 2 and 4 The price-unemployment relationship at the local level,

however, is nearly identical to the price-unemployment relationship at the aggregate level during
the 2007-2010 periodErI Given this, the relationship between real wage growth (relative to trend)
and unemployment changes at the aggregate level was actually positive during the Great Recession.
However, at the local level, real wage growth plummeted as unemployment increased. It is these
differences in the relationships between prices, wages and employment at the local level and at the
aggregate level that forms the basis of the remainder of this paper. Why did local wages adjust so
much when local employment conditions deteriorated during the Great Recession while aggregate
wages hardly responded at all despite a sharp deterioration in aggregate employment conditions?

We turn to answering that question next.

4 A Model of a Monetary Union

To help explain the difference between the local and aggregate economies, we build a model of
local economies that aggregate. The goals of the model we develop are fivefold.  First, as just
noted, the model shows conditions under which local economies can aggregate. ~Second, within
the model, we discuss our assumptions on how wages are set. The nominal wage rigidity we
specify will be essential to our identification strategy in later parts of the paper. Third, the model
allows us to calibrate local and aggregate employment, price and wage elasticities to a variety of
different shocks. ~While it is well known that aggregate and local employment elasticities to the
same underlying shock can differ, there is little known about the quantitative differences between
aggregate and local elasticities to a given shock. A calibrated version of our model allows us
to quantify these differences. This could provide guidance to researchers who want to take an
estimated local elasticity to a given shock and apply it to the aggregate economy.  Fourth, the
model provides us with theoretical co-movement between variables that helps us in interpreting
some of the shocks we recover. Finally, the model provides an example of a given economy that
is nested in our VAR procedure in Section 5 of the paper. The VAR approach will allow us to
estimate shocks for a broader set of models than the one we write down in this section. However,
as we have just argued, it is useful to have an example economy that maps into the broader VAR

specification.

21 As we discuss later, there was some deviation between prices at the local level and prices at the aggregate level during
the 2010-2012 period as aggregate price growth returned to trend despite the labor market remaining very weak.
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Formally, our model economy is composed of many islands inhabited by infinitely lived house-
holds and firms in two distinct sectors that produce a final consumption good and intermediates
that go into its production. The only asset in the economy is a one-period nominal bond in zero
net supply where the nominal interest rate is set by a monetary authority. We assume intermediate
goods are traded across islands but the consumption good is non-tradable Finally, we assume
labor is mobile across sectors but not across islands. We explore the issue of labor mobility during
the Great Recession when we take the model to the data. Throughout we assume that parame-
ters governing preferences and production are identical across islands and the islands only differ,
potentially, in the shocks that hit them.

4.1 Firms and Households

Producers of tradable intermediates x in island k use local labor N; and face nominal wages Wj

(equalized across sectors) and prices Q (equalized across islands k). Their profits are
max Qe (NF)? — WiN?
k

where z; is a tradable productivity shock in island k and 6 < 1 is the labor share in the production

of tradables. Final (retail) goods y producers face prices Pr and obtain profits

y
max Pee*t (N))* (Xx)P — WiNY — QX
kk

where z% is a final good (retail) productivity shock and («, B) : « + < 1 are the labor and interme-
diates shares. Unlike the tradable goods prices, final good prices (Py) vary across islandsEgI
Households preferences are given by
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where Cy; is consumption of the final good, Ny, is labor, J;; and €j; are exogenous processes driv-
ing the household’s discount factor and the disutility of labor, respectively. Our base preferences
abstract from income effects on labor supply. However, as we show in section 7.4, relaxing this
assumption does not quantitatively change the conclusions of the paper.

Households are able to spend their labor income Wj;Ny; plus profits accruing from firms Iy,
financial income By;i; and transfers from the government T;, where By; are nominal bond holdings

22The final good can be thought of as being retail: restaurants, barbershops and stores; and the intermediate sector
providing physical goods: food ingredients, scissors and cellphones.

21t is worth noting that all model shocks will generate endogenous variation in markups given our assumption of
decreasing returns to scale. Additionally, what we call a "productivity shock" is isomorphic to any shifter of unit labor
costs and, hence, labor demand schedules. Later we will refer to it as the productivity /markup shock. We do not attempt
to distinguish between the different interpretations of this shock in this paper.
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at the beginning of the period and i; is the nominal interest (equalized across islands given our
assumption of a monetary union where the bonds are freely traded) on consumption goods (Cy;)
and savings (By;+1 — Byt). Thus, they face the period-by-period budget constraint

PetCrt + Bit+1 < Bre(1 +1¢) + Wi Ny + T + Tit

A well known issue in the international macroeconomics literature is that under market incom-
pleteness of the type we just described there is no stationary distribution for bond holdings across
islands in the log-linearized economy; and all other island variables in the model have unit roots.
This is problematic for reasons both theoretical (we will like to study log-deviations from a deter-
ministic steady state) and empirical (regional data for the US does not suggest the presence of such
unit roots). We follow Schmitt-Grohe and Uribe (2003) and let py; be the endogenous component
of the discount factor that satisfies py;11 = pxr + P(.) for some function ®(.) of the average per
capita variables in an island. As such, agents do not internalize this dependence when making their
choices. This modification induces stationarity for an appropriately chosen function ®(.). Schmitt-
Grohe and Uribe (2003) show that alternative stationary inducing modifications (a specification with
internalization, a debt-elastic interest rate or convex portfolio adjustment costs) all deliver similar

quantitative results in the context of a small open economy real business cycle model.

4.2 Sticky wages

We allow for the possibility that nominal wages are rigid and use a partial-adjustment model where

a fraction A of the gap between the actual and frictionless wage is closed every period. Formally:

1 _
Wi = (Pkteek’(l\lkt)"’))\(Wkt—l)1 A

Given our assumption on household preferences, Pkteekf(th)i is the marginal rate of substitution
between labor and consumption and the parameter A measures the degree of nominal wage sticki-
ness. In particular, when A = 1 wages are fully flexible and when A = 0 they are fixed. This implies
that workers will be off their labor supply curves whenever A < 1. A similar specification has been
used by Shimer (2010) and, more recently, by Midrigan and Philippon (2011). Shimer (2010) argues
that in labor market search models there is typically an interval of wages that both the workers are
willing to accept and firms willing to pay. To resolve this wage indeterminacy he considers a wage
setting rule that is a weighted average of a target wage and the past wage. The target wage in our
case is the value of the marginal rate of substitution.

Popular alternatives in the literature include the wage bargaining model in the spirit of Hall
and Milgrom (2008) as in Christiano, Eichenbaum and Trabandt (2015b); and the monopsonistic
competition model where unions representing workers set wages period by period as in Gali (2009).
The key difference with the partial adjustment model is that both alternatives result in a forward
looking component in the wage setting rule that is absent in our specification. In fact, this wage
setting rule can be derived from the monopsonistic competition setup in the case where agents are
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myopic about the future; or the labor market search setup in the special case where firms make
take it or leave it offers and the probability of being employed in the future is independent of the
current employment status. While there is no forward looking component in the reset wage in our
base specification, we consider the implications of including forward looking behavior in Section
7.4 below.

4.3 Equilibrium

An equilibrium is a collection of prices { Py, Wi, Q¢} and quantities {Cys, Nit, B, NS, N,ft, Xyt + for
each island k and time ¢ such that, for an interest rate rule iy = i(.)e* and given exogenous pro-
cesses {z,’(‘t, z%t, €kt Okts Mt} they are consistent with household utility maximization and firm profit
maximization and such that the following market clearing conditions hold:

th = €ZZf(NI¥t)D‘X£t

Nyt = ngt + Nj;
Zth = Zezit(let)Q
k k

Y By =0
k

44 Shocks

We assume the exogenous shocks follow an AR(1) process, with an identical autoregressive co-
efficient across islands (and sectors in the case of productivity), and that the innovations are iid,
mean zero, random variables with an aggregate and island specific component. First, define
Ykt = Okt — Ok—1 — M- This is a combination of the discount rate shock and the monetary pol-
icy shock. 7y will show up as a wedge in the Euler equation. Then,

y _ Yy Yy ~ Y
Zit = PzZpy_q T Ozl; + 0y 0y
Zjp = P2Zjp_1 T Ozl + Ox U

_ YA
Ykt = Py Vkt—1 T Oylly + 0y 0y

€kt = Pe€kt—1 T Oelly + TcU,

with ) v{t =Yk Vx5 = Lk UZt = Y« vy, = 0. By assumption, we assume the weighted average of the
regional shocks sum to zero in all periods.

Let u7 = u] + Buf. We will call 4, u] and u$ the aggregate Productivity/Markup, Discount rate
and Leisure shocks respectively. These are the innovations that the econometric procedure aims to
identify. Analogously, v}, vf,, v}, v§, are the Regional shocks. The interpretation of the Leisure and
Productivity /Markup shocks is relatively straightforward given our model environment. They are
shifters of households and firms’ labor supply (wage setting) and labor demand schedules respec-

tively. On the other hand, what we identify as a "discount rate shock" () is really the combination
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of two more fundamental shocks. First, an innovation to the marginal rate of substitution between
consumption in consecutive periods. Second, an innovation in the nominal interest rate rule set by
the monetary authority. Our procedure is unable to distinguish between the two given that they
both show up in the household’s Euler equation and, hence, we treat it as a single shock.

4.5 Aggregation

Our first key assumption for aggregation is that all islands are identical with respect to their un-
derlying production parameters («, B, and 0), their underlying utility parameters (¢ and ¢) and the
degree of wage stickiness (/\)@ Our second assumption is that the islands are identical in the steady
state and that price and wage inflation are zero. The last assumption is that the joint distribution
of island-specific shocks is such that its cross-sectional summation is zero. If K, the number of
islands, is large this holds in the limit because of the law of large numbers. We log-linearize the
model around this steady state and show that it aggregates up to a representative economy where
all aggregate variables are independent of any cross-sectional considerations to a first order approx-
imationE] We denote with lowercase letters a variable’s log-deviation from its steady state. Also,
variables without a k subscript represent aggregates. For example, ny; = log (%) and n; = Y £
We assume that the monetary authority announces the nominal interest rate rule in log-linearized
form: iyy1 = @rE[m41] + @y (yr — yf) + prr1 where 71; is the aggregate inflation rate and y; — yf
is the output gap; defined as the difference between output and the flexible wage equilibrium out-
put for the same realization of shocks. Finally, we assume that the endogenous component of the
discount factor is ®(.) = Pg (cx; — ct)Fﬂ

The following lemmas present a useful aggregation result and show that we can write the island
level equilibrium in deviations from these aggregates. Let wj be real wage growth and 7’ be

nominal wage growth. Formally, w} = log <VIX}§§) , MY = w} —w}_| + m and z; = z] + Bz}

Lemma 1 The behavior of 1t’, w}, n; in the log-linearized economy is identical to that of a representative
economy with only a final goods sector with labor share in production x + 6, no endogenous discount factor
and only 3 exogenous processes {zi, €, Yt }.

24When implementing our procedure empirically using data on US states, we discuss the plausibility of this assumption.
Given that the broad industrial compositon at the state level does not differ much across states, the assumption that
productivity parameters and wage stickiness are roughly similar across states is not dramatically at odds with the data.
As a robustness exercise, we estimate our key equations with industry fixed effects and show that our key cross section
estimates are unchanged.

25The model we presented has many islands subject to idiosyncratic shocks that cannot be fully hedged because asset
markets are incomplete. By log-linearizing the equilibrium we gain in tractability, but ignore these considerations and
the aggregate consequences of heterogeneity. As usual, the approximation will be a good one as long as the underlying
volatility of the idiosyncratic shocks is not too large. If our unit of study was an individual, as for example in the pre-
cautionary savings literature with incomplete markets, the use of linear approximations would likely not be appropriate.
However, since our unit of study is an island the size of a small country or a state we believe this is not too egregious of
an assumption. The volatilities of key economic variables of interest at the state or country level are orders of magnitude
smaller than the corresponding variables at the individual level.

26When @y > 0 this will be enough to induce stationary of island level variables in log-deviations from the aggregate. At
the same time, since ®(.) depends only on these deviations, the aggregate equilibrium will feature a constant endogenous
discount factor p.
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Denote variables ¥; = xi; — x; as island k log-deviation from aggregates at time ¢, where the

subscript k is dropped for notational simplicity.

Lemma 2 For given {Z]{, Z¥, %1, €+ }, the behavior of { py, Wy, ﬁf ,7if } in the log-linearized economy for each is-
land in deviations from aggregates is identical to that of a small open economy where the price of intermediates
and the nominal interest rate are at their steady state levels, i.e. q; = iy = 0 Vt.

Proof. See Appendix [A]for a proof of Lemma 1 and 2. m

4.6 Aggregate vs. local shock elasticities

With the model in hand, we can now explore the extent to which aggregate employment, price and
wage elasticities to a given shock differ from local employment, price and wage elasticities to the
same shock. Many researchers use clever identification strategies exploiting regional variation to
estimate local elasticities to a given shock. For example, Mian and Sufi (2014), use debt variation
across U.S. metropolitan areas to isolate the extent to which something akin to a local discount rate
shock affects local employment. It is our goal in this sub-section to show that the local employment
(price, wage) elasticity to a given discount rate shock (productivity shock, leisure shock) is not the
same as the aggregate elasticity to the same shock. Moreover, we want to calibrate the model to
quantify the difference.

To gain some intuition as to the difference between local and aggregate elasticities in our model,
we first consider the special case where there is an endowment of the 