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1 Introduction

Forty years ago, one of the first tests of the Capital Asset Pricing Model (CAPM)
found that the market beta was a significant explanator of the cross-section of ex-
pected returns. The reported t-ratio of 2.57 in Fama and MacBeth (1973) comfortably
exceeded the usual cutoff of 2.0. However, since that time, hundreds of papers have
tried to explain the cross-section of expected returns. Given the known number of
factors that have been tried and the reasonable assumption that many more factors
have been tried but did not make it to publication, the usual cutoff levels for sta-
tistical significance are not appropriate. We present a new framework that allows
for multiple tests and derive recommended statistical significance levels for current
research in asset pricing.

We begin with 313 papers that study cross-sectional return patterns published in
a selection of journals. We provide recommended p-values from the first empirical
tests in 1967 through to present day. We also project minimum t-ratios through 2032
assuming the rate of “factor production” remains similar to the recent experience.
We present a taxonomy of historical factors as well as definitions.!

Our research is related to a recent paper by McLean and Pontiff (2014) who argue
that certain stock market anomalies are less anomalous after being published.? Their
paper tests the statistical biases emphasized in Leamer (1978), Ross (1989), Lo and
MacKinlay (1990), Fama (1991) and Schwert (2003).

Our paper also adds to the recent literature on biases and inefficiencies in cross-
sectional regression studies. Lewellen, Nagel and Shanken (2010) critique the usual
practice of using cross-sectional R?s and pricing errors to judge the success of a
work and show that the explanatory powers of many previously documented factors
are spurious.®> Balduzzi and Robotti (2008) challenge the traditional approach of
estimating factor risk premia via cross-sectional regressions and advocate a factor
projection approach. Our work focuses on evaluating the statistical significance of a
factor given the previous tests on other factors. Our goal is to use a multiple testing
framework to both re-evaluate past research and to provide a new benchmark for
current and future research.

We tackle multiple hypothesis testing from the frequentist perspective. Bayesian
approaches on multiple testing and variable selection also exist. However, the high
dimensionality of the problem combined with the fact that we do not observe all the
factors that have been tried poses a big challenge for Bayesian methods. While we

'We also provide a link to a file with full references and hyperlinks to the original articles:
http://faculty.fuqua. duke.edu/ "charvey/Factor-List.zlsx.

20ther recent papers that systematically study the cross-sectional return patterns include Sub-
rahmanyam (2010), Green, Hand and Zhang (2012, 2013).

3A related work by Daniel and Titman (2012) constructs more powerful statistical tests and
rejects several recently proposed factor models.



propose a frequentist approach to overcome this missing data issue, it is unclear how
to do this in the Bayesian framework. Nonetheless, we provide a detailed discussion
of Bayesian methods in the paper.

There are limitations to our framework. First, should all factor discoveries be
treated equally? We think no. A factor derived from a theory should have a lower hur-
dle than a factor discovered from a purely empirical exercise. Nevertheless, whether
suggested by theory or empirical work, a t-ratio of 2.0 is too low. Second, our tests
focus on unconditional tests. It is possible that a particular factor is very important
in certain economic environments and not important in other environments. The un-
conditional test might conclude the factor is marginal. These two caveats need to be
taken into account when using our recommended significance levels for current asset
pricing research.

While our focus is on the cross-section of equity returns, our message applies to
many different areas of finance. For instance, Frank and Goyal (2009) investigate
around 30 variables that have been documented to explain capital structure decisions
of public firms. Welch and Goyal (2004) examine the performance of a dozen variables
that have been shown to predict market excess returns. These two applications are
ideal settings to employ multiple testing methods.*

Our paper is organized as follows. In the second section, we provide a chronology
of the “discovered” factors. The third section presents a categorization of the factors.
Next, we introduce some multiple testing frameworks and suggest appropriate cutoffs
for both past and future asset pricing tests. Some concluding remarks are offered in
the final section.

2 The Search Process

Our goal is not to catalogue every asset pricing paper ever published. We narrow
the focus to papers that propose and test new factors. For example, Sharpe (1964),
Lintner (1965) and Mossin (1966) all theoretically proposed (at roughly the same
time), a single factor model — the Capital Asset Pricing Model (CAPM). Beginning
with Black, Jensen and Scholes (1972), there are hundreds of papers that test the
CAPM. We include the theoretical papers as well as the first paper to empirically
test the model, in this case, Black, Jensen and Scholes (1972). We do not include
the hundreds of papers that test the CAPM in different contexts, e.g., international
markets, different time periods. We do, however, include papers, such as Fama and
MacBeth (1973) which tests the market factor as well as two additional factors.

Sometimes different papers propose different empirical proxies for the same type
of economic risk. Although they may look similar from a theoretical standpoint, we
still include them. An example is the empirical proxies for idiosyncratic financial
constraints risk. While Lamont, Polk and Saa-Requejo (2001) use the Kaplan and
Zingales (1997) index to proxy for firm-level financial constraint, Whited and Wu

4Harvey and Liu (2014a) show how to adjust Sharpe Ratios used in performance evaluation for
multiple tests.



(2006) estimate their own constraint index based on the first order conditions of
firms’ optimization problem. We include both even though they are likely highly
correlated.

Since our focus is on factors that can broadly explain asset market return patterns,
we omit papers that focus on a small group of stocks or for a short period of time.
This will, for example, exclude a substantial amount of empirical corporate finance
research that studies event-driven return movements.

Certain theoretical models lack immediate empirical content. Although they could
be empirically relevant once suitable proxies are constructed, we choose to exclude
them.

With these rules in mind, we narrow our search to generally the top journals in
finance, economics and accounting. To include the most recent research, we search
for working papers on SSRN. Working papers pose a challenge because there are
thousands of them and they are not refereed. We choose a subset of papers that we
suspect are in review at top journals or have been presented at top conferences or
are due to be presented at top conferences. We end up using 63 working papers. In
total, we focus on 313 published works and selected working papers. We catalogue
316 different factors.’

Our collection of 316 factors likely under-represents the factor population. First,
we generally only consider top journals. Second, we are very selective in choosing
only a handful of working papers. Third, and perhaps most importantly, we should
be measuring the number of factors tested (which is unobservable) — that is, we do
not observe the factors that were tested but failed to pass the usual significance levels
and were never published (see Fama (1991)).

3 Factor Taxonomy

To facilitate our analysis, we group the factors into different categories. We start with
two broad categories: “common” and “individual”. “Common” means the factor can
be viewed as a proxy for a common source of risk. Risk exposure to this factor or its
innovations is supposed to help explain cross-sectional return patterns. “Individual”
means the factor is specific to the security or portfolio. A good example is Fama and
MacBeth (1973). While the beta against the market return is systematic (exposure
to a common risk factor), the standard deviation of the market model residual is
security specific and hence an idiosyncratic or individual risk. Many of the individual
factors we identify are referred to in the literature as “characteristics”.

Based on the unique properties of the proposed factors, we further divide the
“common” and “individual” groups into finer categories. In particular, we divide
“common” into: “financial”, “macro”, “microstructure”, “behavioral”, “accounting”
and “other”. We divide “individual” into the same categories — except we omit the

®As already mentioned, some of these factors are highly correlated. For example, we include two
versions of idiosyncratic volatility — where the residual is defined by different time-series regressions.



“macro” classification, which is common, by definition. The following table provides
further details on the definitions of these sub-categories and gives examples for each.

Table 1: Factor Classification

Risk type Description Examples
Corflmon Finzilﬁ'lcial Proxy for aggregate financial market  Sharpe (1964): market returns;
13
o) o) movement, including market portfo- Kraus and Litzenberger (1976):
lio returns, volatility, squared mar- squared market returns
ket returns, etc.
M%:ro Proxy for movement in macroeco- Breeden (1979): consumption
“o nomic fundamentals, including con-  growth; Cochrane (1991): invest-
sumption, investment, inflation, etc.  ment returns
Micros}:{'ucture Proxy for aggregate movements in Pastor and Stambaugh (2003): mar-
an market microstructure or financial ket liquidity; Lo and Wang (2006):
market frictions, including liquidity, —market trading volume
transaction costs, etc.
Beha?\)rioral Proxy for aggregate movements Baker and Wurgler (2006): investor
® in investor behavior, sentiment or sentiment; Hirshleifer and Jiang
behavior-driven systematic mispric- (2010): market mispricing
ing
Accounting Proxy for aggregate movement in Fama and French (1992): size and
®) firm-level accounting variables, in- book-to-market; Da and Warachka
cluding payout yield, cash flow, etc. ~ (2009): cash flow
Otgler Proxy for aggregate movements that  Carhart (1997): return momentum,;
® do not fall into the above categories, Ozoguz (2008): investors’ beliefs
including momentum, investors’ be-
liefs, etc.
Individual Financial Proxy for firm-level idiosyncratic fi- Ang, Hodrick, Xing and Zhang
202 61
(202) nancial risks, including volatility, ex-  (2006): idiosyncratic volatility; Bali,
treme returns, etc. Cakici and Whitelaw (2011): ex-
treme stock returns
Microsgé'ucture Proxy for firm-level financial market  Jarrow (1980): short sale restric-
@9 frictions, including short sale restric-  tions; Mayshar (1981): transaction
tions, transaction costs, etc. costs
Behavioral Proxy for firm-level behavioral bi- Diether, Malloy and Scherbina
(3) . . . . ] . L
ases, including analyst dispersion, (2002): analyst dispersion; Fang
media coverage, etc. and Peress (2009): media coverage
Accounting Proxy for firm-level accounting vari- Basu (1977): PE ratio; Bhandari
ables, includin ratio, debt to eq- : debt to equity ratio
&7 bles, including PE ratio, deb 1988): deb ity rati
uity ratio, etc.
O(tl41)er Proxy for firm-level variables that do  Cooper, Gulen and Ovtchinnikov
2

not fall into the above categories, in-
cluding political campaign contribu-
tions, ranking-related firm intangi-
bles, etc.

(2010): political campaign contribu-
tions; Edmans (2011): intangibles

Numbers in parentheses represent the number of factors identified. See Table 5 for details.
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4 Adjusted T-ratios in Multiple Testing

4.1 Why Multiple Testing?

Given so many papers have attempted to explain the same cross-section of expected
returns,® statistical inference should not be based on a “single” test perspective.” Our
goal is to provide guidance as to the appropriate significance level using a multiple
testing framework.

We want to emphasize that there are many forces that make our guidance le-
nient, that is, a credible case can be made for even lower p-values. We have already
mentioned that we only sample a subset of research papers and the “publication
bias/hidden tests” issue (i.e. it is difficult to publish a non-result).® However, there
is another publication bias that is more subtle. In many scientific fields, replication
studies routinely appear in top journals. That is, a factor is discovered, and others
try to replicate it. In finance and economics, it is very difficult to publish replica-
tion studies. Hence, there is a bias towards publishing “new” factors rather than
rigorously verifying the existence of discovered factors.

There are two ways to deal with the bias introduced by multiple testing: out-of-
sample validation and using a statistical framework that allows for multiple testing.’
When feasible, out-of-sample testing is the cleanest way to rule out spurious fac-
tors. In their study of anomalies, McLean and Pontiff (2014) take the out-of-sample
approach. Their results show a degradation of performance of identified anomalies
after publication which is consistent with the statistical bias. It is possible that this
degradation is larger than they document. In particular, they drop 10 of their 82
anomalies because they could not replicate the in-sample performance of published
studies. Given these non-replicable anomalies were not even able to survive routine
data revisions, they are likely to be insignificant strategies, either in-sample or out-
of-sample. The degradation from the original published “alpha” is 100% for these
strategies — which would lead to a higher average rate of degradation for the 82
strategies.

6Strictly speaking, different papers study different sample periods and hence focus on “different”
cross-sections of expected returns. However, the bulk of the papers we consider have substantial
overlapping sample periods. Also, if one believes that cross-sectional return patterns are stationary,
then these papers are studying roughly the same cross-section of expected returns.

“When just one hypothesis is tested, we use the term “individual test”, “single test” and “in-
dependent test” interchangeably. The last term should not be confused with any sort of stochastic
independence.

8See Rosenthal (1979) for one of the earliest and most influential works on publication bias.

9 Another approach to test factor robustness is to look at multiple asset classes. This approach
has been followed in several recent papers, e.g., Frazzini and Pedersen (2012) and Koijen, Moskowitz,
Pedersen and Vrugt (2012).



While the out-of-sample approach has many strengths, it has one important draw-
back: it cannot be used in real time.'® In contrast to many tests in the physical
sciences, we often need years of data to do an out-of-sample test. We pursue the mul-
tiple testing framework because it yields immediate guidance on whether a discovered
factor is real.

4.2 A Multiple Testing Framework

In statistics, multiple testing refers to simultaneous testing more than one hypothesis.
The statistics literature was aware of this multiplicity problem at least 50 years ago.!*
Early generations of multiple testing procedures focus on the control of the family-wise
error rate (see Section 4.3.1). More recently, increasing interest in multiple testing
from the medical literature has spurred the development of methods that control
the false-discovery rate (see Section 4.3.2). Nowadays, multiple testing is an active
research area in both the statistics and the medical literature.'?

Despite the rapid development of multiple testing methods, they have not at-
tracted much attention in the finance literature.!> Moreover, most of the research
that does involve multiple testing focuses on the Bonferroni adjustment, which is
known to be too stringent. Our paper aims to fill this gap by systematically intro-
ducing the multiple testing framework.

First, we introduce a hypothetical example to motivate a more general framework.
In Table 5, we categorize the possible outcomes of a multiple testing exercise. Panel
A displays an example of what the literature could have discovered and Panel B

10To make real time assessment in the out-of-sample approach, it is common to hold out some
data. However, this is not genuine out-of-sample testing as all the data are observable to researchers.
A real out-of-sample test needs data in the future.

HFor early research on multiple testing, see Scheffé’s method (Scheffé (1959)) for adjusting sig-
nificance levels in a multiple regression context and Tukey’s range test (Tukey (1977)) on pairwise
mean differences.

12Gee Shaffer (1995) for a review of multiple testing procedures that control for the family-wise
error rate. See Farcomeni (2008) for a review that focuses on procedures that control the false-
discovery rate.

13For the literature on multiple testing corrections for data snooping biases, see Sullivan, Tim-
mermann and White (1999, 2001) and White (2000). For research on data snooping and variable
selection in predictive regressions, see Foster, Smith and Whaley (1997), Cooper and Gulen (2006)
and Lynch and Vital-Ahuja (2012). For applications of multiple testing approach in the finance
literature, see for example Shanken (1990), Ferson and Harvey (1999), Boudoukh et al. (2007) and
Patton and Timmermann (2010). More recently, the false discovery rate and its extensions have
been used to study technical trading and mutual fund performance, see for example Barras, Scaillet
and Wermers (2010), Bajgrowicz and Scaillet (2012) and Kosowski, Timmermann, White and Wer-
mers (2006). Conrad, Cooper and Kaul (2003) point out that data snooping accounts for a large
proportion of the return differential between equity portfolios that are sorted by firm characteristics.
Bajgrowicz, Scaillet and Treccani (2013) show that multiple testing methods help eliminate a large
proportion of spurious jumps detected using conventional test statistics for high-frequency data.
Holland, Basu and Sun (2010) emphasize the importance of multiple testing in accounting research.

6



notationalizes Panel A to ease our subsequent definition of the general Type I error
rate — the chance of making at least one false discovery or the expected fraction of
false discoveries.

Table 2: Contingency Table in Testing M Hypotheses.

Panel A shows a hypothetical example for factor testing. Panel B
presents the corresponding notation in a standard multiple testing
framework.

Panel A: An Example

Unpublished Published  Total

Truly insignificant 500 50 550
Truly significant 100 50 150
Total 600 100 700

Panel B: The Testing Framework

Hy not rejected  Hj rejected Total

HQ True N0|a N0|r MO
Hj False Nyjq Ny, My
Total M—-R R M

Our example in Panel A assumes 100 published factors (denoted as R). Among
these factors, suppose 50 are false discoveries and the rest are real ones. In addition,
researchers have tried 600 other factors but none of them were found to be significant.
Among them, 500 are truly insignificant but the other 100 are true factors. The total
number of tests (M) is 700. Two types of mistakes are made in this process: 50 factors
are falsely discovered to be true while 100 true factors are buried in unpublished
work. Usual statistical control in a multiple testing context aims at reducing “50” or
“50/100”, the absolute or proportionate occurrence of false discoveries, respectively.
Of course, we only observe published factors because factors that are tried and found
to be insignificant rarely make it to publication.!* This poses a challenge since the
usual statistical techniques only handle the case where all test results are observable.

Panel B defines the corresponding terms in a formal statistical testing framework.
In a factor testing exercise, the typical null hypothesis is that a factor is not significant.
Therefore, a factor is insignificant means the null hypothesis is “true”. Using “0” (“1”)
to indicate the null is true (false) and “a” (“r”) to indicate acceptance (rejection), we
can easily summarize Panel A. For instance, Ny, measures the number of rejections

4Examples of publication of unsuccessful factors include Fama and MacBeth (1973) and Ferson
and Harvey (1993). Fama and MacBeth (1973) show that squared beta and standard deviation
of the market model residual have an insignificant role in explaining the cross-section of expected
returns. Overall, it is rare to publish “non-results” and all instances of published non-results are
coupled with significant results for other factors.



when the null is true (i.e. the number of false discoveries) and Ny|, measures the
number of acceptances when the null is false (i.e. the number of missed discoveries).
To avoid confusion, we try not to use standard statistical language in describing our
notation but rather words unique to our factor testing context. The generic notation
in Panel B is convenient for us to formally define different types of errors and describe
adjustment procedures in subsequent sections.

4.3 Type I and Type II Errors

For a single hypothesis test, a value « is used to control Type I error: the probability
of finding a factor to be significant when it is not. In a multiple testing framework,
restricting each individual test’s Type I error rate at « is not enough to control the
overall probability of false discoveries. The intuition is that, under the null that all
factors are insignificant, it is very likely for an event with « probability to occur when
many factors are tested. In multiple hypothesis testing, we need measures of the Type
I error that help us simultaneously evaluate the outcomes of many individual tests.

To gain some intuition on plausible measures of Type I error, we return to Panel
B of Table 5. Ny, and Ny, count the total number of the two types of errors:
Ny, counts false discoveries while Ny, counts missed discoveries. As generalized
from single hypothesis testing, the Type I error in multiple hypothesis testing is also
related to false discoveries — concluding a factor is “significant” when it is not. But,
by definition, we must draw several conclusions in multiple hypothesis testing, and
there is a possible false discovery for each. Therefore, plausible definitions of the
Type I error should take into account the joint occurrence of false discoveries.

The literature has adopted at least two ways of summarizing the “joint occur-
rence”. One approach is to count the total number of occurrences Ny,.. Ny, greater
than zero suggests incorrect statistical inference for the overall multiple testing prob-
lem — the occurrence of which we should limit. Therefore, the probability of event
Noj, > 0 should be a meaningful quantity for us to control. Indeed, this is the intu-
ition behind the family-wise error rate introduced later. On the other hand, when
the total number of discoveries R is large, one or even a few false discoveries may be
tolerable. In this case, Ny, is no longer a suitable measure; a certain false discovery
proportion may be more desirable. Unsurprisingly, the expected value of Ny, /R is
the focus of false discovery rate, the second type of control.

The two aforementioned measures are the most widely used in the statistics lit-
erature. Moreover, many other techniques can be viewed as extensions of these mea-
sures.'> We now describe each measure in detail.

5Holm (1979) is the first to formally define the family-wise error rate. Benjamini and Hochberg
(1995) define and study the false discovery rate. Alternative definitions of error rate include per
comparison error rate (Saville, 1990), positive false discovery rate (Storey, 2003) and generalized
false discovery rate (Sarkar and Guo, 2009).



4.3.1 Family-wise Error Rate

The family-wise error rate (FWER) is the probability of at least one Type I error:
FWER = Pr(No, > 1).

FWER measures the probability of even a single false discovery, irrespective of the
total number of tests. For instance, researchers might test 100 factors; FWER mea-
sures the probability of incorrectly identifying one or more factors to be significant.
Given significance or threshold level «, we explore two existing methods (Bonferroni
and Holm’s adjustment) to ensure FWER does not exceed a. Even as the number
of trials increases, FWER still measures the probability of a single false discovery.
This absolute control is in contrast to the proportionate control afforded by the false
discovery rate (FDR), defined below.

4.3.2 False Discovery Rate

The false discovery proportion (FDP) is the proportion of Type I errors:

NO|7" .
if R >0,
FDP =
0 ifR=0.
The false discovery rate (FDR) is defined as:
FDR = E[FDP).

FDR measures the expected proportion of false discoveries among all discoveries. It is
less stringent than FWER and usually much less so when many tests are performed.'¢

16There is a natural ordering between FDR and FWER. Theoretically, FDR is always bounded
above by FWER, i.e., FDR < FW ER. To see this, by definition,

N0|r

< E[I(NQ‘TZD‘R > O]PT(R > 0)
= Pr((Nojr > 1) N (R > 0))

< Pr(N, > 1) = FWER,

|R > 0]Pr(R > 0)

where [(y, >1) is an indicator function of event Ny, > 1. This implies that procedures that control
FWER under a certain significance level automatically control FDR under the same significance
level. In our context, a factor discovery criterion that controls FWER at « also controls FDR at a.



Intuitively, this is because FDR allows Ng,. to grow in proportion to R whereas FWER
measures the probability of making even a single Type I error.

Returning to Example A, Panel A shows that a false discovery event has occurred
under FWER since Nyj, = 50 > 1 and the realized FDP is high, 50/100 = 50%. This
suggests that the probability of false discoveries (FWER) and the expected proportion
of false discoveries (FDR) may be high.!” The remedy, as suggested by many FWER
and FDR adjustment procedures, would be to lower p-value thresholds for these
hypotheses. In terms of Panel A, this would turn some of the 50 false discoveries
insignificant and push them into the “Unpublished” category. Hopefully the 50 true
discoveries would survive this p-value “upgrade” and remain significant, which is only
possible if their p-values are relatively large.

On the other hand, Type II errors — the mistake of missing true factors — are
also important in multiple hypothesis testing. Similar to Type I errors, both the total
number of missed discoveries Ny, and the fraction of missed discoveries among all
abandoned tests Ny, /(M — R) are frequently used to measure the severity of Type II
errors.'® Ideally, one would like to simultaneously minimize the chance of committing
a Type I error and that of committing a Type II error. In our context, we would like
to include as few insignificant factors (i.e., as low a Type I error rate) as possible and
simultaneously as many significant ones (i.e., as low a Type II error rate) as possible.
Unfortunately, this is not feasible: as in single hypothesis testing, a decrease in the
Type I error rate often leads to an increase in the Type II error rate and vice versa.
We therefore seek a balance between the two types of errors. A standard approach is
to specify a significance level « for the Type I error rate and derive testing procedures
that aim to minimize the Type II error rate, i.e., maximize power, among the class
of tests with Type I error rate at most a.

When comparing two testing procedures that can both achieve a significance level
«, it seems reasonable to use their Type II error rates. However, the exact Type II
error rate typically depends on a set of unknown parameters and is therefore difficult
to assess.'® To overcome this difficulty, researchers frequently use distance of the

17Panel A only shows one realization of the testing outcome for a certain testing procedure (e.g.,
independent tests). To evaluate FWER and FDR, both of which are expectations and hence depend
on the underlying joint distribution of the testing statistics, we need to know the population of
the testing outcomes. To give an example that is compatible with Example A, we assume that the
t-statistics for the 700 hypotheses are independent. Moreover, we assume the t-statistic for a true
factor follows a normal distribution with mean zero and variance one, i.e., A/(0, 1); for a false factor,
we assume its t-statistic follows A(2,1). Under these assumptions about the joint distribution of
the test statistics, we find via simulations that FWER is 100% and FDR is 26%, both exceeding 5%.

18See Simes (1986) for one example of Type II error in simulation studies and Farcomeni (2008)
for another example in medical experiments.

9Tn single hypothesis testing, a typical Type II error rate is a function of the realization of the
alternative hypothesis. Since it depends on unknown parameter values in the alternative hypoth-
esis, it is difficult to measure directly. The situation is exacerbated in multiple hypothesis testing
because the Type II error rate now depends on a multi-dimensional unknown parameter vector. See
Zehetmayer and Posch (2010) for power estimation in large-scale multiple testing problems.
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actual Type I error rate to some pre-specified significance level as the measure for a
procedure’s efficiency. Intuitively, if a procedure’s actual Type I error rate is strictly
below «, we can probably push this error rate closer to a by making the testing
procedure less stringent, i.e., higher p-value threshold so there will be more discoveries.
In doing so, the Type II error rate is presumably lowered given the inverse relation
between the two types of error rates. Therefore, once a procedure’s actual Type I
error rate falls below a pre-specified significance level, we want it to be as close as
possible to that significance level in order to achieve the smallest Type II error rate.
Ideally, we would like a procedure’s actual Type I error rate to be exactly the same
as the given significance level.?°

Both FWER and FDR are important concepts that have wide applications in many
scientific fields. However, based on specific applications, one may be preferred over the
other. When the number of tests is very large, FWER controlling procedures tend to
become very tough and eventually lead to a very limited number of discoveries, if any.
Conversely, FWER, control is more desirable when the number of tests is relatively
small, in which case more discoveries can be achieved and at the same time trusted.
In the context of our paper, it is difficult to judge whether the number of tests in
the finance literature is large. First, we are unsure of the true number of factors that
have been tried. Although there are around 300 published ones, hundreds or even
thousands of factors might have been constructed and tested. Second, 300 may seem
a large number to researchers in finance but is very small compared to the number of
tests conducted in medical research.?! Given this difficulty, we do not take a stand
on the relative appropriateness of these two measures but instead provide adjusted
p-values for both. Researchers can compare their p-values with these benchmarks to
see whether FDR or even FWER is satisfied.

Related to the false discovery rate, recent research by Lehmann and Romano
(2005) tries to control the probability of the realized FDP exceeding a certain thresh-
old value, i.e., P(FDP > 7) < «a, where 7 is the threshold FDP value and « is the
significance level.?? Instead of the expected FDP (i.e., the FDR), Lehmann and Ro-
mano’s method allows one to make a statement concerning the realized FDP, which
might be more desirable in certain applications. For example, targeting the realized
FDP is a loss control method and seems more appropriate for risk management or
insurance. For our asset pricing applications, we choose to focus on the FDR. In
addition, it is difficult to tell whether controlling the realized FDP at v = 0.1 with a

29Tn our framework, individual p-values are sufficient statistics for us to make adjustment for
multiple tests. Each individual p-value represents the probability of having a t-statistic that is at
least as large as the observed one under the null hypothesis. What happens under the alternative
hypotheses (e.g., the power of the tests) does not directly come into play because hypothesis testing
in the frequentist framework has a primary focus on the Type I error rate. When we deviate from
the frequentist framework and consider Bayesian methods, the power of the tests becomes important
because Bayesian odds ratios put the Type I and Type II error rate on the same footing.

21For instance, tens of thousands of tests are performed in the analysis of DNA microarrays. See
Farcomeni (2008) for more applications of multiple testing in medical research.

22 Also see Romano and Shaikh (2006) and Romano, Shaikh and Wolf (2008).
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significance level of a = 0.05 is more stringent than controlling FDP at v = 0.2 with
a significance level of a = 0.01. While we use the FDR in our application, we provide
some details on the FDP methods in the Appendix.

4.4 P-value Adjustment: Three Approaches

The statistics literature has developed many methods to control both FWER and
FDR.23 We choose to present the three most well-known adjustments: Bonferroni,
Holm, and Benjamini, Hochberg and Yekutieli (BHY). Both Bonferroni and Holm
control FWER, and BHY controls FDR. Depending on how the adjustment is im-
plemented, they can be categorized into two general types of corrections: a “Single
step” correction equally adjusts each p-value and a “sequential” correction is an adap-
tive procedure that depends on the entire distribution of p-values. Bonferroni is a
single-step procedure whereas Holm and BHY are sequential procedures. Table 3
summarizes the two properties of the three methods.

Table 3: A Summary of p-value Adjustments

Adjustment type Single/Sequential Multiple test
Bonferroni Single FWER
Holm Sequential FWER

Benjamini, Hochberg and

Yekutieli (BHY) Sequential FDR

In the usual multiple testing framework, we observe the outcomes of all test statis-
tics, those rejected as well as not rejected. In our context, however, successful factors
are more likely to be published and their p-values observed. This missing observa-
tions problem is the main obstacle in applying existing adjustment procedures. In
appendix A, we propose a new general methodology to overcome this problem. For
now, we assume that all tests and their associated p-values are observed and detail
the steps for the three types of adjustments.

Suppose there are in total M tests and we choose to set FWER at oy, and FDR
at ag. In particular, we consider an example with the total number of tests M = 10
to illustrate how different adjustment procedures work. For our main results, we set
both a,, and a4 at 5%. Table 4, Panel A lists the t-ratios and the corresponding
p-values for 10 hypothetical tests. The numbers in the table are broadly consistent
with the magnitude of t-ratios that researchers report for factor significance. Note

ZMethods that control FWER include Holm (1979), Hochberg (1988) and Hommel (1988). Meth-
ods that control FDR include Benjamini and Hochberg(1995), Benjamini and Liu (1999) and Ben-
jamini and Yekutieli (2001).
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that all 10 factors will be “discovered” if we test one hypothesis at a time. Multiple
testing adjustments will usually generate different results.

Table 4: An Example of Multiple Testing

Panel A displays 10 t-ratios and their associated p-values for a hypothetical example. Panel
B and C explain Holm’s and BHY’s adjustment procedure, respectively. Bold numbers in
each panel are associated with significant factors under the specific adjustment procedure
of that panel. M represents the total number of tests (10) and ¢(M) = Zé‘il 1/j. k is
the order of p-values from lowest to highest. «,, is the significance level for Bonferroni’s
and Holm’s procedure and «y is the significance level for BHY’s procedure. Both numbers
are set at 5%. The threshold t-ratio for Bonferroni is 0.05%, for Holm 0.60% and for BHY
0.85%.

Panel A: 10 Hypothetical t-ratios and Bonferroni “significant” factors # of
discoveries
k 1 2 3 4 5 6 7 8 9 10
t-ratio 1.99 263 221 343 217 264 456 534 275 249 3
p-value (%) 466 085 271 0.05 3.00 084 0.00 0.00 0.60 1.28

Panel B: Holm adjusted p-values and “significant” factors

New order (k) n @ 6 (4) (5) (6) M  ® (9 (10
Old order k 8 7 4 9 6 2 10 3 5 1 4
p-value (%) 0.00 0.00 0.05 0.60 0.84 0.85 1.28 2.71 3.00 4.66
aw/(M+1—k) 0.50 0.56 0.63 0.71 [ 0.83 1.00 1.25 1.67 250 5.00
Panel C: BHY adjusted p-values and “significant” factors
New order (k) o e 6 4) (5) (6) ™M B (9 10
Old order k 8 7 4 9 6 2 10 3 5 1
p-value (%) 0.00 0.00 0.05 0.60 0.84 0.85 1.28 2.71 3.00 4.66 6

(k- aq)/(M X c(M))

0.15 0.21 0.50 0.70 0.85 1.00 1.20 1.35 1.55 1.70
ag = 5%

4.4.1 Bonferroni’s Adjustment

Bonferroni’s adjustment is as follows:

e Reject any hypothesis with p-value < S%:

pZBonferroni _ min[Mpi, 1]

Bonferroni applies the same adjustment to each test. It inflates the original p-value
by the number of tests M; the adjusted p-value is compared with the threshold value
Q-

Example 4.4.1 To apply Bonferroni’s adjustment to the example in Table 4, we
simply multiply all the p-values by 10 and compare the new p-values with a,, = 5%.
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Equivalently, we can look at the original p-values and consider the cutoff of 0.5%(=
@,y /10). This leaves the t-ratio of tests 4,7 and 8 as significant.

Using the notation in Panel B of Table 5 and assuming My of the M null hy-
potheses are true, Bonferroni operates as a single step procedure that can be shown
to restrict FWER at levels less than or equal to Mya,, /M, without any assumption
on the dependence structure of the p-values. Since My < M, Bonferroni also controls
FWER at level ay,.%*

4.4.2 Holm’s Adjustment

Sequential methods have recently been proposed to adjust p-values in multiple hy-
pothesis testing. They are motivated by a seminal paper by Schweder and Spjotvoll
(1982), who suggest a graphical presentation of the multiple testing p-values. In
particular, using N, to denote the number of tests that have a p-value exceeding p,
Schweder and Spjotvoll (1982) suggest plotting NN, against (1 — p). When p is not
very small, it is very likely that the associated test is from the null hypothesis. In this
case, the p-value for a null test can be shown to be uniformly distributed between 0
and 1. It then follows that for a large p and under independence among tests, the
expected number of tests with a p-value exceeding p equals Ty(1 — p), where Tj is the
number of null hypotheses, i.e., E(N,) = Tp(1 — p). By plotting N, against (1 — p),
the graph should be approximately linear with slope Tj for large p-values. Points on
the graph that substantially deviate from this linear pattern should correspond to
non-null hypotheses, i.e., discoveries. The gist of this argument — large and small
p-values should be treated differently — have been distilled into many variations of
sequential adjustment methods, among which we will introduce Holm’s method that

controls FWER and BHY’s method that controls FDR.

Holm’s adjustment is as follows:

e Order the original p-values such that pi1y < pe) < -+ pa) < -+ < pry and let
associated null hypotheses be H(y), H(g), - Hpy -+, Hur-

e Let k£ be the minimum index such that pg,) > ﬁ

e Reject null hypotheses Hyy - -- H(;_1) (i.e., declare these factors significant) but
not H(k) cee H(M)

24The number of true nulls My is inherently unknown, so we usually cannot make Bonferroni
more powerful by increasing ., to & = Ma,, /My (note that Moé/M = «,,). However some papers,
including Schweder and Spjotvoll (1982) and Hochberg and Benjamini (1990), try to improve the
power of Bonferroni by estimating M,. We try to achieve the same goal by using either Holm’s
procedure which also controls FWER or procedures that control FDR, an alternative definition of
Type I error rate.
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The equivalent adjusted p-value is therefore

pg)olm — min[r?il;x{(M -7+ 1)p(j)}, 1].

Holm’s adjustment is a step-down procedure: 2° for the ordered p-values, we start
from the smallest p-value and go down to the largest one. If %k is the smallest index
that satisfies p(y) > ﬁ, we will reject all tests whose ordered index is below k.

To explore how Holm’s adjustment procedure works, suppose kg is the smallest

index such that pg) > 374=5. This means that for k < ko, pp) < 5754=- In
particular, for £ = 1, Bonferroni = Holm, i.e., 9% = MJrf"—(kl) for k =2, 9% <

M++“(k:2), so Holm is less stringent than Bonferroni. Since less stringent hurdles are

applied to the second to the (ko — 1)th p-values, more discoveries are generated under
Holm’s than Bonferroni’s adjustment.

Example 4.4.2 To apply Holm’s adjustment to the example in Table 4, we first
order the p- Values in ascending order and try to locate the smallest index k& that
makes p(k) > 7= Table 4, Panel B shows the ordered p-values and the associated
7 +1 ’s. Starting from the smallest p-value and going up, we see that p() is below
i +11”_k until £ = 5, at which p() is above 57— +1 =. Therefore, the smallest & that
satisfies p(r) > 3754— 1s 5 and we reject the null hypothesis for the first four ordered
tests (we discover four factors) and fail to reject the null for the remaining six tests.
The original labels for the rejected tests are in the second row in Panel B. Compared
to Bonferroni, one more factor (9) is discovered, that is, four factors rather than
three are significant. In general, Holm’s approach leads to more discoveries and all

discoveries under Bonferroni are also discoveries under Holm'’s.

Like Bonferroni, Holm also restricts FWER at a,, without any requirement on the
dependence structure of p-values. It can also be shown that Holm is uniformly more
powerful than Bonferroni in that tests rejected (factors discovered) under Bonferroni
are always rejected under Holm but not vice versa. In other words, Holm leads
to at least as many discoveries as Bonferroni. Given the dominance of Holm over
Bonferroni, one might opt to only use Holm. We include Bonferroni because it is the
most widely used adjustment and a simple single-step procedure.

4.4.3 Benjamini, Hochberg and Yekutieli’s Adjustment

Benjamini, Hochberg and Yekutieli (BHY)’s adjustment is as follows:

25Viewing small p-values as “up” and large p-values as “down”, Holm’s procedure is a “step-
down” procedure in that it goes from small p-values to large ones. This terminology is consistent
with the statistics literature. Of course, small p-values are associated with “large” values of the test
statistics.

15



e As with Holm’s procedure, order the original p-values such that pqy < p) <
Py < - < peary and let associated null hypotheses be Hqy, Hay, -+« Hgy - - -

k
Mx (M) Yd-

e Let k be the maximum index such that pg) <

e Reject null hypotheses Hqy -+ - Hy but not Hp1y -+ Hp-
The equivalent adjusted p-value is defined sequentially as:

p(M) if 1 = M,
BHY __
O

min[pgff;, MXE(M)p(i)] ifi<M-—1.

where, ¢(M) is a function of the total number of tests M and controls for the generality
of the test. We adopt the choice in Benjamini and Yekutieli (2001) and set ¢(M) at

a value at which the procedure works under arbitrary dependence structure among
the p-values. We discuss alternative specifications of ¢(M) shortly.

In contrast to Holm’s, BHY’s method starts with the largest p-value and goes up
to the smallest one. If % is the largest index that satisfies pg) < W@d, we will
reject all tests (discover factors) whose ordered index is below or equal to k. Also,
note that a4 (significance level for FDR) is chosen to be a smaller number than a,

(significance level for FWER). The reason for such a choice is discussed in Section
4.6.

To explore how BHY works, let kg be the largest index such that p() < Wad.

This means that for k > ko, pg) > ﬁ(l\ﬂad' In particular, we have po41) >

A}@;}&)ad, P(ko+2) > %ad, s DM > ﬁw)ad. We see that the (kg + 1)th

to the last null hypotheses, not rejected, are compared to numbers smaller than oy,
the usual significance level in single hypothesis testing. By being stricter than single
hypothesis tests, BHY guarantees that the false discovery rate is below the pre-
specified significance level under arbitrary dependence structure among the p-values.
See Benjamini and Yekutieli (2001) for details on the proof.

Example 4.4.3 To apply BHY’s adjustment to the example in Table 4, we first
order the p-values in ascending order and try to locate the largest index k that satisfies

D) < Wad. Table 4, Panel C shows the ordered p-values and the associated
Wozd’s. Starting from the largest p-value and going down, we see that p, is
above ﬁ(M)ad until £ = 6, at which pg) is below ﬁad. Therefore, the smallest
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k that satisfies pg,) < Wad is 6 and we reject the null hypothesis for the first six
ordered tests and fail to reject for the remaining four tests. In the end, BHY leads

to six significant factors (8,7,4,9,6 and 2), three more than Bonferroni and two more
than Holm.26

Under independence among p-values, we can gain insight into the choice of pg)H Y

by interpreting pg)H Y as the solution to a post-experiment maximization problem.?”

In particular, assume all individual hypotheses are performed and their p-values col-

lected. It can be shown that pg)H Y is the solution to the following problem:

Objective : Choose p that maximizes the number of discoveries n(p),
Constraint : pM/n(p) < aq.

We first interpret the constraint. Under independence and when each hypothesis
is tested individually at level p, the expected number of false discoveries satisfies
E(Npr) < pM. Hence, after observing the outcome of the experiment and thus
conditional on having n(p) discoveries, the FDR is no greater than pM/n(p). The
constraint therefore requires the post-experiment FDR to satisfy the pre-specified
significance level. Under this constraint, the objective is to choose p to maximize
the number of discoveries. Since the constraint is satisfied for each realized p-value
sequence of the experiment, it is satisfied in expectation as well. In sum, pg.)H Y is the
optimal cutoff p-value (i.e., maximal number of discoveries) that satisfies the FDR
constraint for each outcome of the experiment.

The choice of ¢(M) determines the generality of BHY’s procedure. Intuitively,
the larger c(M) is, the more difficult it is to satisfy the inequality p(;) < Wad
and hence there will be fewer discoveries. This makes it easier to restrict the false
discovery rate below a given significance level since fewer discoveries are made. In
the original work that develops the concept of false discovery rate and related testing
procedures, ¢(M) is set equal to one. It turns out that under this choice, BHY is only
valid when the test statistics are independent or positively dependent.?® With our
choice of ¢(M), BHY is valid under any form of dependence among the p-values.?
Note with ¢(M) > 1, this reduces the size of ﬁ(ﬂ/")ad and it is tougher to satisfy

26For independent tests, 10/10 are discovered. For BHY, the effective cutoff is 0.85%, for Bon-
ferroni 0.50% and for Holm 0.60%. The cutoffs are all far smaller than the usual 5%.

2TThis interpretation is shown in Benjamini and Hochberg (1995). Under independence, c¢(M) = 1
is sufficient for BHY to work. See our subsequent discussions on the choice of ¢(M).

28Benjamini and Hochberg (1995) is the original paper that proposes FDR and sets ¢(M) =
1. They show their procedures restricts the FDR below the pre-specified significance level under
independence. Benjamini and Yekutieli (2001) and Sarkar (2002) later show that the choice of
¢(M) = 1 also works under positive dependence. For recent studies that assume specific dependence
structure to improve on BHY, see Yekutieli and Benjamini (1999), Troendle (2000), Dudoit and Van
der Laan (2008) and Romano, Shaikh and Wolf (2008). For a modified Type I error rate definition
that is analogous to FDR and its connection to Bayesian hypothesis testing, see Storey (2003).

29See Benjamini and Yekutieli (2001) for the proof.
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the inequality pg) < Mle( ) - That is, there will be fewer factors found to be
significant.

Figure 1: Multiple Test Thresholds for Example A
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The 10 p-values for Example A and the threshold p-value lines for various adjustment
procedures. All 10 factors are discovered under independent tests, three under Bonferroni,
four under Holm and six under BHY. The significance level is set at 5% for each adjustment
method.

Figure 1 summarizes Example A. It plots the original p-value sample as well as
threshold p-value lines for various adjustment procedures. We see the stark difference
in outcomes between multiple and single hypothesis testing. While all 10 factors
would be discovered under single hypothesis testing, only three to six factors would
be discovered under a multiple hypothesis test. Although single hypothesis testing
guarantees the Type I error of each test meets a given significance level, meeting the
more stringent FWER or FDR bound will lead us to discard a number of factors.

To summarize the properties of the three adjustment procedures, Bonferroni’s
adjustment is the simplest and inflates the original p-value by the total number of
tests. Holm’s adjustment is a refinement of Bonferroni but involves ordering of p-
values and thus depends on the entire distribution of p-values. BHY’s adjustment,
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unlike that of Bonferroni or Holm, aims to control the false discovery rate and also
depends on the distribution of p-values. Importantly, all three methods allow for
general dependence among the test statistics.

4.5 Summary Statistics

Figure 2 shows the history of discovered factors and publications.?® We observe a
dramatic increase in factor discoveries during the last decade. In the early period
from 1980 to 1991, only about one factor is discovered per year. This number has
grown to around five in the 1991-2003 period, during which a number of papers,
such as Fama and French (1992), Carhart (1997) and Pastor and Stambaugh (2003),
spurred interest in studying cross-sectional return patterns. In the last nine years, the
annual factor discovery rate has increased sharply to around 18. In total, 164 factors
were discovered in the past nine years, roughly doubling the 84 factors discovered in
all previous years. We do not include working papers in Figure 2. In our sample,
there are 63 working papers covering 68 factors.

We obtain t-ratios for each of the 316 factors discovered, including the ones in
working papers.®! The overwhelming majority of t-ratios exceed the 1.96 benchmark
for 5% significance.?? The non-significant ones typically belong to papers that propose
a number of factors. These likely represent only a small sub-sample of non-significant
t-ratios for all tried factors. Importantly, we take published t-ratios as given. That is,
we assume they are econometrically sound with respect to the usual suspects (data
errors, coding errors, misalignment, heteroskedasticity, autocorrelation, outliers, etc.).

4.6 P-value Adjustment When All Tests Are Published
(M = R)

We now apply the three adjustment methods previously introduced to the observed
factor tests, under the assumption that test results of all tried factors are available. We
know that this assumption is false since our sample under-represents all insignificant
factors by conventional significance standards: we only observe those insignificant

30To be specific, we only count those that have t-ratios or equivalent statistics reported. Roughly
20 new factors fail to satisfy this requirement. For details on these, see factors in Table 6 marked
with 1.

31The sign of a t-ratio depends on the source of risk or the direction of the long/short strategy.
We usually calculate p-values based on two-sided t-tests, so the sign does not matter. Therefore we
use absolute values of these t-ratios.

32The multiple testing framework is robust to outliers. The procedures are based on either the
total number of tests (Bonferroni) or the order statistics of t-ratios (Holm and BHY).
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factors that are published alongside significant ones. We design methods to handle
this missing data issue later.

Despite some limitations, our results in this section are useful for at least two
purposes. First, the benchmark t-ratio based on our incomplete sample provides a
lower bound of the true t-ratio benchmark. In other words, if M (total number of
tests) >R (total number of discoveries), then we would accept fewer factors than
when M = R,33, so future t-ratios need to at least surpass our benchmark to claim
significance. Second, results in this section can be rationalized within a Bayesian or
hierarchical testing framework.3* Factors in our list constitute an “elite” group: they
have survived academia’s scrutiny for publication. Placing a high prior on this group
in a Bayesian testing framework or viewing this group as a cluster in a hierarchical
testing framework, one can interpret results in this section as the first step factor
selection within an a priori group.

33This is always true for Bonferroni’s adjustment but not always true for the other two types of
adjustments. The Bonferroni adjusted t-ratio is monotonically increasing in the number of trials so
the t-ratio benchmark will only rise if there are more factors. Holm and BHY depend on the exact
t-ratio distribution so more factors do not necessarily imply a higher t-ratio benchmark.

34See Wagenmakers and Griinwald (2006) and Storey (2003) on Bayesian interpretations of tradi-
tional hypothesis testing. See Meinshausen (2008) for a hierarchical approach on variable selection.
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Based on our sample of observed t-ratios of published factors,?® we obtain three
benchmark t-ratios. In particular, at each point in time, we transform the set of
available t-ratios into p-values. We then apply the three adjustment methods to
obtain benchmark p-values. Finally, these p-value benchmarks are transformed back
into t-ratios, assuming that standard normal distribution well approximates the t-
distribution. To guide future research, we extrapolate our benchmark t-ratios 20
years into the future.

We choose to set o, at 5% (Holm, FWER) and a4 at 1% (BHY, FDR) for our
main results. Significance level is subjective, as in individual hypothesis testing where
conventional significance levels are usually adopted. Since FWER is a special case of
the Type I error in individual testing and 5% seems the default significance level in
cross-sectional studies, we set oy, at 5%. On the other hand, FDR is a weaker control
relative to FWER; moreover, it has no power in further screening individual tests if
FDR is set greater than or equal to the significance level of individual tests.3® We
therefore set FDR at 1% but will explain what happens when a4 is increased to 5%.

Figure 3 presents the three benchmark t-ratios. Both Bonferroni and Holm ad-
justed benchmark t-ratios are monotonically increasing in the number of discoveries.
For Bonferroni, the benchmark t-ratio starts at 1.96 and increases to 3.78 by 2012.
It reaches 4.00 in 2032. The corresponding p-values for 3.78 and 4.00 are 0.02% and
0.01% respectively, much lower than the starting level of 5%. Holm implied t-ratios
always fall below Bonferroni t-ratios, consistent with the fact that Bonferroni always
results in fewer discoveries than Holm. However, Holm tracks Bonferroni closely
and their differences are small. BHY implied benchmarks, on the other hand, are
not monotonic. They fluctuate before year 2000 and stabilize at 3.39 (p-value =
0.07%) after 2010. This stationarity feature of BHY implied t-ratios, inherent in the
definition of FDR, is in contrast to Bonferroni and Holm. Intuitively, at any fixed
significance level a, the Law of Large Numbers forces the false discovery rate (FDR)

35There are at least two ways to generate t-ratios for a risk factor. One way is to show that
factor related sorting results in cross-sectional return patterns that are not explained by standard
risk factors. The t-ratio for the intercept of the long/short strategy returns regressed on common
risk factors is usually reported. The other way is to use factor loadings as explanatory variables
and show that they are related to the cross-section of expected returns after controlling for standard
risk factors. Individual stocks or stylized portfolios (e.g., Fama-French 25 portfolios) are used as
dependent variables. The t-ratio for the factor risk premium is taken as the t-ratio for the factor.
In sum, depending on where the new risk factor or factor returns enter the regressions, the first way
can be thought of as the left hand side (LHS) approach and the second the right hand side (RHS)
approach. For our data collection, we choose to use the RHS t-ratios. When they are not available,
we use the LHS t-ratios or simply the t-ratios for the average returns of long/short strategies if the
authors do not control for other risk factors.

36When tests are all significant based on single testing and for Benjamini and Hochberg (1995)’s
original adjustment algorithm (i.e., ¢(M) = 1), BHY yields the same results as single testing. To see
this, notice that the threshold for the largest p-value becomes ay in BHY’s method. As a result, if
all tests are individually significant at level ay, the largest p-value would satisfy p(ys) < aq. Based
on BHY'’s procedure, this means we reject all null hypotheses. In our context, the p-values for
published factors are all below 5% due to hidden tests. Therefore, under ¢(M) = 1, if we set aq
equal to 5%, all of these factors will be still be declared as significant under multiple testing.
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to converge to a constant.?” If we change oy to 5%, the corresponding BHY implied
benchmark t-ratio is 2.78 (p-value = 0.54%) in 2012 and 2.81 (p-value = 0.50%) in
2032, still much higher than the 1.96 staring value. In sum, taking into account of
testing multiplicity, we believe the minimum threshold t-ratio for 5% significance is
about 2.8, which corresponds to a p-value of 0.5%.

To see how the new t-ratio benchmarks better differentiate the statistical signifi-
cance of factors, in Figure 3 we mark the t-ratios of a few prominent factors. Among
these factors, HML, MOM, DCG, SRV and MRT are significant across all types of
t-ratio adjustments, EP, LIQ and CVOL are sometimes significant and the rest are
never significant.

4.7 Robustness

Our three adjustment methods are able to control their Type I error rates (FWER
for Bonferroni and Holm; FDR for BHY) under arbitrary distributional assumptions
about the test statistics. However, if the test statistics are positively correlated, then
all three methods might be conservative in that too few factors are discovered. Then
again, counteracting this conservatism is our incomplete coverage of tried factors.
By adding factors to our current sample, certain adjusted threshold t-ratios (e.g.,
Bonferroni) will increase, making our current estimates less conservative. We discuss
the dependence issue in this section and address the incomplete coverage issue in the
Appendix.

4.7.1 Test statistics dependence

In theory, under independence, Bonferroni and Holm approximately achieve the pre-
specified significance level o when the number of tests is large.>® On the other hand,
both procedures tend to generate fewer discoveries than desired when there is a certain
degree of dependence among the tests. Intuitively, in the extreme case where all tests
are the same (i.e., correlation = 1.0), we do not need to adjust at all: FWER is the

37This intuition is precise for the case when tests are independent. When there is dependence,
we need the dependence to be weak to apply the Law of Large Numbers.

38To see this for Bonferroni, suppose tests are independent and all null hypotheses are true. We
have

FWER = Pr(Nyj, > 1)
=1— Pr(Noj, =0)
=1-(1-a/n)"

n—oo

— 1 —exp(—a) =«

where n denotes the number of tests. The last step approximation is true when « is small.
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same as the Type I error rate for single tests. Hence, the usual single hypothesis test
is sufficient. Under either independence or positive dependence, the actual Type I
error rate of BHY is strictly less than the pre-specified significance level, i.e., BHY is
too stringent in that too few factors are discovered.??

Having discussed assumptions for the testing methods to work efficiently, we now
try to think of scenarios that can potentially violate these assumptions. First, factors
that proxy for the same type of risk may be dependent. Moreover, returns of long-
short portfolios designed to achieve exposure to a particular type of factor may be
correlated. For example, hedge portfolios based on dividend yield, earnings yield
and book-to-market are correlated. Other examples include risk factors that reflect
financial constraints risk, market-wide liquidity and uncertainty risk. If this type
of positive dependence exists among test statistics, all three methods would likely to
generate fewer significant factors than desired. There is definitely some dependence in
our sample. As mentioned previously, there are a number of factors with price in the
denominator which are naturally correlated. Another example is that we count four
different idiosyncratic volatility factors. On the other hand, most often factors need to
“stand their ground” to be publishable. In the end, if you think we are overcounting
at 316, consider taking a haircut to 113 factors (the number of “common” factors).
Figure 3 shows that our main conclusions do not materially change. For example,
the Holm at 113 factors is 3.29 (p-value = 0.10%) while Holm at 316 factors is 3.64
(p-value = 0.03%).

Second, research studying the same factor but based on different samples will
generate highly dependent test statistics. Examples include the sequence of papers
studying the size effect. We try to minimize this concern by including, with a few
exceptions, only the original paper that proposes the factor. To the extent that our
list includes few such duplicate factors, our method greatly reduces the dependence
that would be introduced by including all papers studying the same factor but for
different sample periods.

Finally, when dependence among test statistics can be captured by Pearson corre-
lations among contemporaneous strategy returns, we present a new model in Section
5 to systematically incorporate the information in test correlations.

4.7.2 The Case When M > R

To deal with the hidden tests issue when M > R, we propose in Appendix A a
simulation framework to estimate benchmark t-ratios. The idea is to first back out
the underlying distribution for the t-statistics of all tried factors; then, to generate

39See footnote 4.4.3 and the references therein.
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benchmark t-ratio estimates, apply the three adjustment procedures to simulated
t-statistics samples.*0

Based on our estimates, 71% of all tried factors are missing. The new benchmark
t-ratios for Bonferroni and Holm are estimated to be 4.01 and 3.96, respectively; both
slightly higher than when M = R. This is as expected because more factors are tried
under this framework. The BHY implied t-ratio increases from 3.39 to 3.68 at 1%
significance and from 2.78 to 3.18 at 5% significance. In sum, across various scenarios,
we think the minimum threshold t-ratio is 3.18, corresponding to BHY’s adjustment
for M > R at 5% significance. Alternative cases all result in even higher benchmark
t-ratios. Please refer to Appendix A for the details.

4.7.3 A Bayesian Hypothesis Testing Framework

We can also study multiple hypothesis testing within a Bayesian framework. One
major obstacle of applying Bayesian methods in our context is the unobservability of
all tried factors. While we propose new frequentist methods to handle this missing
data problem, it is not clear how to structure the Bayesian framework in this con-
text. In addition, the high dimensionality of the problem raises concerns on both the
accuracy and the computational burden of Bayesian methods.

Nevertheless, ignoring the missing data issue, we outline a standard Bayesian
multiple hypothesis testing framework in Appendix B and explain how it relates
to our multiple testing framework. We discuss in detail the pros and cons of the
Bayesian approach. In contrast to the frequentist approach, which uses generalized
Type I error rates to guide multiple testing, the Bayesian approach relies on the
posterior likelihood function and thus contains a natural penalty term for multiplicity.
However, this simplicity comes at the expense of having a restrictive hierarchical
model structure and independence assumptions that may not be realistic for our factor
testing problem. Although extensions incorporating certain forms of dependence
are possible, it is unclear what precisely we should do for the 316 factors in our
list. In addition, even for the Bayesian approach, final reject/accept decision still
involves threshold choice. Finally, as the number of tests becomes large, the Bayesian
approach gets computationally challenging.#! Due to these concerns, we choose not to
implement the Bayesian approach and instead discuss it briefly. We leave extensions
of the basic Bayesian framework that could possibly alleviate the above concerns to
future research.

40The underlying assumption for the model in Appendix A is the independence among t-statistics,
which may not be plausible given our previous discussions on test dependence. In that case, our
structural model proposed in Section 5 provides a more realistic data generating process for the
cross-section of test statistics.

41 The calculation of the posterior likelihood function involves multiple integrals. As the number
of tests becomes large, simulation approaches such as importance sampling may become unstable in
calculating these high-dimensional integrals.
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4.7.4 Methods Controlling the FDP

Instead of FDR, recent research by Lehmann and Romano (2005) develops methods
to directly control the realized FDP. In particular, they propose a stepdown method
to control the probability of FDP exceeding a threshold value. Since their definition
of Type I error (i.e., P(FDP > ) where v is the threshold FDP value) is different
from either FWER or FDR, results based on their methods are not comparable to
ours. However, the main conclusion is the same. For instance, when v = 0.10 and
a = 0.05, the benchmark t-ratio is 2.70 (p-value = 0.69%), much lower than the
conventional cutoff of 1.96. The details are presented in Appendix C.

5 Correlation Among Test Statistics

Although the BHY method is robust to arbitrary dependence among test statistics,
it does not use any information about the dependence structure. Such information,
when appropriately incorporated, can be helpful in making the method more accurate
(i.e., less conservative). We focus on the type of dependence that can be captured
by Pearson correlation. As one way to generate correlation among test statistics, we
focus on the correlation among contemporaneous variables (i.e., factor returns) that
constitute the test statistics. This is perhaps the most important source of correlation
as contemporaneous returns are certainly affected by the movements of the same set
of macroeconomic and market variables. Therefore, in our context, the dependence
among test statistics is equivalent to the correlation among strategy returns.

Multiple testing corrections in the presence of correlation has only been consid-
ered in the recent statistics literature. Existing methods include bootstrap based
permutation tests and direct statistical modeling. Permutation tests resample the
entire dataset and construct an empirical distribution for the pool of test statistics.?
Through resampling, the correlation structure in the data is taken into account and
no model is needed. In contrast, direct statistical modeling makes additional distri-
butional assumptions on the data generating process. These assumptions are usually
case dependent as different kinds of correlations are more plausible under different
circumstances.*?

42Westfall(1993) and Ge et al. (2003) are the early papers that suggest the permutation resam-
pling approach in multiple testing. Later development of the permutation approach tries to reduce
computational burden by proposing efficient alternative approaches. Examples include Lin (2005),
Conneely and Boehnke (2007) and Han, Kang and Eskin (2009).

43See Sun and Cai (2008) and Wei et al. (2009).
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In addition, recent research in finance explores bootstrap procedures to assess the
statistical significance of individual tests.** Most of these studies focus on mutual
fund evaluation. They bootstrap the time-series of mutual fund returns and obtain an
empirical distribution for the t-ratio for each fund. In contrast, our approach focuses
on the joint distribution of the t-ratios, as both FWER and FDR depend on the
cross-section of t-ratios. As such, we are able to apply a multiple testing framework
to the cross-section of factor tests.

Our data pose a challenge to existing methods both in finance and statistics be-
cause we do not always observe the time-series of strategy returns (when a t-ratio
is based on long-short strategy returns) or the time-series of slopes in cross-sectional
regressions (when a t-ratio is based on the slope coefficients in cross-sectional regres-
sions). Often all we have is the single t-statistic that summarizes the significance of a
factor. We propose a novel approach to overcome this missing data problem. It is in
essence a direct modeling approach but does not require the full information of the
return series based on which the t-statistic is constructed. In addition, our approach
is flexible enough to incorporate various kinds of distributional assumptions. We ex-
pect it to be a valuable addition to the multiple testing literature, especially when
only test statistics are observable.

Our method first proposes a structural model to describe the data generating pro-
cess for the cross-section of returns. It highlights the key statistical properties for
returns in our context and is flexible enough to incorporate various kinds of depen-
dence. Through the structural model, we link Type I error rates in multiple testing to
the few structural parameters in the model. Finally, we estimate the model using the
t-statistics for published factors and provide multiple testing adjusted t-ratios based
on the estimated structural model.*?

5.1 A Model with Correlations

For each factor, suppose researchers construct a corresponding long-short trading
strategy and normalize the return standard deviation to be o = 15% per year, which
is close to the annual volatility of the market index.4% In particular, let the normalized

44Gee Efron (1979) for the original work in the statistics literature. For recent finance applications,
see Kosowski, Timmermann, White, and Wermers (2006), Kosowski, Naik and Teo (2007), Fama
and French (2010) and Cao, Chen, Liang and Lo (2013).

45See Harvey and Liu (2014b) for further details of our approach.

46Notice that this assumption is not necessary for our approach. Fixing the standard deviations
of different strategies eliminates the need to separately model them, which can be done through a
joint modeling of the mean and variance of the cross-section of returns. See Harvey and Liu (2014b)
for further discussions on this.
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strategy return in period t for the i-th discovered strategy be X;;. Then the t-stat
for testing the significance of this strategy is:

Ti= () Xia/N)/(0/VN).

Assuming joint normality and zero serial correlation for strategy returns, this t-stat
has a normal distribution

T; ~ N(pi/(0/VN), 1),

where u; denotes the population mean of the strategy. The u;’s are unobservable and
hypothesis testing under this framework amounts to testing p; > 0. We assume that
each p; is an independent draw from the following mixture distribution:

pi ~ polyu—oy + (1 — po)Exp(A),

where Iy,,_gy is the distribution that has a point mass at zero, Exp(A) is the expo-
nential distribution that has a mean parameter A and pg is the probability of drawing
from the point mass distribution. This mixture distribution assumption is the core
component for Bayesian multiple testing?” and succinctly captures the idea of hypoth-
esis testing in the traditional frequentist’s view: while there are a range of possible
values for the means of truly profitable strategies, a proportion of strategies should
have a mean that is indistinguishable from zero. The exponential assumption is not
essential for our model as more sophisticated distributions (e.g., a Gamma distribu-
tion featuring two free parameters) can be used. We use the exponential distribution
for its simplicity*® and perhaps more importantly, for it being consistent with the
intuition that more profitable strategies are less likely to exist. An exponential dis-
tribution captures this intuition by having a monotonically decreasing probability
density function.

Next, we incorporate correlations into the above framework. Among the various
sources of correlations, the cross-sectional correlations among contemporaneous re-
turns are the most important for us to take into account. This is because, unlike
time-series correlations for individual return series, cross-sectional return correlations
are caused by macroeconomic or market movements and can have a significant impact
on multiple testing correction. Other kinds of correlations can be easily embedded
into our framework as well.*?

47See Appendix B for a brief discussion on the Bayesian approach for multiple testing.

48 As shown later, we need to estimate the parameters in the mixture model based on our t-
statistics sample. An over-parameterized distribution for the continuous distribution in the mixture
model, albeit flexible, may result in imprecise estimates. We therefore use the simple one-parameter
exponential distribution family.

49To incorporate the serial correlation for individual strategies, we can model them as simple
autoregressive processes. To incorporate the spatial structure in the way that factors are discovered
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As a starting point, we assume that the contemporaneous correlation between
two strategies’ returns is p. The non-contemporaneous correlations are assumed to
be zero. That is,

COI‘I‘(Xi’t,Xj,t) = P Z#]u
Corr(Xis, Xjs) = 0, t#s.

Finally, to incorporate the impact of hidden tests, we assume that M factors are
tried but only factors that exceed a certain t-ratio threshold are published. We set
the threshold t-statistic at 1.96 and focus on the sub-sample of factors that have a
t-statistic larger than 1.96. However, as shown in Appendix A, factors with marginal
t-ratios (i.e., t-ratios just above 1.96) are less likely to be published than those with
larger t-ratios. Therefore, our sub-sample of published t-ratios only covers a fraction
of t-ratios above 1.96 for tried factors. To overcome this missing data problem, we
assume that our sample covers a fraction r of t-ratios in between 1.96 and 2.57 and
that all t-ratios above 2.57 are covered. We bootstrap from the existing t-ratio sample
to construct the full sample. For instance, when r = 1/2, we simply duplicate the
sample of t-ratios in between 1.96 and 2.57 and maintain the sample of t-ratios above
2.57 to construct the full sample. For the baseline case, we set r = 1/2, consistent
with the analysis in Appendix A. We try alternative values of 7 to see how the results
change.?”

Given the correlation structure and the sampling distribution for the means of
returns, we can fully characterize the distributional properties of the cross-section of
returns. We can also determine the distribution for the cross-section of t-statistics as
they are functions of returns. Based our sample of t-statistics for published research,
we match key sample statistics with their population counterparts in the model.

The sample statistics we choose to match are the quantiles of the sample of t-
statistics and the sample size (i.e., the total number of discoveries). Two concerns
motivate us to use quantiles. First, sample quantiles are less susceptible to outliers

(i.e., a group of factors discovered during a certain period can be related to each other due to
the increased research intensity on that group for that period), we can impose a Markov structure
on the time-series of p;’s. See Sun and Cai (2008) for an example of spatial dependence for the
null hypotheses. Lastly, to accommodate the intuition that factors within a class should be more
correlated than factors across classes, we can use a block diagonal structure for the correlation matrix
for strategy returns. See Harvey and Liu (2014b) for further discussion of the kinds of correlation
structures that our model is able to incorporate.

500ur choice of the threshold t-ratio is smaller than the 2.57 threshold in Appendix A. This is
for model identification purposes. With a large t-ratio threshold (e.g., t= 2.57), factors that are
generated under the null hypothesis (i.e., false discoveries) are observed with a low probability as
their t-ratios rarely exceed the threshold. With little presence of these factors in the sample, certain
parameters (e.g., po) are poorly identified. In short, we cannot estimate the probability of drawing
from the null hypothesis accurately if we rarely observe a factor that is generated from the null
hypothesis. We therefore lower the threshold to allow a better estimation of the model. For more
details on the selection of the threshold t-ratio, see Harvey and Liu (2014b).
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compared to means and other moment-related sample statistics. Our t-ratio sample
does have a few very large observations and we expect quantiles to be more useful
descriptive statistics than the mean and the standard deviation. Second, simulation
studies show that quantiles in our model are more sensitive to changes in parameters
than other statistics. To offer a more efficient estimation of the model, we choose to
focus on quantiles.

In particular, the quantities we choose to match and their values for the baseline
sample (i.e., 7 = 1/2) are given by:

T = Total number of discoveries = 353,

@1 = The 20th percentile of the sample of t-statistics = 2.39,
@2 = The 50th percentile of the sample of t-statistics = 3.16,
@3 = The 90th percentile of the sample of t-statistics = 6.34.

These three quantiles are representative of the spectrum of quantiles and can be
shown to be most sensitive to parameter changes in our model. Fixing the model
parameters, we can also obtain the model implied sample statistics T, 01, )2, and ()3
through simulations.?* The estimation works by seeking to find the set of parameters
that minimizes the following objective function:

3
D\, po, M, p) = wo(T = T)* + > wi(Qi — Qi)°

=1

where wy and {w;}?_; are the weights associated with the squared distances. Mo-
tivated by the optimal weighting for the Generalized Method of Moments (GMM)
estimators, we set these weights at wg = 1 and w; = wy = w3 = 10,000. They can
be shown to have the same magnitude as the inverses of the variances of the corre-
sponding model implied sample statistics across a wide range of parameter values and
should help improve estimation efficiency.??

5IModel implied quantiles are difficult (and most likely infeasible) to calculate analytically. We
obtain them through simulations. In particular, for a fixed set of parameters, we simulate 5,000
independent samples of t-statistics. For each sample, we calculate the four summary statistics. The
median of these summary statistics across the 5,000 simulations are taken as the model implied
statistics.

52We do not pursue a likelihood-based estimation. Our framework models each factor to have
a mean return that follows a mixture distribution. Depending on the factor being true or not, the
indicator variable in the mixture distribution can take one of two values. However, we never know
if a factor is indeed true or not so the indicator variable is latent. It needs to be integrated out
in a likelihood-based approach. Given that we have more than a thousand factors, the calculation
of the integral for the likelihood function becomes infeasible. Existing methods such as the EM
(Expectation Maximization) algorithm may mitigate the computational burden but there is an
additional issue. Our model involves a search for the number of factors so the number of variables
that need to be integrated out is itself random. These difficulties lead us to a GMM-based approach.
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We estimate the three parameters (A, pg, and M) in the model and choose to
calibrate the correlation coefficient p. In particular, for a given level of correlation p,
we numerically search for the model parameters (), pg, M) that minimize the objective
function D(A, po, M, p).

We choose to calibrate the amount of correlation because the correlation coeffi-
cient is likely to be weakly identified in this framework. Ideally, to have a better
identification of p, we would like to have t-statistics that are generated from samples
that have varying degrees of overlap.”® We do not allow this in either our estima-
tion framework (i.e., all t-statistics are generated from samples that cover the same
period) or our data (we do not record the specific period for which the t-statistic
is generated). As a result, our results are best interpreted as the estimated t-ratio
thresholds for a hypothetical level of correlation. Nonetheless, we provide a brief dis-
cussion on the plausible levels of correlation in later sections. For additional details
about the estimation method and its performance, we refer the readers to Harvey and
Liu (2014b).

To investigate how correlation affects multiple testing, we follow an intuitive sim-
ulation procedure. In particular, fixing A, pg and M at their estimates, we know the
data generating process for the cross-section of returns. Through simulations, we are
able to calculate the previously defined Type I error rates (i.e., FWER and FDR) for
any given threshold t-ratio. We search for the optimal threshold t-ratio that exactly
achieves a pre-specified error rate.

5.2 Results

Our estimation framework assumes a balanced panel with M factors and N periods
of returns. We need to assign a value to N. Returns for published works usually
cover a period ranging from twenty to fifty years. In our framework, the choice of
N does not affect the distribution of 7; under the null hypothesis (i.e., u; = 0) but
will affect 7; under the alternative hypothesis (i.e., g; > 0). When p; is different
from zero, T; has a mean of y;/(0/v/N). A larger N reduces the noise in returns and
makes it more likely for 7; to be significant. To be conservative (i.e., less likely to
generate significant t-ratios under the alternative hypotheses), we set N at 240 (i.e.,
twenty years). Other specifications of N change the estimate of A but leave the other
parameters almost intact. In particular, the threshold t-ratios are little changed for
alternative values of N.

The results are presented in Table 5. Across different correlation levels, A (the
mean parameter for the exponential distribution that represents the mean returns

53Intuitively, t-statistics that are based on similar sample periods are more correlated than t-
statistics that are based on distinct sample periods. Therefore, the degree of overlap in sample
period helps identify the correlation coefficient. See Ferson and Chen (2013) for a similar argument
on measuring the correlations among fund returns.
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for true factors) is consistently estimated at 0.55% per month. This corresponds to
an annual factor return of 6.6%. Therefore, we estimate the average mean returns
for truly significant factors to be 6.6% per annum. Given that we standardize factor
returns by an annual volatility of 15%, the average annual Sharpe ratio for these
factors is 0.44 (or monthly Sharpe ratio of 0.13).54

For the other parameter estimates, both pg and M are increasing in p. Focusing
on the baseline case in Panel A and at p = 0, we estimate that researchers have
tried M = 1297 factors and 60.4% (= 1 — 0.396) are true discoveries. When p is
increased to 0.60, we estimate that a total of M = 1775 factors have been tried
and around 39.9% (= 1 — 0.601) are true factors. Notice that we can estimate the
average total number of discoveries by M x (1 — py) if we were able to observe which
distribution the factor mean is drawn from. This estimate is around 750 when the
level of correlation is not too high (i.e., p < 0.8). Of course, in reality we cannot
observe the underlying distribution for the factor mean and have to rely on the t-
statistics. As a result, a significant fraction of these 750 factors are discarded because
their associated t-statistics cannot overcome the threshold t-ratio.

Turning to the estimates of threshold t-ratios and focusing on FWER, we see that
they are not monotonic in the level of correlation. Intuitively, two forces are at work
in driving these threshold t-ratios. On the one hand, both py and M are increasing
in the level of correlation. Therefore, more factors — both in absolute value and
in proportion — are drawn from the null hypothesis. To control the occurrences of
false discoveries based on these factors, we need a higher threshold t-ratio. On the
other hand, a higher correlation among test-statistics reduces the required threshold
t-ratio. In the extreme case when all test statistics are perfectly correlated, we do
not need multiple testing adjustment at all. These two forces work against each other
and result in the non-monotonic pattern for the threshold t-ratios under FWER. For
FDR, it appears that the impact of larger py and M dominates so that the threshold
t-ratios are increasing in the level of correlation.

Across various correlation specifications, our estimates show that in general a t-
ratio of 3.9 and 3.0 is needed to control FWER at 5% and FDR at 1%, respectively.®
Notice that these numbers are not far away from our previous estimates of 3.78 (Holm
adjustment that controls FWER at 5%) and 3.38 (BHY adjustment that controls FDR
at 1%). However, these seemingly similar numbers are generated through different
mechanisms. Our current estimate assumes a certain level of correlation among re-
turns and relies on an estimate of more than 1,300 for the total number of trials. On

540ur estimates are robust to the sample percentiles that we choose to match. For instance, fixing
the level of correlation at 0.2, when we use the 10th together with the 50th and 90th percentiles of
the sample of t-statistics, our parameter estimate is (pg, A, M) = (0.390,0.548,1287). Alternatively,
when we use the 80th together with the 20th and 50th percentiles of the sample of t-statistics, our
parameter estimate is (po, A, M) = (0.514,0.579,1493). Both estimates are in the neighborhood of
our baseline model estimate.

55To save space, we choose not to discuss the performance of our estimation method. Harvey and
Liu (2014b) provide a detailed simulation study of our model.
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the other hand, our previous calculation assumes that the 316 published factors are
all the factors that have been tried but does not specify a correlation structure.

Table 5: Estimation Results: A Model with Correlations

We estimate the model with correlations. r is the assumed proportion of missing
observations for factors with a t-ratio in between 1.96 and 2.57. Panel A shows the
results for the baseline case when r = 1/2 and Panel B shows the results for the case
when 7= 2/3. p is the correlation coefficient between two strategy returns in the same
period. pg is the probability of having a strategy that has a mean of zero. A is the
mean parameter of the exponential distribution for the means of the true factors. M
is the total number of trials.

t-ratio
p Po A(%) M  FWER(%) FWER(1%) FDR(5%) FDR(1%)
(monthly)
Panel A: r = 1/2 (Baseline)

0 0.396 0.550 1,297 3.89 4.28 2.16 2.88
0.2 0.444 0.555 1,378 3.91 4.30 2.27 2.95
0.4 0485 0.554 1,477 3.81 4.23 2.34 3.05
0.6 0.601 0.555 1,775 3.67 4.15 243 3.09
0.8 0.840 0.560 3,110 3.35 3.89 2.59 3.25

Panel B: r = 2/3

0 0.683 0.550 2,458 4.17 4.55 2.69 3.30
0.2 0.722 0.551 2,696 4.15 4.54 2.76 3.38
0.4 0.773 0.552 3,031 4.06 4.45 2.80 3.40
0.6 0.885 0.562 4,339 3.86 4.29 291 3.55
0.8 0.922 0.532 5,392 3.44 4.00 2.75 3.39

5.3 How Large Is p?
Our sample has limitations in making a direct inference on the level of correlation.
To give some guidance, we provide indirect evidence on the plausible levels of p.

First, the value of the optimized objective function sheds light on the level of p.
Intuitively, a value of p that is more consistent with the data generating process should
result in a lower optimized objective function. Across the various specifications of p
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in Table 5, we find that the optimized objective function reaches its lowest point when
p = 0.2. Therefore, our t-ratio sample suggests a low level of correlation. However,
this evidence is only suggestive given the weak identification of p in our model.

Second, we draw on external data source to provide inference. In particular, we
gain access to the S&P CAPITAL IQ database, which includes detailed information
on the time-series of returns of over 400 factors for the US equity market. Calculating
the average correlation among these equity risk factors for the 1985-2014 period, we
estimate p to be around 0.15.

Finally, existing studies in the literature provide guidance on the level of correla-
tion. McLean and Pontiff (2014) estimate the correlation among anomaly returns to
be around 0.05. Green, Hand and Zhang (2012) focus on accounting-based factors and
find the average correlation to be between 0.06 and 0.20. Focusing on mutual fund
returns, Barras, Scaillet and Wermers (2010) argue for a correlation of zero among
fund returns while Ferson and Chen (2013) calibrate this number to be between 0.04
and 0.09.

Overall, we believe that the average correlation among factor returns should be
low, possibly in the neighborhood of 0.20.

5.4 How Many True Factors Are There?

The number of true discoveries using our method seems high given that most of us
have a prior that there are only a handful of true systematic risk factors. However,
many of these factors that our method deems statistically true have tiny Sharpe
Ratios. For example, around 70% of them have a Sharpe Ratio that is less than 0.5.
From a modeling perspective, we impose a monotonic exponential density for the
mean returns of true factors. Hence, by assumption the number of discoveries will be
decreasing in the mean return.

Overall, statistical evidence can only get us this far in terms of getting rid of the
false discoveries. It is hard to further reduce the number of discoveries to the level
that we believe is true. This is a limitation not only to our framework but probably
any statistical framework that relies on individual p-values. To see this, suppose the
smallest t-ratio among true risk factors is 3.0 and assume our sample covers 50 risk
factors that all have a t-ratio above 3.0. Then based on statistical evidence only, it
is impossible to rule out any of these 50 factors from the list of true risk factors.

We agree that a further scrutiny of the factor universe is a highly meaningful ex-
ercise. There are at least two routes we can take. One route is to introduce additional
testable assumptions that a systematic risk factor has to satisfy to claim significance.
Pukthuanthong and Roll (2014) use the principle components of the cross-section of
realized returns to impose such assumptions. The other route is to incrementally
increase the factor list by thoroughly evaluating the economic contribution of a risk
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factor. Harvey and Liu (2014d) provide such a framework. We expect both lines of
research to help in culling the number of factors.

6 Conclusion

At least 316 factors have been tested to explain the cross-section of expected returns.
Most of these factors have been proposed over the last ten years. Indeed, Cochrane
(2011) refers to this as “a zoo of new factors”. Our paper argues that it is a serious
mistake to use the usual statistical significance cutoffs (e.g., a t-ratio exceeding 2.0)
in asset pricing tests. Given the plethora of factors and the inevitable data mining,
many of the historically discovered factors would be deemed “significant” by chance.

Our paper presents three conventional multiple testing frameworks and proposes
a new one that particularly suits research in financial economics. While these frame-
works differ in their assumptions, they are consistent in their conclusions. We argue
that a newly discovered factor today should have a t-ratio that exceeds 3.0. We
provide a time-series of recommended “cutoffs” from the first empirical test in 1967
through to present day. Many published factors fail to exceed our recommended
cutoffs.

While a ratio of 3.0 (which corresponds to a p-value of 0.27%) seems like a very
high hurdle, we also argue that there are good reasons to expect that 3.0 is too low.
First, we only count factors that are published in prominent journals and we sample
only a small fraction of the working papers. Second, there are surely many factors
that were tried by empiricists, failed, and never made it to publication or even a
working paper. Indeed, the culture in financial economics is to focus on the discovery
of new factors. In contrast to other fields such as medical science, it is rare to publish
replication studies of existing factors. Given that our count of 316 tested factors is
surely too low, this means the t-ratio cutoff is likely even higher.?®

Should a t-ratio of 3.0 be used for every factor proposed in the future? Probably
not. A case can be made that a factor developed from first principles should have a
lower threshold t-ratio than a factor that is discovered as a purely empirical exercise.
Nevertheless, a t-ratio of 2.0 is no longer appropriate — even for factors that are
derived from theory.

In medical research, the recognition of the multiple testing problem has led to
the disturbing conclusion that “most claimed research findings are false” (loannidis
(2005)). Our analysis of factor discoveries leads to the same conclusion — many of the
factors discovered in the field of finance are likely false discoveries: of the 296 published

56In astronomy and physics, even higher threshold t-ratios are often used to control for testing
multiplicity. For instance, the high profile discovery of Higgs Boson has a t-ratio of more than 5
(p-value less than 0.0001%). See ATLAS Collaboration (2012), CMS Collaboration (2012), and
Harvey and Liu (2014c).
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significant factors, 158 would be considered false discoveries under Bonferonni, 142
under Holm, 132 under BHY (1%) and 80 under BHY (5%). In addition, the idea that
there are so many factors is inconsistent with the principal component analysis, where,
perhaps there are five “statistical” common factors driving time-series variation in
equity returns (Ahn, Horenstein and Wang (2012)).

The assumption that researchers follow the rules of classical statistics (e.g., ran-
domization, unbiased reporting, etc.) is at odds with the notion of individual incen-
tives which, ironically, is one of the fundamental premises in economics. Importantly,
the optimal amount of data mining is not zero since some data mining produces
knowledge. The key, as argued by Glaeser (2008), is to design appropriate statisti-
cal methods to adjust for biases, not to eliminate research initiatives. The multiple
testing framework detailed in our paper is true to this advice.

Our research quantifies the warnings of both Fama (1991) and Schwert (2003).
We attempt to navigate the zoo and establish new benchmarks to guide empirical
asset pricing tests.
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A Multiple Testing When the Number of Tests
(M) is Unknown

The empirical difficulty in applying standard p-value adjustments is that we do not
observe factors that have been tried, found to be insignificant and then discarded.
We attempt to overcome this difficulty using a simulation framework. The idea is
first simulate the empirical distribution of p-values for all experiments (published
and unpublished) and then adjust p-values based on these simulated samples.

First, we assume the test statistic (t-statistic, for instance) for any experiment
follows a certain distribution D (e.g., exponential distribution) and the set of pub-
lished works is a truncated D distribution. Based on the estimation framework for
truncated distributions,?” we estimate parameters of distribution D and total number
of trials M. Next we simulate many sequences of p-values, each corresponding to a
plausible set of p-value realizations of all trials. To account for the uncertainty in
parameter estimates of D and M, we simulate p-value sequences based on the distri-
bution of estimated D and M. Finally, for each p-value, we calculate the adjusted
p-value based on a sequence of simulated p-values. The median is taken as the final
adjusted p-value.

A.1 Using Truncated Exponential Distribution to Model the

t-ratio Sample

Truncated distributions have been used to study hidden tests (i.e., publication bias)
in medical research.’® The idea is that studies reporting significant results are more
likely to get published. Assuming a threshold significance level or t-statistic, re-
searchers can to some extent infer the results of unpublished works and gain under-
standing of the overall effect of a drug or treatment. However, in medical research,
insignificant results are still viewed as an indispensable part of the overall statisti-
cal evidence and are given much more prominence than in the financial economics
research. As a result, medical publications tend to report more insignificant results.
This makes applying the truncated distribution framework to medical studies difficult
as there is no clear-cut threshold value.? In this sense, the truncated distributional
framework suits our study better — 1.96 is the obvious hurdle that research needs to
overcome to get published.

57See Heckman (1979) and Greene (2008), Chapter 24.

8See Begg and Berlin (1988) and Thornton and Lee (2000).

59When the threshold value is unknown, it must be estimated from the likelihood function.
However, such estimation usually incurs large estimation errors.
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On the other hand, not all tried factors with p-value above 1.96 are reported.
In the quantitative asset management industry significant results are not published
— they are considered “trade secrets”. For the academic literature, factors with
“borderline” t-ratios are difficult to get published. Thus, our sample is likely missing
a number of factors that have t-ratios just over the bar of 1.96. To make our inference
robust, for our baseline result, we assume all tried factors with t-ratios above 2.57 are
observed and ignore those with t-ratios in the range of (1.96, 2.57). We experiment
with alternative ways to handle t-ratios in this range.

Many distributions can be used to model the t-ratio sample. One restriction that
we think any of these distributions should satisfy is the monotonicity of the density
curve. Intuitively, it should be easier to find factors with small t-ratios than large
ones.%? We choose to use the simplest distribution that incorporates this monotonicity
condition: the exponential distribution.

Panel A of Figure A.1 presents the histogram of the baseline t-ratio sample and the
fitted truncated exponential curve.b! The fitted density closely tracks the histogram
and has a population mean of 2.07.2 Panel B is a histogram of the original t-ratio
sample which, as we discussed before, is likely to under-represent the sample with a
t-ratio in the range of (1.96, 2.57). Panel C is the augmented t-ratio sample with
the ad hoc assumption that our sample covers only half of all factors with t-ratios
between 1.96 and 2.57. The population mean estimate is 2.22 in Panel B and 1.93
in Panel C. As expected, the under-representation of relatively small t-ratios results
in a higher mean estimate for the t-ratio population. We think the baseline model is
the best among all three models as it not only overcomes the missing data problem
for the original sample, but also avoids guessing the fraction of missing observations
in the 1.96-2.57 range. We use this model estimates for the follow-up analysis.

Using the baseline model, we calculate other interesting population characteristics
that are key to multiple hypothesis testing. Assuming independence, we model ob-
served t-ratios as draws from an exponential distribution with mean parameter A and
a known cutoff point of 2.57. The proportion of unobserved factors is then estimated
as:

P(unobserved) = ®(2.57; A) = 1 — exp(—2.57/)) = 71.1% (A.1)

60T his basic scarcity assumption is also the key ingredient in our model in Section 5.

61There are a few very large t-ratios in our sample. We fit the truncated exponential model
without dropping any large t-ratios. In contrast to the usual normal density, exponential distribution
is better at modeling extreme observations. In addition, extreme values are pivotal statistics for
heavy-tailed distributions and are key for model estimation. While extreme observations are included
for model estimation, we exclude them in Figure A.1 to better focus on the main part of the t-ratio
range.

520ur truncated exponential distribution framework allows a simple analytical estimate for the
population mean of the exponential distribution. In particular, let ¢ be the truncation point and
the t-ratio sample be {t;},. The mean estimate is given by A = 1/(f — ¢), where = (Zivzl t;)/N
is the sample mean.
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Figure A.1: Density Plots for t-ratio

Panel A: Baseline t-ratio > 2.57 sample
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Empirical density and fitted exponential density curves based on three different samples.
Panel A is based on the baseline sample that includes all t-ratios above 2.57. Panel B is
based on the original sample with all t-ratios above 1.96. Panel C is based on the augmented
sample that adds the sub-sample of observations that fall in between 1.96 and 2.57 to the
original t-ratio sample. It doubles the number of observations within the range of 1.96 and
2.57 in the original sample. A is the single parameter for the exponential curve. It gives the
population mean for the unrestricted (i.e., non-truncated) distribution.

where ®(c; ) is the cumulative distribution function evaluated at ¢ for a exponen-
tial distribution with mean A. Our estimates indicate that the mean absolute value of
the t-ratio for the underlying factor population is 2.07 and about 71.1% of tried factors
are discarded. Given that 238 out of the original 316 factors have a t-ratio exceeding
2.57, the total number of factor tests is estimated to be 824 (= 238/(1 —71.1%)) and
the number of factors with a t-ratio between 1.96 and 2.57 is estimated to be 82.63
Since our t-ratio sample covers only 57 such factors, roughly 30% (=(82-57)/82) of
t-ratios between 1.96 and 2.57 are hidden.

53Directly applying our estimate framework to the original sample that includes all t-ratios above
1.96, the estimated total number of factor tests would be 713. Alternatively, assuming our sample
only covers half of the factors with t-ratios between 1.96 and 2.57, the estimated number of factors
is 971.
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A.2 Simulated Benchmark t-ratios Under Independence

The truncated exponential distribution framework helps us approximate the distri-
bution of t-ratios for all factors, published and unpublished. We can then apply the
aforementioned adjustment techniques to this distribution to generate new t-ratio
benchmarks. However, there are two sources of sampling and estimation uncertainty
that affect our results. First, our t-ratio sample may under-represent all factors with
t-statistics exceeding 2.57.54 Hence, our estimates of total trials are biased (too low),
which affects our calculation of the benchmarks. Second, estimation error for the
truncated exponential distribution can affect our benchmark t-ratios. Although we
can approximate the estimation error through the usual asymptotic distribution the-
ory for MLE, it is unclear how this error affects our benchmark t-ratios. This is
because t-ratio adjustment procedures usually depend on the entire t-ratio distribu-
tion and so standard transformational techniques (e.g., the delta method) do not
apply. Moreover, we are not sure whether our sample is large enough to trust the
accuracy of asymptotic approximations.

Given these concerns, we propose a simulation framework that incorporates these
uncertainties. We divide it into four steps:

Step I Estimate A and M based on a new t-ratio sample with size r x R.

Suppose our current t-ratio sample size is R and it only covers a fraction of 1/r
of all factors. We sample r x R t-ratios (with replacement) from the original
t-ratio sample. Based on this new t-ratio sample, we apply the above truncated
exponential distribution framework to the t-ratios and obtain the parameter
estimates A for the exponential distribution. The truncation probability is cal-
culated as P = d(2.57; 5\) We can then estimate the total number of trials
by

M rR

~

1-P

Step II Calculate the benchmark t-ratio based on a random sample gen-
erated from A and M .

Based on the previous step estimate of A and M , we generate a random sample
of t-ratios for all tried factors. We then calculate the appropriate benchmark
t-ratio based on this generated sample.

Step III Repeat Step 11 10,000 times to get the median benchmark t-ratio.

Repeat Step II (based on the same A and M ) 10,000 times to generate a collec-
tion of benchmark t-ratios. We take the median as the final benchmark t-ratio
corresponding to the parameter estimate (A, M).

64This will happen if we miss factors published by the academic literature or we do not have
access to the “trade secrets” by industry practitioners.
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Step IV Repeat Step I-111 10,000 times to generate a distribution of bench-
mark t-ratios.

Repeat Step I-I11 10,000 times, each time with a newly generated t-ratio sample
as in Step I. For each repetition, we obtain a benchmark t-ratio t; correspond-
ing to the parameter estimates (S\Z,Ml) In the end, we have a collection of
benchmark t-ratios {t;}29%0.

To see how our procedure works, notice that Steps II-III calculate the theoretical
benchmark t-ratio for a t-ratio distribution characterized by (5\, M ). As a result, the
outcome is simply one number and there is no uncertainty around it. Uncertainties are
incorporated in Steps [ and I'V. In particular, by sampling repeatedly from the original
t-ratio sample and re-estimating A and M each time, we take into account estimation
error of the truncated exponential distribution. Also, under the assumption that
neglected significant t-ratios follow the empirical distribution of our t-ratio sample,
by varying r, we can assess how this under-representation of our t-ratio sample affects
results.

Table A.2 shows estimates of M and benchmark t-ratios. When r = 1, the
median estimate for the total number of trials is 817,%° almost the same as our
previous estimate of 820 based on the original sample. Unsurprisingly, Bonferroni
implied benchmark t-ratio (4.01) is larger than 3.78, which is what we get ignoring
unpublished works. Holm implied t-ratio (3.96), while not necessarily increasing in the
number of trials, is also higher than before (3.64). BHY implied t-ratio increases from
3.39 to 3.68 at 1% significance and from 2.78 to 3.18 at 5% significance. As r increases,
sample size M and benchmark t-ratios for all four types of adjustments increase.
When r doubles, the estimate of M also approximately doubles and Bonferroni and
Holm implied t-ratios increase by about 0.2, whereas BHY implied t-ratios increase
by around 0.03 (under both significance levels).

650ur previous estimate of 820 is a one-shot estimate based on the truncated sample. The results
in Table A.2 are based on repeated estimates based on re-sampled data: we re-sample many times
and 817 is the median of all these estimates. It is close to the one-shot estimate.
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Table A.2: Benchmark t-ratios When M is Estimated

Estimated total number of factors tried (M) and benchmark t-ratio percentiles based on
a truncated exponential distribution framework. Our estimation is based on the original
t-ratio sample truncated at 2.57. The sampling ratio is the assumed ratio of the true
population size of t-ratios exceeding 2.57 over our current sample size. Both Bonferroni
and Holm have a significance level of 5%.

Sampling ratio M Bonferroni Holm BHY (1%) BHY (5%)
(r) [10%  90%] [10%  90%)] [10% 90% ] [10%  90%] [10% 90%]

1 817 4.01 3.96 3.68 3.17
[731 947 [3.98 4.04] [3.92  4.00] [3.63 3.74] [3.12 3.24]

1.5 1234 4.11 4.06 3.70 3.20
[1128 1358 ] [4.08 4.13] [4.03 4.09) [3.66 3.74] [3.16 3.24]

2 1646 4.17 4.13 3.71 3.21
[1531 1786 ] [4.15 4.19) [4.11 4.15) [3.67 3.75] [3.18 3.25]
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B A Simple Bayesian Framework

The following framework is adopted from Scott and Berger (2006). It highlights the
key issues in Bayesian multiple hypothesis testing.®®¢ More sophisticated generaliza-
tions modify the basic model but are unlikely to change the fundamental hierarchical
testing structure.” We use this framework to explain the pros and cons of performing
multiple testing in a Bayesian framework.

The hierarchical model is as follows:
H1. (Xi|pi, 0% ) “ N (Yipi, 0%),
H2. plr* % N(0,72),vilpo % Ber(1 — po),

H3. (72702) ~ 7T1(72702)>P0 ~ m2(po)-
We explain each step in detail as well as the notation:

H1. X; denotes the average return generated from a long-short trading strategy
based on a certain factor; j; is the unknown mean return; o2 is the common
variance for returns and -; is an indicator function, with «; = 0 indicating a
zero factor mean. +; is the counterpart of the reject/accept decision in the usual
(frequentists’) hypothesis testing framework.

H1 therefore says that factor returns are independent conditional on mean ~;u;
and common variance o2, with «; = 0 indicating that the factor is spurious.
The common variance assumption may look restrictive but we can always scale
factor returns by changing the dollar investment in the long-short strategy. The
crucial assumption is conditional independence of average strategy returns. Cer-
tain form of conditional independence is unavoidable for Bayesian hierarchical
modeling® — probably unrealistic for our application. We can easily think of
scenarios where average returns of different strategies are correlated, even when
population means are known. For example, it is well known that two of the most
popular factors, the Fama and French (1992) HML and SMB are correlated.

66We choose to present the full Bayes approach. An alternative approach — the empirical-Bayes
approach — is closely related to the BHY method that controls the false-discovery rate (FDR). See
Storey (2003) and Efron and Tibshirani (2002) for the empirical-Bayes interpretation of FDR. For
details on the empirical-Bayes method, see Efron, Tibshirani, Storey and Tusher (2001), Efron (2004)
and Efron (2006). For an in-depth investigation of the differences between the full Bayes and the
empirical-Bayes approach, see Scott and Berger (2010). For an application of the empirical-Bayes
method in finance, see Markowitz and Xu (1994).

67See Meng and Dempster (1987) and Whittemore (2007) for more works on the Bayesian ap-
proach in hypothesis testing.

68 Conditional independence is crucial for the Bayesian framework and the construction of poste-
rior likelihoods. Although it can be extended to incorporate special dependence structures, there is
no consensus on how to systematically handle dependence. See Brown et al. (2012) for a discussion
of independence in Bayesian multiple testing. They also propose a spatial dependence structure into
a Bayesian testing framework.
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H2. The first step population parameters yu;’s and 7;’s are assumed to be generated
from two other parametric distributions: u;’s are independently generated from
a normal distribution and ~;’s are simply generated from a Bernoulli distribu-
tion, i.e., 7; = 0 with probability pg.

The normality assumption for the p;’s requires the reported X;’s to randomly
represent either long/short or short/long strategy returns. If researchers have
a tendency to report positive abnormal returns, we need to randomly assign to
these returns plus/minus signs. The normality assumptions in both H1 and H2
are important as they are necessary to guarantee the properness of the posterior
distributions.

H3. Finally, the two variance variables 72 and o2 follow a joint prior distribution 7;
and the probability py follows a prior distribution ms.

Objective or “neutral” priors for m; and 7y can be specified as:

771(7'2,02) o (7’2—1-02)_2

ma(pg) = Uniform(0,1)

Under this framework, the joint conditional likelihood function for X;’s is simply a
product of individual normal likelihood functions and the posterior probability that
vi = 1 (discovery) can be calculated by applying Bayes’ law. When the number of
trials is large, to calculate the posterior probability we need efficient methods such as
importance sampling, which involves high dimensional integrals.

One benefit of a Bayesian framework for multiple testing is that the multiplicity
penalty term is already embedded. In the frequentists’ framework, this is done by
introducing FWER or FDR. In a Bayesian framework, the so-called “Ockham’s ra-
zor effect”%? automatically adjusts the posterior probabilities when more factors are
simultaneously tested.”® Simulation studies in Scott and Berger (2006) show how the
discovery probabilities for a few initial signals increase when more noise are added to
the original sample.

However, there are several shortcomings for the Bayesian approach. Some of them
are specific to the context of our application and the others are generic to the Bayesian
multiple testing framework.

At least two issues arise when applying the Bayesian approach to our factor se-
lection problem. First, we do not observe all tried factors. While we back out the
distribution of hidden factors parametrically under the frequentist framework, it is not
clear how the missing data and the multiple testing problems can be simultaneously

69See Jefferys and Berger (1992).

"Intuitively, more complex models are penalized because extra parameters involve additional
sources of uncertainty. Simplicity is rewarded in a Bayesian framework as simple models produce
sharp predictions. See the discussions in Scott (2009).
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solved under the Bayesian framework. Second, the hierarchical testing framework
may be overly restrictive. Both independence as well as normality assumptions can
have a large impact on the posterior distributions. Although normality can be some-
what relaxed by using alternative distributions, the scope of alternative distributions
is limited as there are only a few distributions that can guarantee the properness
of the posterior distributions. Independence, as we previously discussed, is likely to
be violated in our context. In contrast, the three adjustment procedures under the
frequentists’ framework are able to handle complex data structures since they rely on
only fundamental probability inequalities to restrict their objective function — the
Type I error rate.

There are a few general concerns about the Bayesian multiple testing framework.
First, it is not clear what to do after obtaining the posterior probabilities for indi-
vidual hypotheses. Presumably, we should find a cutoff probability P and reject all
hypotheses that have a posterior discovery probability larger than P. But then we
come back to the initial problem of finding an appropriate cutoff p-value, which is
not at all a clear task. Scott and Berger (2006) suggest a decision-theoretic approach
that chooses the cutoff P by minimizing a loss-function. The parameters of the loss-
function, however, are again subjective. Second, the Bayesian posterior distributions
are computationally challenging. We document three hundred factors but there are
potentially many more if missing factors are taken into account. When M gets large,
importance sampling is a necessity. However, results of importance sampling rely
on simulations and subjective choices of the centers of the probability distributions
for random variables. Consequently, two researchers trying to calculate the same
quantity might get very different results. Moreover, in multiple testing, the curse of
dimensionality generates additional risks for Bayesian statistical inference.” These
technical issues create additional hurdles for the application of the Bayesian approach.

"1See Liang and Kelemen (2008) for a discussion on the computational issues in Bayesian multiple
testing.
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C Method Controlling the FDP

We apply the methods developed in Lehmann and Romano (2005) to control the
realized FDP. The objective is P(FDP > v) < «, where ~ is the threshold FDP
value and « is the significance level. Fixing 7 and «, we order the individual p-
values from the smallest to the largest (i.e., pqy < p) < --- < par) and let the
corresponding hypotheses be Hyy, H(g), -, Hyr). We then reject the i-th hypothesis
if piy < @;/Clyprj41, Where

([ + Da
M+ |vi] +1—74

"1
j=1

67

Here, for a real number z, |x| denotes the greatest integer that is no greater than z.
Similar to ¢(M) in BHY’s adjustment, C|,s|1; allow one to control the FDP under
arbitrary dependence structure of the p-values.

Table C.1 shows the benchmark t-ratios based on our sample of 316 factors for
different levels of FDP thresholds and significance . The benchmark t-ratios are
higher when the FDP thresholds are tougher (i.e., 7 is lower) or when the significance
levels are lower (i.e., a is lower). For typical values of v and «, the benchmark t-
ratios are significantly lower than conventional values, consistent with previous results
based on the FWER or FDR methods. For instance, when v = 0.10 and a = 0.05,
the benchmark t-ratio is 2.70 (p-value = 0.69%), much higher than the conventional
cutoff of 1.96.

Table C.1: Benchmark t-ratios for Lehmann and Romano (2005)

Estimated benchmark t-ratios based on
Lehmann and Romano (2005). The objective
is P(FDP > v) < a.

v =0.05 v =0.10 v =0.20
a=0.01 3.70 3.46 3.25
o =0.05 3.04 2.70 2.38
a=0.10 2.38 2.16 2.16
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D FAQ

D.1 Specific Questions

o Why is FWER called “rate” when it is a single number? (Section 4.3)

FWER has been used by the statistics literature a long time ago, even be-
fore 1979. However, Holm (1979) seems to be the first one that formally defines
the family-wise error rate. Terms used in Holm (1979) are different from our
current presentation. Our “family-wise” terminology is likely first mentioned in
Cox (1982) and later formally defined in Hochberg and Tamhane (1987). “Rate”
is the standard terminology nowadays, though we are not sure of the historical
reason for calling it “rate” instead of probability. But we notice people using
“Type I error rate” instead of “Type I error probability” in single hypothesis
testing. We think that “probability” can be used interchangeably with “rate”
since “probability” is “rate” in frequentists’ view.

e How can we tell in real time the errors? (Section 4.3.2)

We never know the “true” errors. Even with out-of-sample testing, all we can
tell is how likely it is for a factor to be “real” for one particular realization of
historical returns.

e [s it possible to set the actual Type I error rate to be exactly at the pre-specified
level? (Section 4.3.2)

Any adjustment procedure has a theoretically implied upper bound on the Type
I error rate. This bound is the “actual Type I error rate” (as opposed to the re-
alized Type I error rate for a particular outcome of a multiple test) and usually
achievable under specific distributional assumptions (e.g.,negative dependence
among p-values as in BHY). We usually use the distance between this bound
and the pre-specified significance level to measure the goodness of a procedure.
In reality, for a particular sequence of p-value realizations, e.g., 316 p-values for
our 316 factors, we cannot do much. By following a specific adjustment proce-
dure, we can say what the maximal ezpected Type I error rate is if we repeat
such multiple testing many times, each time with a different p-value sequence.
Comparing two procedures A and B, we want to know whether the expected
Type I error rate (after integrating out the randomness in the return data) un-
der A is closer to the significance level than it is under B. It makes little sense
to compare A and B based on a particular outcome (e.g., 316 p-values) of a
multiple test.
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o Why doesn’t the t-value go to something much larger than 3.5 after so many
tests (Section 4.6)

We report t-ratios not p-values. Suppose you start with a cutoff p-value of
0.05. For a single test, the t-ratio needs to be 2.0 or above. Now consider
a multiple testing framework. For simplicity, consider the Bonferroni test. If
there are two tests, appropriate cutoff is a p-value of 0.025. For 10 tests, the
p-value drops to 0.005. The table below shows the number of multiple tests
necessary for certain levels of t-ratios. For example, if we had 87,214 tests, then
the Bonferroni would require the factor to have a t-ratio of 5.0 to be deemed
significant (p-value of 0.00000057).

Table D.1: Bonferroni t-ratios and Required Number of Tests

Bonferroni t-ratios, cut-off p-values and the required number of tests.

t-ratio p-value # of Bonferroni tests
2 0.05 1
3 0.0027 19
4 0.000063 789
5 0.00000057 87,214
6 0.0000000020 25,340,000
7 2.56 x 10712 1.95 x 100
8 1.33 x 1071 3.75 x 1013

e Why is there a drop for the time-series of BHY implied t-ratios? (Section 4.6)

In Figure 3, there seems to be a drop for BHY implied t-ratios around 1995.
Unlike Bonferroni or Holm, BHY implied benchmark t-ratios are not necessar-
ily monotonically increasing in the number of factors. This is because false
discovery rate (FDR) is about the proportion of false discoveries among all dis-
coveries. Given a set of t-ratios for the years before 1995, suppose we find the
BHY implied adjusted t-ratio. In year 1995, suppose we observe a set of large
t-ratios. These large t-ratios will likely increase the denominator of FDR (i.e.,
the number of discoveries R). At the same time, they are unlikely to increase
the numerator (i.e., the number of false discoveries Nojr). As a result, including
this new set of large t-ratios into the previous t-ratio set, the new BHY im-
plied benchmark t-ratio will likely decrease. The highly significant t-ratios for
1995 dilute the proportion of false discoveries made based on the t-ratios from
previous years.

e [s “ ..control their Type I error rates under arbitrary distributional assump-
tions” really true? Suppose we had 186 factors but they were 99% correlated —
effectively just one factor. This seems to me to be a situation where independent
test criterion is appropriate. (Section 4.7)
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The statement is correct and the concern is about the Type II rather than
Type I error of the testing procedure. In the example, it is true that indepen-
dent criterion makes more sense. But multiple testing procedures are also able
to control the Type I error rates, albeit too much in this case. For instance,
Bonferroni implies a threshold t-ratio of 3.8 when there are 316 factors. If most
of the factors are perfectly correlated, then the FWER under Bonferroni’s cri-
terion is effectively zero. Since zero is less than any pre-specified significance
level, the tests still control what they are supposed to control — Type I error
rate (FWER or FDR). Of course, the power of the test, which, as previously
discussed, can be measured by the distance between the actual Type I error
rate and the pre-specified level, would be too low.

How does incomplete coverage of “significant” factors affect our results? (Sec-
tion 4.7)

It is likely that our sample somewhat under-represents the population of sig-
nificant factors. As previously discussed, there are a number of causes for this
under-coverage. First, there are some truly significant factors that were tested as
insignificant and never made it to publication. Second, we are highly selective in
choosing among working papers. Third, we only consider the top three finance
journals in choosing among published works. This under-coverage will impact
our t-value cutoffs. To quantitatively evaluate this impact, we tabulate a new
set of cutoffs: those generated under different degrees of under-representation
of the population of significant factors. Table D.2 reports the cutoff t-statistics
for 2012. Assuming a true population size over our sample size ratio of r, we
report adjusted t-ratios for our three approaches.”> The top row corresponds
to a sample size ratio of one, i.e., our original sample. We see that when the
true population is twice as large as our sample, Bonferroni implied benchmark
t-ratio increases from 3.78 to 3.95 and Holm from 3.64 to 3.83. Relative to the
percentage change in t-ratios, the corresponding change in p-values is large. For
Bonferroni, p-value changes from 0.016% to 0.008%; for Holm from 0.027% to
0.013%. Both p-values drop by at least half. For BHY, however, the change is
less dramatic. This is consistent with our previous discussion of the stationarity
of BHY. In sum, we think a robust t-ratio range for Bonferroni and Holm is
3.6-4.0; for BHY, 3.3-3.4 when ay = 1% and 2.80-2.85 when ag = 5%.

72 Assuming this r ratio and sample size N, we obtain Bonferroni adjusted t-ratios straightfor-
wardly based on total number of factors Nr. For Holm and BHY, we sample (with replacement)
N(r — 1) values from the recent 10 years’ t-ratios sample. Together with the original sample, we
have an augmented sample of Nr t-ratios. We follow Holm or BHY to get the adjusted t-ratio
benchmarks for each augmented sample. Finally, we generate W = 1000 such augmented samples
and take the median as the final benchmark t-ratio. When Nr or N(r — 1) are not integers, we use
the smallest integer that is greater than or equal to N7 and N(r — 1), respectively.
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Table D.2: Cutoff t-ratios for Alternative Sample Sizes

Benchmark t-ratios and their associated p-values for the three multiple testing adjustments
for 2012. Sample size ratio is true population size over our sample size. Both Bonferroni
and Holm have a significance level of 5%.

Sample size ratio (r) Bonferroni Holm BHY (1%) BHY (5%)
for significant factors [p-value] [p-value] [p-value] [p-value]
1 3.78 3.64 3.34 2.78
[0.016%) [0.027%) [0.08%] [0.544%)
2 3.95 3.83 3.39 2.81
[0.008%] [0.013%] [0.070%) [0.495%]
3 4.04 3.93 3.41 2.84
[0.005%] [0.008%] [0.065%] [0.451%]

e Haven't there been recent advances in Bayesian literature with respect to multi-
ple testing? (Appendiz B)

In papers that apply the Bayesian testing method, there are many new ways that
try to handle inadequacies. For instance, to relax the independence assumption,
Brown et al. (2012) introduce an autoregressive dependence structure because
their data are obtained sequentially. But they have to assume that noise from
the autoregressive processes is independent from the rest of the system. Condi-
tional independence is key to Bayesian modeling. There are ways to circumvent
it, but most methods are data-driven and not applicable in our context. For
instance, it is unclear how to model dependence among the test statistics of
factors in our list. The indeterminacy of the cutoff is mentioned in Scott and
Berger (2006). There are many applied works that propose ad hoc methods to
try to establish a threshold. Finally, computational difficulty is a longstanding
issue in Bayesian literature. People often discard Bayesian methods because
they incorporate a “subjective” prior (i.e.,generate random samples around a
region where researchers “believe” the parameters should be concentrated) into
their posterior calculation. Multiple testing introduces dimensionality concerns,
and it is well-known that posterior distributions are hard to calculate accurately
when the dimensionality is high. In sum, we think the above three issues are
generic to the Bayesian multiple testing framework and for which there are no
simple/systematic solutions.
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D.2 General Questions

o What if the underlying data are non-stationary in that as anomalies are dis-
covered, they are arbitraged away; some newer frictions/biases arise, they are
discovered, and then arbitraged away, and so on? This seems like a possible
alternative that would lead to the creation of more and more factors over time,
without necessarily implying that the t-ratio ought to be raised for newer factors.

Our preferred view is that the factor universe is a combination of some station-
ary factors that cannot be arbitraged away (systematic risk) and some other
transitory factors that can be arbitraged away once discovered. As time goes
by and we accumulate more data, stationary factors tend to become more sig-
nificant (t-ratio proportional to the square root of the number of time periods).
Through our multiple testing framework, the adjusted benchmark t-ratio be-
comes higher. This higher bar helps screen newly discovered transitory factors.
In other words, it should be harder to propose new transitory factors as longer
sample is available. Without multiple testing, recent transitory factors are just
as likely to be discovered as past transitory factors. This means that the dis-
covery rate for transitory factors will remain high (if not higher) as time goes
by. This is exactly the trend that we try to curb. Ideally, the finance profession
should focus on systematic/stationary factors rather than transitory abnormal-
ities.

o What if many of the factors are highly correlated or at least within a “span” other
than the common 3-4 factors like the Fama-French three factors and Momentum
which are controlled for while finding new factors? That is, is it possible that the
literature has just been rediscovering “new” factors but they remain spanned by
other documented factors that did not become an “industry” like Fama-French
three factors and Momentum factors?

This is possible, although as we mentioned in the paper, newly proposed factors
often need to “stand their ground” against similar factors (not just Fama-French
three factors and Momentum) that are previously proposed. All of our three
adjustments are robust to correlations among the factors. This means that the
Type I error (rate of false discoveries) is still under control. However, high cor-
relations make our adjustment less powerful, that is, the benchmark t-ratio is
too high for a new factor to overcome. However, given the hundreds of factors
proposed, we think it is time to worry more about the Type I error than the
power of the tests. A recent paper by Green, Hand and Zhang (2013) show
that the correlations among strategy signals are low on average. This seems to
suggest that new factors proposed in the literature are somewhat independent
from past ones.

e Should the benchmark t-ratios be higher simply because the number of data points
has increased through time?
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For a single, independent test, the t-ratio threshold should remain constant
through time. For a return series that has a mean and variance, it is true that
its t-ratio will increase as we have more data points. However, this does not
imply a higher t-value threshold for hypothesis testing. At 5% significance level,
we should always use 2.0 for single test as it gives the correct Type I error rate
under the null hypothesis that mean return is zero. As time goes by, truly
significant factors are more likely to be identified as significant and false factors
are more likely to be identified as insignificant. In other words, the power of
the test is improved as we have more observations but this should not change
the cutoff value.

In fact, when the sample size is extremely large, it becomes very easy to gen-
erate large t-statistics. In this case, people often use alternative statistics (e.g.,
odds ratios) to summarize strategy performance.

How does Kelly and Pruitt (2011, “The three-pass regression filter: A new ap-
proach to forecasting using many predictors”) relate to our paper?

Kelly and Pruitt (2011) is related to our paper in that it also tries dimen-
sion reduction when there is a large cross-section. However, their paper is
fundamentally different from ours. Kelly and Pruitt (2011) try to extract a few
factors from the cross-section and use them to forecast other series. Therefore,
the first-step extraction needs to be done in a way that increases the forecast-
ing power in the second step. Our paper stops at the first stage: we look to
condense the factor universe that can explain the cross-section of returns.
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