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1 Introduction

Consumption habits are notoriously difficult to measure in the data and are challenging to identify

separately from other behavior. Nevertheless, they play an important role in many economic models

ranging from applied microeconomics to macroeconomics and finance. These models usually have

very different properties depending on the dynamics of the habit formation process as well as the

mechanism that leads to habit formation. In this paper we provide strong evidence that state

dependence can indeed be very persistent and we develop a simple framework to analyze such

behavior. Our analysis shows that the initial choice of consuming a habit-forming good affects

individual choices even decades later. Using two quasi-natural experiments and long panel data

from Russia with consumption available at the individual level (as opposed to the household level),

we show that males who start consuming one type of alcoholic beverage during early adulthood form

strong habits toward this type of beverage. The habit formed during early adulthood lasts their

entire lifetime, leading to very persistent consumption behavior, especially once the habit stock has

fully accumulated, which we estimate to be around age 22. Importantly, this result applies to all

levels of alcohol consumption and is not limited to heavy alcohol consumption or alcoholism.1 As a

matter of fact we find that individuals form habits at least as easily toward light alcohol as toward

harder drinks.
[Figure 1 about here]

Figure 1 illustrates the persistence of consumption habits among male alcohol consumers, show-

ing strong cohort differences in alcohol consumption patterns in each year from 1994 to 2011. Indeed,

preferences regarding beer and vodka have not changed significantly during the entire sample period

despite dramatic changes to the availability of different types of alcoholic beverages over the past

two decades.2 Males born in the 1960s or earlier who spent their early adulthood in the Soviet Union

still prefer vodka today, whereas younger generations overwhelmingly prefer beer. These differences

are also quantitatively large: vodka constitutes on average 60% of total alcohol intake for males

born in the 1960s or earlier, but only 48% for those born in the 1970s who spent their adulthood in

the transition period after the collapse of the Soviet Union, and 32% and 19% for those born in the

1980s and 1990s, respectively, who spent their early adulthood in the post-Soviet era. In contrast,
1First, we control for the level of total alcohol intake in all our specifications. Second, following the literature

(e.g., Bronnenberg et al. (2012), Atkin (2013)) we use shares of alcohol consumed instead of levels in order to make
the results robust to outliers. Finally, all our findings are robust to dropping the top quartile of the distribution of
alcohol consumers, measured in terms of total alcohol intake, i.e., ethanol.

2We use the term “vodka” to include vodka and other hard liquor, but we exclude homemade liquor (i.e., samogon).
The production of homemade liquor for personal consumption became legal only in 1997, and selling it remains illegal
today. This variable is therefore measured very imprecisely, and we exclude it. Our results are robust to including
samogon, although the standard errors increase. The term “beer” includes home-brewed beer in addition to purchased
beer. However, the fraction of home-brewed beer is negligible for the vast majority of households, and thus it was
not asked separately in most rounds of the survey.
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the share of beer in total alcohol intake for these age groups constitutes 20%, 36%, 56%, and 68%,

respectively.

Exploiting the long panel dimension of our data, we show that this pattern is driven almost en-

tirely by variation in consumption between individuals rather than within individuals, i.e., variation

over time following the same individual. In particular, we find little evidence for the hypothesis

commonly formed based on cross-sectional data that differences in the consumption of light and

hard alcohol at different ages are driven by a so-called “stepping-stone” or “gateway” effect of light

alcohol, where individuals consume light alcoholic beverages when young before switching to harder

alcohol later in life. We show that after controlling for individual fixed effects, the consumption-age

profile is almost completely flat for consumers starting in the their mid 20s, while there is some

modest stepping-stone effect at younger ages. More importantly, these small age effects are domi-

nated by the cohort effects. The age effects can at best explain about one-fifth to a quarter of the

unconditional age profile, while the rest is due to long-run effects of shocks to the alcohol market.

These shocks that occurred in the distant past mostly affected the habits of consumers who were

young at that time, and they manifest themselves as cohort effects in the survey data that were

collected long after those shocks occurred.

In all our analyses we also control for household income to account for the possibility that

post-Soviet cohorts might be richer than older cohorts and that this in turn might account for

the pattern shown in Figure 1 if beer has a higher income elasticity than vodka. However, we do

not find much evidence for such income effects. Moreover, Russia’s gross domestic product (GDP)

displayed a strong J-curve pattern after the collapse of the Soviet Union, which is typical for post-

Soviet transition economies.3 This pattern as well as the recession caused by the Russian financial

crisis of 1998 do not show up in Figure 1, providing further indirect evidence against strong income

effects. In our analysis we also control non-parametrically for contemporaneous relative prices as

a potential alternative explanation using time and region fixed effects. However, in the absence of

habit formation, contemporaneous relative prices cannot explain cohort differences since all cohorts

face the same prices in a given period.4

Taking advantage of two quasi-natural experiments, we show that unobserved taste heterogene-

ity also does not explain a significant part of the observed consumption patterns. Similarly, slowly

evolving unobserved factors such as culture or social norms are also not consistent with the indi-

viduals’ responses to the two quasi-natural experiments.
[Figure 2 about here]

3See the International Monetary Fund’s World Economic Outlook database, http://www.imf.org/external/
pubs/ft/weo/.

4With habit formation, relative prices can affect the initial choice of young individuals of which habit-forming
good to consume.
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We propose a simple explanation for the observed consumption patterns based on persistent

habits that are formed during early adulthood when individuals start to consume beer for the

first time in their life. Individuals in our model are born with the same preferences but exposed to

different initial alcohol-market conditions and will therefore form habits toward very different goods.

Importantly, with two habit-forming goods we can observe multiple long-run equilibria even without

any unobserved individual heterogeneity. To understand these cohort differences as a result of habit

formation it is useful to note that the vodka industry dominated the alcohol market measured in

terms of pure alcohol during the Soviet Union. Since 1992, however, the beer industry has expanded

rapidly, as shown in Figure 2, for reasons that are largely exogenous to these preference changes, such

as the liberalization of the alcohol market after the collapse of the Soviet Union, a lower regulatory

burden for the beer industry—in particular compared to all other alcohol producers—and the entry

of foreign competition into this new market.5 For instance, in 1991, shortly before the collapse of

the USSR, there were no foreign-owned beer breweries in Russia and no foreign brand was sold.

However, already by 2009, less than 20 years later, the five leading foreign-owned companies—

Carlsberg, Anheuser-Busch, SABMiller, Heineken, and Efes—produced combined more than 85%

of the total beer sold in Russia. Opening the market for beer to foreign competition also lead to

the introduction of new technologies. For example, beer sold in cans or in plastic bottles started

to be produced only after the collapse of the Soviet Union. Brewing technologies also changed

significantly,6 and the assortment of beer has increased dramatically from only 20 varieties offered

in 1991 to over 1,000 in 2009.7 As a result, from 1991 to 2011, the last year included in our analysis,

beer sales have increased by a factor of four from 2.8 to 10.8 billion liters. In contrast, vodka sales

have not followed the same trend. Total annual sales of vodka were 1.59 billion liters in 2011, which

is roughly the same level as during the Soviet era.8

These stark changes form our first quasi-natural experiment for the study of habit formation.

While Figure 2 clearly shows that these changes did alter the drinking patterns of the population

as a whole, the most significant shift in tastes occurred in younger generations. Males who started
5We do not use official sales data in 1992 and 1993, since they are most likely wrong due to significant data-

collection and reporting problems in the wake of the collapse of the Soviet Union. These numbers severely underreport
all levels of alcohol production.

6See, for example, http://moepivo.narod.ru/about_beer/brewing-in-the-ussr.html and http://www.
beerunion.ru/soc_otchet/2.html.

7The set of varieties available in 1991 was even more limited than this number suggests, since one brand—
Zhigulevskoe—dominated the entire industry.

8In the final 20 years of the USSR, from 1970 to 1991, average annual sales of vodka totaled 1.66 billion liters,
and annual sales of beer 3.09 billion liters. In terms of pure alcohol, these numbers correspond to 0.66 billion liters
for vodka and only 0.15 billion for beer. We do not discuss values here because there were no formal market prices in
the Soviet Union. Instead, the alcohol industry was monopolized by the state, and quantities produced were heavily
regulated. As a result, it was difficult or even impossible to find many goods in stores, and prices were usually not
the most significant factor as there was severe rationing.

3

http://moepivo.narod.ru/about_beer/brewing-in-the-ussr.html
http://www.beerunion.ru/soc_otchet/2.html
http://www.beerunion.ru/soc_otchet/2.html


consuming alcohol during the Soviet period became accustomed to vodka and still prefer vodka

today even after the collapse of the Soviet Union and after the significant expansion of the beer

industry. Younger generations, however, who spent their early adulthood in a time with easier

access to beer than previous generations, prefer beer over vodka despite facing the same prices as

those older cohorts, and even after controlling for income, demographics, and the level of total

alcohol consumed.

In addition to using the rapid expansion of the beer market after the collapse of the Soviet

Union, we also use the sharp drop in the production of both beer and especially vodka during

Mikhail Gorbachev’s anti-alcohol campaign, which affected the alcohol markets from 1986 to 1991,

as our second quasi-natural experiment, also clearly visible in Figure 2. While this policy sharply

reduced the official production of alcohol, it simultaneously also lead to a dramatic increase in the

illegal production of homemade vodka called samogon. Crucial for our identification is the fact that

the increase in home-produced samogon was much more prevalent in rural areas than in the densely

populated urban areas for reasons we discuss in Section 5.3. We exploit this differential impact of

Gorbachev’s policy on young rural men relative to young urban men to identify the long-run impact

of this policy on habit formation using a difference-in-difference design. Specifically, we analyze the

persistent effects of this shock on the habit formation of urban males who spent their habit-forming

years during the campaign relative to males reaching the same age before or after the anti-alcohol

campaign.

Placebo tests for both experiments reveal that habits are indeed formed during early adulthood

in a small window, which is roughly centered at age 18. Hence, the results from the experiments are

consistent with the simple age profile obtained non-parametrically after controlling for individual

fixed effects.

Exploiting the two quasi-natural experiments, we quantify the persistence of the habit formation

process. We find that autoregressive specifications of habit formation typically estimated in the

literature are severely downward biased when estimated by ordinary least squares (OLS), contrary

to the upward bias implied by unobserved taste heterogeneity. This downward bias is a result of the

attenuation induced by the substantial measurement error typically found in expenditure surveys.

Once we instrument the lagged consumption share using the exogenous variation provided by the

two quasi-natural experiments, the first-order autoregressive coefficient increases threefold, from

0.28 to 0.83 for beer and from 0.33 to 0.85 for vodka. The difference in estimates provides us with

an estimated lower bound for the attenuation factor due to measurement error of two-thirds, with

one corresponding to a complete attenuation to zero.
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Finally, we study the implications of our results for male life expectancy—currently only 60

years compared with 75 years in the US—taking into account the persistent habits we uncovered.

We estimate that male mortality in Russia will decrease by one quarter within twenty years even

under the current set of policies and current levels of relative prices of alcoholic beverages. This

will happen simply because new generations will be more accustomed to beer and will replace older

generations with strong preferences for vodka. Since much of the gap in male life expectancy is due

to occasional binge drinking, which is more likely to occur for males who prefer vodka, this shift in

consumption habits toward beer in turn implies strong effects on morality. Hence, this reduction in

the male mortality rate will be the result of changes that occurred several decades ago.

The persistence of the consumption habits as well as the underlying mechanism we document in

this paper have important implications for various fields in economics such as health economics and

consumer demand.9 Interpreted more broadly, habit formation has also been successfully applied

in asset pricing and macroeconomics to explain several empirical puzzles.10 However, most of this

literature lacks convincing identification of habits in general and of the persistence of such habits

in particular. While the strong habit formation we document is certainly evidence in support of

such models used in macroeconomics and finance, the microeconomic behavior we uncover is very

different. In particular, we find that summarizing habits in terms of short lags of consumption, as

is typically done in this literature when modeling aggregate data, is not appropriate for modeling

individual behavior. Instead of lagged consumption, we find that initial consumption largely deter-

mines habits, and once those habits are formed, they are very persistent, at least for the goods we

study. Hence, aggregate behavior changes as older cohorts who formed their habits in the distant

past exit and younger cohorts enter and form different habits if the environment changes.11 Our

results therefore echo the literature on cohort differences in beliefs and preferences, such as beliefs

about inflation and macroeconomic risk or preferences for redistribution and state intervention in

former communist countries.12 This research suggests that the cultural and political environment

in which an individual grows up affects his behavior over his entire lifetime.
9Examples in this literature include Becker and Murphy (1988), Chaloupka (1991), Becker et al. (1994), Cook

and Moore (2000), Williams (2005), Bronnenberg et al. (2012).
10Examples of this literature include Eichenbaum et al. (1988), Sundaresan (1989), Heien and Durham (1991),

Campbell and Cochrane (1999), Dynan (2000), and Ravina (2007). This paper however follows the “deep habits”
literature, which analyzes habit formation across goods rather than over a consumption aggregate; see, e.g., Ravn et
al. (2006). A related paper is Atkin (2013), who uses a sample of Indian households to analyze the consequences of
habit formation over basic foods such as rice in the context of a trade model.

11This finding is also consistent with the mechanism described in Atkin (2013).
12See Guiso et al. (2004, 2008), Alesina and Fuchs-Schündeln (2007), and Malmendier and Nagel (2011a,b) for

examples of the former and Denisova et al. (2010) for a discussion of the latter.
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2 Data

We use data from the Russian Longitudinal Monitoring Survey (RLMS), which is a nationally

representative annual survey panel starting in 1992 that covers more than 4,000 households per

year corresponding to about 9,000 individual respondents.13 Our initial sample consists of rounds 5

through 20 of the RLMS spanning the period from 1994 to 2011, but not including 1997 and 1999

when the survey was not conducted.14 The data cover 33 regions (Russian oblasts), two of which

are Muslim and hence contain fewer households that consume alcohol, plus the cities of Moscow

and St. Petersburg. The RLMS has a low attrition rate due to low levels of labor mobility in

Russia; see Andrienko and Guriev (2004) for more detail. Interview completion exceeds 84% and

is lowest in Moscow and St. Petersbug at 60% and highest in Western Siberia at 92%. The RLMS

team provides a detailed analysis of attrition and does not find any systematic relationship with

observables.15

Importantly, the survey’s health module, which includes questions about alcohol consumption,

is completed by each individual household member age 14 and older. Hence, in contrast to the

previous literature which is restricted to household-level data or credit-card accounts, our data has

the individual consumer as the unit of analysis. Another distinct feature of the health module is

the fact that these questions ask about quantities consumed instead of expenditure outlays. Our

consumption measures therefore directly capture actual consumption and are not subject to timing

issues that may lead to a wedge between expenditures and consumption.16

[Table 1 about here]

Table 1 summarizes the socioeconomic and demographic characteristics as well as various mea-

sures of alcohol consumption for our sample, which we restrict to all males age 18 and older, with 18

being the minimum legal drinking age in Russia. Our primary measures of alcohol consumption are

the shares of beer and vodka consumption in total alcohol intake, calculated in milliliters of pure

alcohol.17 The measures are derived from the survey’s health module, which covers each member
13This survey is conducted by the Carolina Population Center at the University of Carolina at Chapel Hill and

the High School of Economics in Moscow and is publicly available from their website at http://www.cpc.unc.edu/
projects/rlms-hse.

14We do not use data from rounds 1 to 4 because they were conducted by another institution, have a different
methodology, and are generally considered to be of much lower quality.

15See http://www.cpc.unc.edu/projects/rlms-hse/project/samprep.
16For instance, we do not have to assume that an individual consumed all the alcohol it purchased in the reference

period.
17In all specifications we also include the level of alcohol consumption. To construct these variables we use the

amount of all alcoholic beverages consumed during the last month. We assume that beer contains 5% pure alcohol
and vodka contains 40% pure alcohol, based on recommendations from the National Institutes of Health (NIH);
see, e.g., http://pubs.niaaa.nih.gov/publications/arh27-1/18-29.htm. Some researchers take into account
the possibility that the percentage of alcohol contained in beer has increased from around 2.85% in the Soviet Union
to around 5% in 2000; see, e.g., Nemtsov (2002) and Bhattacharya et al. (2013). We assume a constant share of
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of the household, and relate to the member’s consumption rather than the household’s alcohol ex-

penditures, which are typically the only available measures of consumption in most other household

surveys. Specifically, we use the individual’s reported quantity consumed in a typical day during

the last 30 days, and we then transform the volume to grams of pure alcohol (e.g., grams of ethanol

in beer). We do not use expenditures on alcohol because they apply to the entire household and

because they are of poor quality.18 For instance, the average self-reported household budget share of

alcohol in our sample is 5% for households reporting positive alcohol expenditures. This number is

severely downward biased due to underreporting and more so than in other countries. Treml (1982),

for example, shows that this level of underreporting already existed in earlier surveys, resulting in

estimated alcohol expenditure shares of only 3%. Instead, we estimate the average share of alcohol

in total retail sales based on official statistics to be 9% over our sample period.19 While this measure

of the alcohol budget share is conceptually close to the budget share in non-durable expenditures,

which is the consumption measure typically used in the literature on habit formation, the estimated

magnitude is most likely understating the alcohol budget shares of the individuals in our sample.

Many households do not consume any alcohol at all, either for religious, health, or other reasons

and official sales do not include the consumption of illegally obtained or homemade alcohol. Hence,

the typical household’s expenditure share in our sample could be well above 10%.

Vodka and beer are the most popular alcoholic drinks among Russian males, with an average

share of total alcohol consumption across all years of 53% for vodka and 29% for beer, respectively.

The share of beer for the average person increases and the share of vodka decreases during the time

span of the survey. In 1994, the average share of vodka was 73%, while beer had only a share of

10%. By 2011 these shares were already 49% and 38%, respectively. This general trend is also

apparent in Figure 2 and is caused by the expansion of the beer market in the early years of our

sample.

Table 1 also provides summary statistics for the main control variables we use in our analysis,

both for our main sample of male alcohol consumers age 18 and above as well as for the sample of

all individuals above age 18, including those who report not having consumed any alcohol during

the previous month. We will use the latter sample when we analyze the effect of the changed alcohol

5% both for simplicity and to be conservative with respect to the growth rate of beer sales relative to vodka sales
measured in pure alcohol as shown in Figure 2. The assumption of a constant share of alcohol content in beer does
not change our results.

18For instance, 47% of males who report having consumed alcohol during the previous month report zero household
expenditures on alcohol, and another 11% do not report their spending on alcohol at all. Individual consumption
data on the other hand tend to be of much higher quality and have fewer nonresponses. This is most likely due to the
fact that the health questions are asked in isolation without any other person being present except the interviewer
in order to maintain full confidentiality.

19Source: Goskomstat, Statistical Yearbook, Table 20.16.
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patterns on male mortality. Since there is no consistent aggregate price index, especially during the

financial crisis of 1997–98 we express real income by deflating it by the price of milk, which is stable

over time. The corresponding real series is then comparable across our sample period from 1994 to

2011.

3 Analyzing Stepping-Stone Effects

The first main alternative explanation for cohort differences put forward in the literature—which

is often based on cross-sectional data—is a “stepping-stone” or “gateway” effect of light drugs for

the consumption of harder drugs later on. In the case of alcohol, this means that beer might serve

as a stepping stone earlier in life for the consumption of harder alcoholic substances such as vodka

later in life. According to this theory, people would start out with beer but eventually switch to

harder drinks, in which case the observed cohort differences in Figure 1 would just be the effect of

aging. The stepping-stone hypothesis is widely studied in health economics. Several studies have

analyzed it in the context of various types of drugs and tested it against alternative explanations,

in particular against unobserved individual heterogeneity in preferences.20 However, to the best

of our knowledge our study is the first to analyze the stepping-stone effect of beer towards harder

alcoholic beverages.
[Figure 3 about here]

The aggregate sales in Figure 2 mask substantial heterogeneity in the drinking behavior across

the age distribution as shown in the top-left panel of Figure 3. The share of beer consumption drops

from 68% at age 18 to only 17% at age 65, while the share of vodka increases from 19% at age 18 to

54% at age 65. This remarkable age profile can potentially be driven by within- or between-consumer

variation. A stepping-stone effect of beer would generate within-consumer variation where younger

consumers start out with beer before gradually substituting to harder alcohol as they become older.

In the case of between-consumer variation, different cohorts would have relatively flat alcohol life-

cycle profiles, implying very persistent drinking habits. The initial share of beer relative to vodka

would increase from one cohort to the next, so that the intercept of the age profile of younger

cohorts would be higher than that of older cohorts for beer consumption, and vice versa for the

share of vodka.

The top-right panel of Figure 3 assesses the relative contribution of those two forces by showing

the average drinking patterns after taking out individual means. Specifically, for each individual
20For instance, Mills and Noyes (1984) and Deza (2012) find evidence for a modest stepping-stone effect of marijuana

and alcohol in general for the consumption of harder drugs later on. Similarly, Beenstock and Rahav (2002) find a
stepping-stone effect in cigarette consumption leading to an increase in the probability of smoking marijuana later
on. Van Ours (2003) finds that unobserved individual heterogeneity and stepping-stone effects can explain many
patterns of drug consumption.
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we subtract his average share, and we normalize the average of the first observed share across all

individuals to zero. Hence, this figure shows the average slope of the age profile over all individuals in

the sample after controlling for individual fixed effects. Explaining the aggregate age profile in Figure

2 with substantial within-consumer heterogeneity would imply that this demeaned consumption

profile should retain a significant slope, positive for vodka consumption and negative for beer. On

the other hand, if the aggregate trend is driven by changes in persistent habits across cohorts,

then these profiles should be relatively flat. The pattern shown in this figure strongly supports the

hypothesis that these aggregate trends are mainly driven by changes in persistent habits between

cohorts, and there is little evidence for much change within cohorts over time.

The average individual’s slope shown in the top-right panel of Figure 3 could mask a stepping-

stone effect if habits are formed very quickly during early adulthood and then remain fairly constant.

This could generate an age profile that is steep at the beginning and then flattens out quickly. In

this case the average slope across all individuals would be small, since most individuals in our

sample would be in the flat part of their life-cycle profile even though the age profile is steep at

the beginning. In the bottom-left panel we assess this hypothesis plotting the demeaned age profile

of individuals starting from age 18 and following them up to at most age 24. That is, we perform

the same analysis as in the top-right panel of Figure 3 on this subsample, again controlling for

individual fixed effects and normalizing the initial share to zero, which is now the share at age 18.

The bottom-left panel of Figure 3 shows that there indeed is a steeper age profile from age 18 to

about age 22.

The bottom-right panel of Figure 3 repeats this exercise, now following individuals starting at

age 25 through at most age 29. We observe that the age profile already becomes flat when consumers

are in their late 20s. In fact, the profiles are so flat that we cannot reject the hypothesis that the

slope of the two age profiles for beer and vodka are the same. Figure A.1 in the online appendix

performs the same analysis over the entire life-cycle, showing that the age profiles remain flat at

all ages above age 22, such that the two slopes of the age profiles of beer and vodka shares are not

statistically different from each other.

Hence, we find that within-consumer variation such as the stepping-stone effect cannot explain

most of the average age profile shown in the top-left panel of Figure 3. Instead, most of the profile is

driven by between-consumer variation such as cohort effects which is consistent with the flat cohort

profiles shown in Figure 1. Moreover, this non-parametric analysis also reveals that consumer

preferences form early in the life-cycle until the age of about 22, presumably at the beginning of an

individual’s consumption life-cycle. That is, habits form mostly in the first couple of years after the

individual starts consuming alcohol for the first time. In all our subsequent analyses, we therefore
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control for age flexibly with fixed effects to account for potential life-cycle effects such as stepping-

stone effects. We will use two quasi-natural experiments to formally test the hypothesis that habits

form early in life and then remain relatively stable throughout the remaining part of the life-cycle.

Most of these shocks occur well before our sample period, and our results are not affected when we

exclude individuals from our sample und age 22, which is consistent with this hypothesis.

4 A Model of Persistent Consumption Habits

The previous analysis suggests that persistent habits might play an important role in explaining

the observed consumer behavior given that individual fixed effects explain the vast majority of the

age profile in alcohol shares. In this section we derive a basic model of habit formation that both is

consistent with the consumption patterns observed so far and will guide our empirical analysis in

the next section.

Most of the empirical literature focuses on habit formation in the short run. Relatively short

expenditure panels as well as the absence of large consumption shocks in most other countries

prevent researchers from tracking changes in consumption behavior at the micro level over longer

periods. Studies of short-run effects, however, cannot answer several questions of interest for both

researchers as well as policy makers. For instance, what are the long-run effects on life expectancy

of current prices, regulations, and the taxation of such habit-forming goods? Will an increase in

the price of hard alcohol induce consumers to switch to healthier drinks, or do other equilibria with

different levels of consumption exist?

Our model illustrates that in a situation where people consume two habit-forming goods, several

steady-state consumption patterns are possible even in the absence of any unobserved individual

heterogeneity. Whether a person will end up conforming to a steady state depends solely on his

initial consumption pattern. Moreover, once the stock of habit sufficiently accumulates, it is hard to

change these consumption patterns even with very large shocks. Hence, policies aimed at increasing

the relative price of one good may not induce everybody or even many to reduce the consumption

of this good. Instead, due to the stock of habits already accumulated, people who are accustomed

to this particular good will still prefer it even after the policy change. This implies that policies

that influence the initial choices of younger generations can have consequences over their entire

lifetime—intended or otherwise.

For simplicity we assume that consumers spend all of their budget on two habit-forming goods,

beer and vodka. We also assume that consumers are myopic, i.e., that they maximize only current

utility and do not save, that there are no outside goods, that income does not change over time,
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and that there is no uncertainty.21

The individual derives utility u(vt, bt, H
v
t , H

b
t ) from consuming vodka vt and beer bt and also

from the corresponding stocks of habit Hv
t and Hb

t . The utility function has properties that are

common in the literature, specifically that ug > 0, ugg < 0, and ugHg > 0 with g ∈ {b, v}. These

assumptions imply in particular that the marginal utilities of consuming beer or vodka are positive

and increasing with the stock of habit of the corresponding good. Assuming a common rate of

depreciation δ of the two habit stocks, they evolve as

Hg
t+1 = (1− δ)Hg

t + gt, H
g
0 ≥ 0, δ ∈ [0, 1]. (1)

The budget constraint is

pvtvt + bt = yt . (2)

Without loss of generality, we focus on interior solutions.22 The first-order condition of this opti-

mization problem is

uv(vt, yt − pvtvt, Hv
t , H

b
t )− pvtub(vt, yt − pvtvt, Hv

t , H
b
t ) = 0 , (3)

where uv and ub are the partial derivatives with respect to the first and second arguments, respec-

tively. Since we are interested in the long-run effects of habit formation, we focus our analysis on the

properties of the model’s steady state. In the steady state where prices, income, and consumption

are constant such that pvt = pv, yt = y, and gt = g, the expression for the stocks of habit is g/δ.

The first-order condition that implicitly defines the steady state can then be rewritten as

uv(v, y − pvv, v/δ, (y − pvv)/δ)− pvub(v, y − pvv, v/δ, (y − pvv)/δ) = 0 . (4)

In general, this is a non-monotonic function in the steady-state vodka consumption v.23 Depending

on the parametrization of the utility function u, equation (4) may have a different number of

solutions. Figure A.2 in the online appendix illustrates that. for certain parametrizations, there is a

unique solution, but for many other parametrizations several steady states exist, up to a continuum

of solutions.24 These multiple equilibria are derived without any consumer heterogeneity except for
21In the online appendix, we reach the same qualitative conclusions if consumers are forward looking and solve a

fully dynamic problem.
22If there are corner solutions, there is always a symmetric specification with at least 3 equilibria where the two

stable equilibria have a consumption share in each good of either 1 or 0.
23This condition can also be expressed as a function of the share of vodka, Sv = v

v+b , by using the fact that
v = y·Sv

1−(1−pv)Sv ; see the online appendix.
24See the appendix for a proof. Similar results are obtained for the model with forward-looking consumers because
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differences in initial conditions. A person who initially consumes primarily beer will also prefer beer

in the long-run steady state, and vice versa for vodka.

5 Identifying Persistent Consumption Habits

In this section we first verify that the patterns shown in Figure 1 are robust to including various

controls. Using two quasi-natural experiments, we then formally test our conjecture that changes in

alcohol consumption are mainly driven by cohort differences against various alternative hypotheses,

and that those cohort differences in turn are caused by shocks to the initial conditions of young

consumers when they start to form their habits. Finally, we use the quasi-experimental variation

to relate our results to the previous literature that studies habit formation in the short run using

micro data. To that end, we estimate a first-order autoregressive process as is standard in this

literature. We show that the least-squares estimate is severely biased toward zero and that the

underlying process is highly persistent. Comparing ordinary least-squares (OLS) and instrumental

variable (IV) estimates, we provide a lower bound of this downward bias that can be informative in

other settings where such exogenous variation is not readily available.

5.1 Accounting for Income and Relative Price Effects

To analyze the robustness of the cohort effects shown in Figure 1, we estimate the following reduced-

form regression of the share of alcohol Sg
it consumed by individual i in year t of alcohol of type

g ∈ {b: beer, v: vodka} by OLS,

Sg
it = 10-year-cohorti + γ′xit + αa + αt + αr + εit, g ∈ {b, v}. (5)

10-year-cohorti are the same ten-year cohort fixed effects as in Figure 1; αa, αt, and αr are age,

time and region fixed effects, respectively, controlling flexibly for life-cycle patterns and relative

price effects. The vector of controls xit includes most importantly the level of total alcohol intake

and log-income as well as a standard set of demographics such as personal health status, weight,

education, and marital status.25

[Table 2 about here]

In columns 1 and 7 of Table 2, we estimate the cohort effects shown in Figure 1 for beer and

vodka consumption shares, respectively, using cohorts born before 1930 as the reference group.

Consistent with the pattern shown in Figure 1, we find that cohorts turning 18 during the Soviet

the steady-state Euler equation is also non-monotonic in the consumption levels.
25Due to the restrictions we impose on the cohort effects, the model of age, time, and cohort effects is identified.
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Union consume similar shares of vodka, which in turn are significantly higher than those of younger

cohorts. Moreover, there is a clear difference in consumption behavior between individuals born

in the 1970s—who spent their early adulthood during the economic transition and experienced the

opening of Russian markets to foreign competition—and both older and younger cohorts. In turn,

the consumption patterns of younger cohorts who turned 18 in the 21th century is again fairly similar

and significantly different from all previous cohorts. The share of beer follows the opposite pattern,

which increases with the birth year. These patterns are slightly stronger for vodka consumption

since the beer market still expanded rapidly during the first half of our sample and hence the

beer consumption pattern of many consumers we observe has not stabilized yet. To facilitate the

interpretation of the results, we therefore use the cohorts who turned 18 during the Soviet Union

as the reference group in all other columns. Columns 3 and 9 control for various socioeconomic

demographics, most importantly household income and total alcohol intake. A higher level of total

alcohol intake is achieved by consuming relatively more vodka, while having a higher share of beer

is associated with a higher level of self-reported health.26 Body weight does not affect the share of

beer but is a significant predictor of the share of vodka. Both beer and vodka shares have a positive

income effect due to the fact that homemade vodka (i.e., samogon) is a low-quality substitute for

purchased vodka and hence is an inferior good.27 The evidence in the literature on the relationship

between alcohol consumption patterns and education and marital status is mixed and typically uses

levels of total alcohol consumed instead of shares by types of alcohol; hence, these coefficients are

difficult to interpret. Not surprisingly, adding time effects in columns 4 and 10 significantly changes

the coefficients for real income and for having a college education, given that those two variables

exhibit an upward trend during the sample period. Time and region fixed effects also flexibly control

for other unobserved factors such as current relative prices and macroeconomic shocks. Columns 5

and 11 further add age effects in order to non-parametrically control for any stepping-stone effects.

Finally, columns 6 and 12 assess the robustness of the results to dropping the top quartile of the

distribution of total alcohol consumers. Overall, Table 2 clearly shows that younger generations

tend to consume more beer and less vodka even after controlling for all those factors, and that the

results are not driven by heavy drinkers. For instance, column 3 shows that the average share of

beer in total alcohol intake is 44 percentage points (pp) higher for males born in the 1990s than for

those born before 1970. Even those born in the 1980s have on average a 32 pp higher share of beer

consumption than those born before 1970. Those born in the 1970s in turn have a 15 pp higher

share of beer consumption than those born earlier.
26Recall that the subjective health-status variable equals 1 if the individual feels very healthy and 5 if he is in poor

health.
27The results for samogon are provided in Table A.1 of the online appendix.
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Our hypothesis is that while people have similar tastes regarding alcoholic beverages, they differ

in their initial choice of which habit-forming good to consume. This initial choice combined with the

strong persistence of such habits can explain the patterns observed in Figures 1, 2, and 3. However,

there are two main alternative hypotheses to consider that might also explain these patterns. First,

individuals born in different time periods might have different preferences for certain types of alcohol

because of slowly evolving unobserved factors such as culture or social norms and not because of

different initial choices and subsequent habit formation. Second, these observed cohort differences

may be the result of a stepping-stone effect. Young males might start consuming beer or other

light drinks before eventually switching to harder drinks later in life. In this section we use two

quasi-natural experiments to test our hypothesis against those alternatives, thereby providing more-

direct evidence for the habit formation process modeled in Section 4 than the reduced-form results

provided in Section 3. Furthermore, these quasi-experiments allow us to estimate the age window

in which most individuals form their habits.

In the following we restrict our sample to years 2001–2011, since starting with year 2001 all cohort

groups reach a new steady state as documented in Figure 1. The cohort profiles between 1994 and

2000 are compressed by the fact that individuals have only limited access to the beer market. As

the beer market expands, all cohorts increase their average beer consumption and decrease their

vodka consumption across the board, although the relative ranking of the shares is preserved even in

those earlier years. Therefore, when analyzing the long-run effects of the quasi-natural experiments

below, we need to restrict our analysis to the stable period after 2000. Otherwise, our analysis

would be contaminated by the current evolution of the alcohol market instead of capturing only the

long-run effects of these changes that occurred prior to our sample period. For instance, comparing

the 1990s cohorts with the 1930s cohorts over the entire sample period from 1994 to 2011 would

clearly overstate the pure cohort effect since it would attribute the fact that the 1930s cohorts did

not have access to the same beer market in 1990s as in the 2000s to cohort rather than time effects.28

5.2 Evidence from the Collapse of the Soviet Union

The first alternative explanation for the observed heterogeneity is that individuals born at different

times grow up in different cultural environments and might therefore have different preferences for

hard and light drinks. To test our hypothesis against this alternative, we exploit the large change in

the Russian alcohol market that occurred in the wake of the collapse of the Soviet Union as our first

quasi-natural experiment. Focusing on the relatively short period of time when the beer industry

experienced rapid growth, we study the long-run consumption behavior of individuals who turn 18
28We absorb part of this contamination effect non-parametrically with time fixed effects.
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years old during this period, which is the minimum legal drinking age in Russia.29 Since culture and

institutions change only slowly (e.g., Roland (2004)), males who turn 18 during the beer-market

expansion and hence according to our hypothesis form their habits in this period face a very similar

cultural environment and similar social norms but very different access to beer compared with

males who are only slightly older. We estimate the same regression equation as in (5) except that

we replace the ten-year cohort effects with the year in which the individual turns 18 to analyze the

effect of the rapid changes in the beer market for males of only slightly different ages,

Sg
it = β · year-turned-18i + γ′xit + αa + αt + αr + εit. (6)

[Figure 4 about here]
The top panel of Figure 4 illustrates the design of the analysis. We start estimating equation

(6) on the sample of all males who turn 18 during the expansion of the beer market, which we

determine lasted from about 1994 to 2008 based on Figure 2. Since it is possible that other factors

also changed during this period that may have affected males differentially depending on the year of

their 18th birthday, we let the sample window, which is centered at year 2001, shrink until it only

includes the three years from 2000 to 2002. Hence, as we shrink the sample window, we identify

the effect of the expansion of the beer market on alcohol shares off of males who grow up in a more

and more similar environment, except that they face a different beer market when they turn 18.

The bottom panel of Figure 4 plots the estimates of β for both types of goods together with 95%

confidence intervals. The effect of the expansion of the beer market on the shares as a fraction of total

alcohol intake is remarkably stable, and it remains statistically significant despite the substantial

gradual reduction in the sample size. Moreover, consistent with our hypothesis, the magnitude of

the coefficients increases (in absolute value) with shrinking sample periods since we are selecting

males who are more and more likely to have formed their consumption habits during the rapid

expansion of the beer market.30 For instance, males who turn 18 in 2002 exhibit on average a 12%

higher long-run share of beer consumption compared with males who are only two years older.31

[Figure 5 about here]
29Since there is no discontinuity implied by the legal drinking age—both because of limited enforceability of the

minimum legal drinking age and because one cannot be forced to start consuming alcohol at 18—and also because
habits do not necessarily form within a single year, we cannot use a regression discontinuity design. However, our
identification approach closely mimics such a framework. Our results suggest that the majority of male consumers
form their habits between ages 16 and 18. Since there is severe underreporting of underage drinking in the RLMS
we cannot reliably estimate the drinking pattern of males below age 18. The literature surveyed in Koposov et al.
(2002) suggests that the mean age at which minors started to binge drink was between 14 and 18 years in the Soviet
Union and probably has not change much since then.

30The regression results underlying this and all other figures are available from the authors upon request.
31The term “long-run share” refers to the fact that we are estimating the individuals’ consumption shares using

data from 2001 to 2011. Hence, most of the individuals in our sample are (much) older than 18 when we measure
their consumption shares.
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To analyze the validity of this quasi-natural experiment, we run placebo tests as illustrated in

the top panel of Figure 5. Specifically, we estimate equation (6) using a rolling window of 10 years,

starting with males who turned 18 between 1970 and 1979 and ending with the sample of males

who turned 18 between 2002 and 2011, with 1970 being the first year for which we have official

aggregate sales data by type of alcohol. Once we reach the sample ranging from 2002 to 2011, we

continue shrinking the window from the left until it only includes the five years from 2007 to 2011.

Under our hypothesis we should not see any significant effect of the year in which an individual

turned 18 on the share of beer consumed for samples that do not include the expansion of the

beer market. As the 10-year sample window reaches the time at which the beer market expands

rapidly, the estimate of β in equation (6) should gradually increase, because men turning 18 at the

end of the 10-year sample window have much easier access to beer than men who turned 18 at the

beginning of the sample window. Finally, the beer market stabilizes around 2007 at a new long-run

equilibrium shown in Figure 2. As the sample window starts to cover more and more of the new

steady state, the coefficient should gradually decrease. For the shortest sample which includes only

males who turn 18 in 2007 or later, the estimate should be zero, as all individuals in this subsample

have access to a similarly developed beer market when they turn 18. To summarize, the response

should first be zero and then exhibit a hump-shaped pattern with a peak response when the sample

window fully covers the beer-market expansion period.

The bottom panel of Figure 5 plots the estimates of β together with 95% confidence intervals

from these placebo regressions. We indeed see this hump-shaped pattern emerge from the data for

beer consumption precisely as we would expect under our hypothesis. The coefficients are close to

zero and not statistically significant for samples that only include males who turn 18 before the

expansion of the beer market. The effect gradually increases when more and more individuals from

the 10-year rolling sample are affected by this shock. The peak response is reached for the sample

that ranges from 1998 to 2007, which corresponds to the 10-year period that indeed saw the most-

dramatic increase in the beer market over the entire 42-year period shown in the top panel. Finally,

as we let the sample shrink to include only males who turn 18 after the market stabilizes, we see the

coefficient converge to zero, although the estimated precision naturally decreases with the smaller

sample sizes. Figure A.3 in the online appendix adds the responses of vodka shares to this figure

and shows that the beer-market expansion has the opposite effect on the share of vodka, echoing

the findings shown in Figure 4. The response of the share of vodka is also not significantly different

from zero for the samples that do not cover the beer-market expansion. Similarly, the vodka share’s

response peaks in absolute value for the sample that ranges from 1998 to 2007 before gradually

converging back to zero. These results together with the evidence shown in Figure 4 suggest that
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the substitution toward beer mainly comes at the expense of vodka. This in turn has important

health consequences to which we return in Section 6.

5.3 Evidence from Gorbachev’s Anti-Alcohol Campaign

We use the so-called Gorbachev anti-alcohol campaign as a second quasi-natural experiment to iden-

tify consumption habits and to estimate the persistence of this shock to individual preferences. In

1985 Mikhail Gorbachev introduced an anti-alcohol campaign that was designed to fight widespread

alcoholism in the Soviet Union. Prices of vodka, beer, and wine were raised, their sales were heav-

ily restricted, and many additional regulations were put in place aimed at further curbing alcohol

consumption.32 The campaign officially ended in 1988, although research shows that high alcohol

prices and sales restrictions continued until the collapse of Soviet Union at the end of 1991.33

Since the communist government directly controlled the production of any official alcohol in

the Soviet Union, the effect of Gorbachev’s anti-alcohol campaign on official sales of alcohol was

dramatic as is evident from Figure 2. Sales of beer dropped by 29%, from 177 million liters of

ethanol in 1984 to 125 million liters in 1987.34 Official sales of vodka dropped by 60%, from 784

million liters in 1984 to 317 million liters in 1987, and wine sales experienced the most dramatic

drop, from 292 million liters in 1985 down to only 108 million liters in 1990, a decrease of 63%.

During the short period from 1984 to 1988 the ratio of official vodka sales to beer sales dropped by

43%, which in the absence of relative prices is our best approximation of the trade-off that individual

consumers faced.35

[Figure 6 about here]

However, as shown in the top panel of Figure 6, the drop in official sales of vodka was partially

compensated for by the increased production of samogon, a then-illegal low-quality home-produced

vodka. As a result, the effect of the Gorbachev anti-alcohol campaign on total vodka consumption

including samogon was small on average; see, e.g., Treml (1997), Nemtsov (2002), and Bhattacharya

et al. (2013) for a discussion of the underlying data and methodology.36 Indeed, after accounting
32The measures included, among other things, limiting the kinds of shops that were permitted to sell alcohol,

closing vodka distilleries and destroying vineyards in the wine-producing republics, and banning the sale of alcohol
in restaurants before 2p.m. White (1996) provides a detailed account of this policy.

33See, for example, White (1996), Nemtsov (2002), Bhattacharya et al. (2013), and Figure 6.
34The volume of alcohol sales is again measured in terms of pure alcohol.
35Similarly, the difference in log-changes between official vodka and beer sales is -57%, that is, vodka sales dropped

by 57% more than beer sales from 1984 to 1988.
36There are two main approaches used in the literature to estimate samogon consumption during and shortly

after the Soviet Union. The first approach uses aggregate sales of sugar, which is one of the main ingredients in
the production of samogon; see, e.g., Nemtsov (1998). This approach gives reliable estimates until 1986 when the
production of sugar was rationed. The second approach uses data on violent and accidental deaths and deaths with
unclear causes obtained from autopsy reports; e.g., Nemtsov (2002). For such death events there exist measures of
alcohol concentration in the blood of the victim that can be used to estimate aggregate alcohol consumption. This
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for samogon production, the estimated volume of total alcohol consumed during the Gorbachev

anti-alcohol campaign decreased by only 33%.

More important for our identification approach is the fact that the production of samogon was

heavily concentrated in rural areas for reasons related to the technology used to produce samogon.

First, the production of samogon requires space, which is limited in urban areas, especially in

Russian cities, which are very densely populated by international comparison, with most people

living in large apartment buildings. Second, producing samogon causes smoke and a strong smell,

which is at the same time very unpleasant and also easy to detect by neighbors and law-enforcement

agents, particularly in cities. Third, the illegal production of samogon was more strictly enforced and

punished in urban areas. As a result, it was much safer to produce samogon in single-unit homes,

which are highly concentrated in rural areas, than in apartment buildings, which are prevalent

in cities. This geographical pattern of samogon production (and consumption) continues to the

present even though total samogon production has decreased dramatically since 1992. For instance,

males in rural areas drink 5.5 times more samogon and the share of samogon in total alcohol intake

is five times higher than in rural areas—13% for rural areas compared with only 2.4% in urban

areas according to the RLMS. The bottom panel of Figure 6 shows that accounting for samogon

production dramatically changes the ratio of hard alcohol to beer available to consumers. Since

rural males have much more access to samogon during the campaign, they see this ratio increase,

while urban males face a relative decline in the availability of hard alcohol. One can therefore

expect significant differences in the way the campaign affects the initial conditions of rural relative

to urban males who turn 18 during the campaign and hence their habit formation in the long run.

This second experiment naturally leads to a difference-in-difference design, since rural men are

affected differently by the campaign than urban men. The treatment group are rural men who turn

18 during the campaign. The peak impact of the campaign lasted from 1987 to 1991 as shown in

the bottom panel of Figure 6. Based on the assumption that the elasticity of substitution between

vodka and samogon is much higher than the elasticity of substitution between beer and either vodka

and samogon, we conjecture that some rural males who would have formed habits toward beer in

approach gives similar estimates of samogon production as the first approach, but it cannot distinguish between
the consumption of samogon and other illegal alcohol. While samogon was by far the main source of illegal alcohol
in the Soviet Union, much of the illegal alcohol consumed since 1992 comes from illegal imports as well as illegal
production of unregistered alcohol by firms as a form of tax evasion. Unfortunately, both of these approaches cannot
distinguish the type of alcoholic good that was produced at home, in particular whether it was homemade beer, wine,
or samogon. Samogon, however, is much more popular than homemade beer. This is largely because homemade beer
requires ingredients that do not grow naturally in Russia. Thus, according to the RLMS, for years 2008–201,1 only
0.3% of male alcohol consumers consumed homemade beer compared to 6.2% who consumed samogon, with 2008
being the first year respondents were asked about the consumption of homemade beer. In terms of pure alcohol,
these numbers are even more striking: consumption of samogon is 69 times higher than homemade-beer consumption
when measured in terms of pure alcohol.
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the absence of the campaign substitute to samogon consumption, which is relatively abundant in

rural areas during the campaign, and thus form a habit for hard alcohol. For urban males, samogon

was much harder to obtain, and hence there were fewer who substituted beer with samogon during

the campaign. Therefore, our model has two main predictions. First, it predicts that rural men who

turned 18 during the campaign have a higher share of vodka consumption in our baseline sample

from 2001 to 2011 relative to rural men who turned 18 both before or after the campaign.37 Second,

the difference between the vodka shares consumed by rural and urban males should be largest for

those cohorts who turned 18 during the anti-alcohol campaign.

In this difference-in-difference approach, we implicitly exploit the fact that labor mobility is

very low in Russia compared to most other countries; e.g., Andrienko and Guriev (2004). Hence,

the chance that the birth place of a survey respondent in our sample also identifies his location

when he turned 18—something we do not observe directly in the data—is very high.38 To test the

predictions of our theory for the long-run effect of the anti-alcohol campaign on the consumption

shares, we estimate the following regression:

Sg
it = βDD · I(urban)i × I(turned 18 in 1987-91)i + βD · I(turned 18 in 1987-91)i

+λ · I(urban)i + γ′xit + αa + αt + αr + εit.
(7a)

In our baseline specification we restrict the sample to individuals who turned 18 in 1970 or later

because official data on aggregate sales by type of alcohol is available only starting from 1970.

Ideally, we would also like to observe a sufficiently long period after the end of the Gorbachev

anti-alcohol campaign in which there are no further disruptions to the alcohol market. Figure 2

shows that there was only a brief period between the end of the campaign’s impact on the alcohol

market and the beginning of the rapid expansions of the beer market after the collapse of the Soviet

Union. In all our specifications we therefore restrict our sample to individuals who turned 18 before

1999 to avoid a contamination of this experiment with the shock to the beer market analyzed in the

previous section. One might be worried that individuals turning 18 after the end of the campaign’s

impact face different initial conditions than individuals who turn 18 before the campaign, and that

our approach does not fully address that issue. To address this concern we extend the difference-

in-difference design of equation (7a) to include two different sets of “control groups,” one containing
37According to different expert estimates, samogon production increased rapidly in the second half of the 1980s;

e.g., Treml (1997), Nemtsov (2002), Bhattacharya et al. (2013), and our own estimates based on the RLMS. Since the
collapse of the Soviet Union, samogon production has decreased rapidly because of the liberalization of the alcohol
markets and the sharp decrease in the price and increased availability of vodka.

38Our proxy for whether an individual lived in a urban area when turning 18 combines the variables “birth place”
and whether the individual currently lives in a major city. Specifically, we set the proxy equal to 1 if the birth place
is a city instead of a town or village. We then use our measure of whether an individual currently lives in a big city
to impute the remaining missing values. With the exception of Sochi and Tolyatti, all big cities in Russia correspond
to the regional capital cities, and neither of these two exceptions is part of the RLMS sample frame.
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individuals who turn 18 between 1970 and 1986 and another with individuals turning 18 between

1992 and 1998,

Sg
it = βDD,1 · I(urban)iI(turned 18 before 1987)i + βDD,2 · I(urban)iI(turned 18 after 1991)i

+βD,1 · I(turned 18 before 1987)i + βD,2 · I(turned 18 after 1991)i
+λ · I(urban)i + γ′xit + αa + αt + αr + εit.

(7b)

[Table 3 about here]

Column 1 of Table 3, which estimates (7a) using the baseline sample, shows that the “treatment”

indicator—i.e., whether an individual turned 18 during the campaign—predicts a 5 pp higher share

of vodka consumption relative to rural males who turned 18 before or after the campaign, consistent

with our hypothesis. Moreover, the difference in the vodka shares of individuals turning 18 in rural

relative to those in urban areas is 7 pp larger in absolute values for individuals turning 18 during

the campaign than for individuals turning 18 outside of this period. This reflects the differential

impact the campaign had on rural and urban males, again consistent with the hypothesis of highly

persistent habit formation combined with the differential impact of the campaign on the alcohol

market shown in Figure 6. Column 2 estimates (7b) to assess whether using two comparison groups

yields different results. While we cannot reject the hypothesis that the response is the same using

the two control groups (again in absolute values), the larger point estimate for the group of males

turning 18 before the campaign suggest that this group might be a more appropriate comparison

group than the sample of males turning 18 after the campaign.

The coefficients on the control variables in all specifications are similar in sign and magnitude

to those reported in Table 2. The positive coefficient of the urban fixed effect in specification

(7a) reflects the fact that rural males consume a much larger share of samogon than their urban

counterparts. This difference is large enough to turn the effect positive despite the fact that the

share of total vodka consumption including samogon is on average 7 pp higher for rural than for

urban males. The fact that the sign of this coefficient changes between columns 1 and 2 is driven

by the large size of the difference-in-difference coefficient.39 Columns 3 and 4, which drop the top

quartile of total alcohol consumers, show that these results are not driven by heavy drinkers or

alcoholism. Columns 5 and 6 extend the sample to include individuals who turned 18 before 1970

and hence before we have data on aggregate sales by type of alcohol. The results are again similar

to the baseline specification. Columns 7 and 8 extend the baseline sample to include all years from

1994 to 2011. While the coefficients are again not statistically different from the baseline results,

the lower point estimates suggest that using the earlier part of the sample leads to a downward bias

of the coefficient, since the individuals’ consumption shares have not reached a stable equilibrium
39 To see this, note that λ of (7b) minus λ of (7a) should approximately equal βDD of (7a).
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yet due to the ongoing expansion of the beer market, as seen in Figure 1. Finally, columns 9 and

10 show that the campaign has the opposite effect on the share of beer consumed, again suggesting

that the main substitution occurs between vodka and beer.

Overall, the results in Table 3 show that the campaign significantly changed long-run consump-

tion behavior given that most subjects in our sample are observed two decades after the end of the

campaign. Moreover, the results highlight the differential impact the campaign had on individuals

who turned 18 in rural areas relative to their urban peers. Consistent with our hypothesis, these

individuals formed persistent habits toward very different types of alcohol, and these differences in

preferences are still highly visible in their consumption behavior today.
[Figure 7 about here]

Next we again analyze the validity of our quasi-natural experiment by running placebo tests sim-

ilar to the approach taken in Figure 5 and which is illustrated in Figure A.4 in the online appendix.

Specifically, we estimate equation (7a) on a rolling 15-year window starting with individuals who

turned 18 between 1960 and 1974 and ending with the sample of males turning 18 between 1985

and 1999. The “treatment group” is the five-year window centered in this 15-year rolling sample,

covering years 1975 to 1979 in the first sample window. Once we reach the sample ranging from

1985 to 1999 we again shrink the window from the left until it only includes the years from 1990 to

1999, implying that the control group turned 18 between 1990 and 1994 and the treatment group

turned 18 between 1995 and 1999. Under our hypothesis we should not see any significant effects

before the sample enters the anti-alcohol campaign. As the sample enters the campaign period, we

should first see βDD increase as the true treatment group gets mistakenly assigned to the control

group. The coefficient should then gradually decrease as the assigned treatment group more and

more overlaps with the actual treatment group, reaching its maximum (in absolute value) with

the group turning 18 between 1987 and 1991. The coefficient should then increase back to zero,

before becoming positive again as we falsely assign the actual treatment group to the control group.

Finally, the coefficient should gradually decrease back to zero although it will not converge to zero

completely under our hypothesis since we have to restrict our sample to individuals turning 18

before 1999. Hence, the pattern for βDD should be W-shaped. βD on the other hand should exhibit

the opposite pattern, i.e., M-shaped.

Figure 7 plots the evolution of βD and βDD together with 95% confidence intervals for these

placebo regressions. Consistent with the hypothesis of persistent habit formation around age 18, we

indeed see these two patterns emerge, W-shaped for βDD and M-shaped for βD, although the shape

of the latter is weaker. The peak response of both coefficients (in absolute value) occurs when the

treatment window reaches the actual treatment period from 1987 to 1991.40

40Figure A.5 in the online appendix shows similar results with the opposite sign for the share of beer, although
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5.4 Short-Run Dynamics of Habit Formation

In this section we use the two quasi-experiments as instruments to estimate the short-run dynamics

of consumption behavior in the presence of habit formation. For this purpose we estimate the

following first-order autoregressive process—which is the most common specification used in the

literature—first by OLS and then by IV:

Sg
it = ρ · Sg

i,t−1 + λ · I(urban)i + γ′xit + αa + αt + αr + εit. (7)

To deal with the potential upward bias due to autocorrelated unobserved taste shocks, which might

simultaneously drive current and lagged shares, and to address attenuation bias due to measurement

error in the lagged consumption shares, we instrument the lagged share with the condition of the

alcohol market that individuals faced when they first started to consume alcohol around age 18.

For urban males, we use the ratio of aggregate sales of official vodka to beer when they turn 18 as a

proxy of the market conditions they faced. For rural males, we instead use the ratio of all aggregate

vodka to beer when they turn 18, including samogon. In the set of instruments we also include

both aggregate ratios not interacted with the individual’s geographical information when turning

18. This specification estimates the effect of habits under the assumption that individuals born in

different periods have similar preferences and differ only in the initial level of consumption, holding

fixed income, relative prices and demographic characteristics. Moreover, we assume that aggregate

sales are uncorrelated with any unobserved individual taste heterogeneity.

[Table 4 about here]

Table 4 shows a severe downward bias of the OLS estimate of the autoregressive coefficient ρ

relative to its IV estimate for both beer and vodka. The IV estimate for beer is three times larger

than its OLS estimate, and the IV estimate for vodka is more than two and a half times larger than

its OLS estimate. In the online appendix we use these results to provide a lower bound for the

attenuation bias due to measurement error. The lower bound equals one minus the ratio of the OLS

to the IV estimator and equals one if there is complete attenuation and 0 if there is no attenuation

bias. We estimate this lower bound to be about two-thirds for both beer and vodka. Therefore,

significant measurement error in expenditure surveys might explain why previous research has found

little evidence of habit formation at the micro level when estimating specifications similar to (7);

e.g., Dynan (2000).

with less precision.
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6 Effects on Life Expectancy

Russian male life expectancy at birth was on average only 60 years between 2000 and 2009,

which is 15 years lower than in the US, 7 years lower than in Bangladesh and even 4 years lower

than in North Korea. Moreover, the gender gap in life expectancy over the same period was 13

years in Russia, but only 5 years in the US, one year in Bangladesh, and 7 years in North Korea.41

One key difference between these countries and Russia is the prevalence of heavy drinking among

men. The high level of alcohol consumption among Russian men is therefore widely believed to

be a main contributing factor to the low male life expectancy and the large gender gap; see, e.g.,

Brainerd and Cutler (2005), Leon et al. (2007) and Yakovlev (2012). Approximately 40% of all

annual deaths are estimated to be related to alcohol consumption, and most of them are not due

to long-run consequences of heavy drinking such as cirrhosis but instead are due to so-called “dose-

related excess,” a hazardous event occurring when the amount of pure alcohol consumed is very high.

Indeed, the literature finds that about 7% of deaths are due to alcohol poisoning, while over 30% are

due to “external causes” related to alcohol intoxication, including vehicular and other accidents and

homicides, and hence are unrelated to long-run consequences of alcohol consumption. Moreover,

alcohol poisoning is typically not caused by the poor quality of the alcohol consumed but is rather

caused by binge drinking.42 Hence, while a high average level of alcohol intake can certainly be

hazardous—in particular for older individuals—it is mostly the occasional binge drinking by men

that leads to high mortality rates across all age groups. Furthermore, since binge drinking is much

less likely to occur when consuming beer rather than vodka, we conjecture that individuals who

prefer beer over vodka have a lower alcohol-related probability of dying, even holding fixed the

average level of alcohol intake.

To test this conjecture and to quantify the effect of alcohol consumption habits toward different

types of alcohol on the probability of dying, we estimate a semi-parametric Cox proportional hazard

model as is standard in the literature.43 We use a similar specification as in our previous analysis

with two modifications. First, we add two additional explanatory variables to the vector x that
41Sources: The Human Mortality Database, http://www.mortality.org/, and The World Bank, http://data.

worldbank.org/.
42Estimates of the effect of alcohol on mortality vary somewhat and are difficult to compare across studies due to

differences in methodology and in the underlying data. However, most studies find similar magnitudes and broadly
agree with official statistics, which attribute 4% of all deaths of Russian males to alcohol poisoning and an additional
36% to external causes related to alcohol intoxication; see Goskomstat, Demograficheskiy yezhegodnik RF, 2006.
Similarly, in their sample of 48,557 residents of three typical Russian cities, Zaridze et al. (2009) find that 8% of
deaths are directly due to alcohol poisoning, while another 37% are due to accidents and violent acts that are related
to alcohol intoxication.

43The model estimates λ(a|x) = exp(γ′x)λ0(a), the conditional hazard of death, which approximates the instanta-
neous probability of dying at age a conditional on the covariates x. λ0(a) is the baseline hazard rate that is common
across all individuals and can be estimated non-parametrically and independently of the parameter β.
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improve the fit of the model. The first indicates whether an individual reports not drinking in a

typical day during the previous month ,while the second is an indicator of whether the individual

smokes. Second, we collapse the data to one observation per individual, and we replace time-varying

covariates with their mean. For individuals who report not consuming alcohol in a given interview,

we set their shares of beer and vodka to zero before collapsing the data. We impose two additional

sample restrictions relative to our previous analysis. First, our preferred specification focuses on

working-age males. This excludes males older than 65 years due to selection bias arising from

the fact that older individuals tend to consume a lower share of vodka (see the top-left panel of

Figure 3), both because of endogenous attrition of heavy drinkers from the sample and because they

might not be able to consume hard alcohol anymore due to medical conditions such as liver failure.

Second, we exclude individuals below age 22 since our estimate of the long-run consequences of the

changed consumption habits on male mortality crucially depend on them as they approximate the

consumption behavior of the population in the new long-run steady state. The analysis in section 5.1

reveals that the habits of males below age 22 have not yet converged to their long-run equilibrium;

hence, their observed consumption shares are not a good predictor of their future shares.
[Table 5 about here]

Table 5 shows that consuming a higher share of beer strongly decreases the hazard of death, while

a higher share of vodka increases it, even conditional on the total level of alcohol consumed.44 Hence,

these results are consistent with the findings in the previous literature that a majority of alcohol-

related deaths are due to alcohol poisoning or external causes in connection with binge drinking.

The estimates are also economically significant: decreasing the share of vodka by 30 pp (which

corresponds to one standard deviation in the sample) while simultaneously increasing the share of

beer by 30 pp—holding fixed the level of total alcohol intake—decreases the hazard of death for males

age 22 to 65 by 34%. The level of total alcohol intake on its own also increases the hazard of death.

The fact that these estimates are larger and statistically more significant for the sample including

older males points to the negative long-run consequences of alcohol consumption. The remaining

controls have the expected sign with the exception of the indicator of whether an individual reported

not drinking in all interviews. However, this effect is not stable across specifications and samples, is

statistically not significant, and is likely affected by the aforementioned selection bias, particularly

at older ages. Finally, columns 4 to 6 show that the main results are similar if we include these

older individuals.
44The effect of both shares can be identified simultaneously as shown in columns 3 and 6 of Table 5, because

the two shares are not perfectly collinear—the sample correlation is -0.42—due to the presence of nondrinkers and
due to the fact that there is a small share of other types of alcohol consumed such as wine, which we exclude from
the regressions. We obtain similar coefficients for the shares consumed when estimating the model separately for
beer (columns 1 and 4) and vodka (columns 2 and 5) compared with the coefficients when using both shares jointly
(columns 3 and 6), which we will use in the simulations below.
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Our results seem to be in sharp contrast to the common belief that increased alcohol consumption

after the end of the anti-alcohol campaign and after the liberalization of the alcohol market caused

the surge in male mortality since 1991—the so-called Russian mortality crisis. Our results however

apply to the shares of alcohol consumed, not the level of total alcohol intake. Our hypothesis is that

because it is easier to binge drink with vodka than beer, forming a habit toward vodka increases

an individuals’ mortality risk, even holding fixed his level of total alcohol intake. Indeed, consistent

with our individual-level results, we find that when we regress male mortality for ages 22 to 65 on

aggregate sales per capita of beer and vodka—both expressed in pure alcohol—, vodka is highly

predictive, while beer has no explanatory power.45

As a final step we study the implications of the changes in consumption patterns for the evolu-

tion of male mortality. To do so we simulate a counterfactual scenario that maintains the sample

distribution of individual characteristics except for the shares of vodka and beer consumed. Specifi-

cally, we predict consumption shares of vodka and beer for each individual in our sample by running

regressions similar to equation (5), except that we include a full set of cohort effects.46 Using these

cohort effects, we predict each individual’s shares at different points in the future and in turn use

the predicted shares together with the individual characteristics to estimate his hazard of death.

For example, to predict the hazard of death in 10 years of an individual born in 1970, we maintain

his current characteristics but we assign him the conditional cohort effect of individuals born in

1960. Integrating across the entire sample then provides us with an estimate of the evolution of

male mortality as a consequence of the changes in consumption habits only.47

[Table 6 about here]

Table 6 provides the predicted population consumption shares and the annual rate of death

for the current population of males age 22 to 65 as well as for the corresponding counterfactual

populations in 10, 20, and 55 years, with 55 years being the time at which the population reaches

its new steady state.48 Our results suggest that the mortality of males age 22 to 65 will decrease

by 12% from 1.48% to 1.31% over the next 10 years, by 23% over 20 years, and will be cut roughly

in half in the long run. The predicted current rate of death of 1.48% is only slightly higher than its

official estimated average from 1994 to 2010, which is 1.57%. For comparison, the annual rate of

death is 0.5% in the US and 0.4% in the UK and Germany . Hence, the counterfactual simulation

predicts that the increase in the share of beer consumption at the expense of vodka as suggested

by the persistent habits we find in the data combined with the large changes to the alcohol market
45See Table A.2 and Figure A.6 in the online appendix.
46To identify the model, we exclude time effects.
47Online appendix A.3 provides more detail for this algorithm.
48Figure A.7 in the online appendix shows the path of both shares and the mortality rate.
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that occurred in the past might further cut the gap between the Russian and US male mortality in

half over the next 55 years.
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Figure 1: Share of vodka and beer in total alcohol intake by birth cohorts

0

20

40

60

80
sh

ar
e 

of
 v

od
ka

 in
 to

ta
l a

lc
oh

ol

1994 1996 1998 2000 2002 2004 2006 2008 2010

0

20

40

60

80

sh
ar

e 
of

 b
ee

r 
in

 to
ta

l a
lc

oh
ol

1994 1996 1998 2000 2002 2004 2006 2008 2010
sample year

Soviet cohorts: 1930s 1940s 1950s 1960s
Transition cohorts: 1970s
Post−soviet cohorts: 1980s 1990s

Notes: These figures show the share of vodka (top panel) and beer (bottom panel) as a
function of the RLMS sample year for 10-year birth cohorts. Cohorts are classified based
on the average time in which their members turned 18, which is our estimate of when
people on average start to consume alcohol and to form habits under our hypothesis.



Figure 2: Aggregate sales of beer and vodka 1970–2011, in billion liters
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Figure 4: Effect of the beer-market expansion on consumption habits
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Figure 5: Placebo regressions for the beer-market expansion experiment
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Figure 6: Relative alcohol production in Russia, 1970–2011
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Figure 7: Placebo regressions for anti-alcohol campaign experiment
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Notes: These figures show the results of the placebo regressions for the anti-alcohol cam-
paign experiment together with two standard error confidence bands. The regressions use
the same set of controls as in Figure 4. HAC standard errors are clustered by individual.



Table 1: Summary statistics

Males with positive alcohol intake N Mean St.Dev. p75 

Share of beer 46985 29.30 35.34 38.46
Share of vodka 46985 52.86 39.70 92.31
Share of samogon 46985 8.66 24.29 0
Share of wine 46985 7.37 20.86 0
Share of other alcohol 46985 1.81 10.87 0
Share of home-brewed beer (starts in 2008) 14363 0.06 1.47 0
Age 46985 41.38 15.43 52
Birth year 46985 1962.41 16.35 1976
Total monthly real income (in liters of milk) 45280 245.06 426.55 300.28
Subjective health status (1=very good, 5=very bad) 46884 2.69 0.67 3
Body weight (in kg) 44180 76.67 13.68 85
I(married) 46985 0.68 0.46 1
I(college degree) 46950 0.40 0.49 1
Proxy for I(turned 18 in an urban area) 46972 0.45 0.50 1
Typical daily alcohol intake (in grams of ethanol) 46985 144.69 133.75 200

All males age 18 and above
Age 68350 42.45 16.39 54
Birth year 68350 1961.33 17.27 1975
Total monthly real income (in liters of milk) 65688 233.70 404.16 288.28
Subjective health status (1=very good, 5=very bad) 68186 2.73 0.73 3
Body weight (in kg) 64114 76.47 13.62 85
I(married) 68350 0.67 0.47 1
I(college degree) 68290 0.38 0.49 1
Proxy for I(turned 18 in an urban area) 68322 0.44 0.50 1
Typical daily alcohol intake (in grams of ethanol) 68350 101.40 131.95 146

Notes: This table presents the number of observations, means, standard deviation, and the 75th percentile of key variables

in the full sample of males above age 18 and for the subsample of males that report having consumed alcohol in the 30 days

prior to the interview.
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Table 5: Cox proportional hazard model for male mortality

(1) (2) (3) (4) (5) (6)

Share of beer (not in percentage) -1.240*** -1.002*** -1.257*** -1.191***
[0.359] [0.379] [0.289] [0.296]

Share of vodka (not in percentage) 0.575*** 0.378** 0.269** 0.125
[0.160] [0.166] [0.106] [0.106]

I(smokes) 0.435*** 0.444*** 0.440*** 0.464*** 0.478*** 0.468***
[0.131] [0.131] [0.131] [0.091] [0.091] [0.091]

I(no alcohol consumed) -0.133 0.137 0.002 -0.114 0.071 -0.061
[0.192] [0.192] [0.193] [0.140] [0.140] [0.140]

Alcohol intake (in kg of ethanol) 0.748 1.129** 0.862 1.195*** 1.536*** 1.236***
[0.551] [0.515] [0.541] [0.444] [0.426] [0.442]

Log(real income) -0.462*** -0.495*** -0.471*** -0.508*** -0.537*** -0.511***
[0.035] [0.034] [0.035] [0.032] [0.032] [0.033]

Health status 0.431*** 0.473*** 0.449*** 0.477*** 0.510*** 0.482***
[0.109] [0.110] [0.109] [0.073] [0.073] [0.073]

Body weight (in g) 4.298 3.862 4.077 4.515 3.902 4.361
[4.127] [4.138] [4.125] [3.030] [3.071] [3.044]

I(college degree) -1.479*** -1.467*** -1.439*** -1.297*** -1.322*** -1.288***
[0.240] [0.246] [0.242] [0.184] [0.187] [0.185]

I(married) -0.137 -0.189 -0.166 0.160 0.146 0.156
[0.143] [0.143] [0.143] [0.106] [0.107] [0.106]

I(urban) 0.017 -0.048 -0.015 0.178** 0.127 0.166*
[0.111] [0.110] [0.112] [0.085] [0.086] [0.086]

Observations 8,298 8,298 8,298 9,689 9,689 9,689

Males age 22-65 Males age 22 and older

Notes: Heteroskedasticity-consistent standard errors in parentheses.

Table 6: Counterfactual simulations
Mortality rate of males

horizon beer vodka age 22-65 (in %)
current 29.86 47.39 1.48
in 10 years 41.08 33.66 1.31
in 20 years 49.04 24.29 1.14
long run 57.07 16.34 0.81

Poplulation shares of

Notes: This table provides predicted population consumption shares

of beer and vodka and the corresponding annual death rates for males

age 22 to 65 implied by those shares for forecast horizons 0 (i.e., the

current state), 10, 20, and 55 years, which represents the new long-run

steady state.
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A.1 Additional Results for the Model

This section shows that the model in the main article with two habit forming goods can
have any number of equilibira. We then provide three numerical examples that generate,
respectively, one, three, and an infinite number of equilibria. We also show how to map
the steady state, which the model expresses in levels, to alcohol shares, which is the
concept we use in our empirical analysis. Finally, we show that these insights from be
basic myopic model extend to a model with forward-looking consumers.

A.1.1 Number of Equilibria in the Model with Myopic Consumers

The steady state first-order condition (FOC) for myopic agents as a function of the level
of vodka consumption, v, is

F = uv(v, y − pvv, [δ/(1− δ)]v, [δ/(1− δ)][y − pvv])
−pvub(v, y − pvv, [δ/(1− δ)]v, [δ/(1− δ)][y − pvv]) = 0.

Differentiating F with respect to v yields

uvv−pvuvb+δ/(1−δ)uvHv−pvδ/(1−δ)uvHb−pv[ubv−pvubb+δ/(1−δ)ubHv−pvδ/(1−δ)ubHb ].

Given the assumptions that ugg < 0, uHgHg < 0, and ugHg > 0, some terms in this
expression are positive, e.g., δ/(1− δ)uvHv , p2vδ/(1− δ)ubHb , and some are negative, e.g.,
uvv, p

2
vubb. Therefore, the sign of the overall sum is ambiguous.

1



A.1.2 Numerical Examples

A.1.2.1 One Equilibrium

Let the utility function be u = ln(b) · Lb + ln(v) · Lv—with Lg = ln(1.1 + Hg) for
g ∈ {b, v}—so that the marginal utility is ug = Lg

g
. The FOC is

0 = uv − pv · ub
=

Lv
v
− pvLb

b

=
Lv
pvv
− Lb

b

=
Lv
pvv
− Lb
y − pvv

.

Solving for v we obtain

v =
Lv

Lv + Lb
· y
pv
.

A.1.2.2 Three Equilibria

Let the utility function be u =
√
b ·Lb+

√
v ·Lv—with Lg = ln(1.1+Hg) for g ∈ {b, v}—so

that the marginal utility is ux = Lg

2
√
g
. Solving for v we obtain

v =
R · y

1 +R · pv
,

with R =
(

Lv

pv ·Lb

)2
.

A.1.2.3 Continuum of Equilibria

Let the utility function be u =
√
b ·Hb+

√
v ·Hv , so that the marginal utility is ug =

√
Hg

2
√
g
.

Solving for v we obtain

v =
R · y

1 +R · pv
,

with R = Hv

p2v ·Hb .

2



A.1.3 Expressing the Model Solutions in Terms of Shares

Sg =
g
b+v

, Sb + Sv = 1 , pvv + b = y , and Sv

Sb
= v

b
. Hence,

v =
Sv
Sb
b =

Sv
1− Sv

(y − pvv)

=
y · Sv

1− (1− pv)Sv
.

A.1.4 Allowing for Forward-Looking Consumers

We now relax the assumption of myopic behavior. Forward looking agents maximize
the present value of utility from consuming beer and vodka, U = u(vt, bt, H

v
t , H

b
t ) +∑∞

i=1 β
i[u(vt+i, bt+i, H

v
t+i, H

b
t+i)]. To keep the model simple, we follow Gruber and Köszegi

(2001) and assume no savings and that the stock of habits evolves as follows:

Hg
t+1 = δ(Hg

t + gt).

The FOC for vt, after substituting for bt using the budget constraints, is

uvt − pvtubt +
∞∑

i=1

βiδi(uHv
t+i
− pvtuHb

t+i
) = 0.

The FOC for vt+1 is

uvt+1 − pvt+1ubt+1 +
∞∑

i=1

βiδi(uHv
t+i+1

− pvt+1uHb
t+i+1

) = 0.

Combining the two FOCs and analyzing the steady state we obtain the following Euler
equation:

0 = uv(v, y − pvv,
δ

1−δv,
δ

1−δ [y − pvv])− pvub(v, y − pvv,
δ

1−δv,
δ

1−δ [y − pvv])

+ βδ
1−βδ [uHv(v, y − pvv,

δ
1−δv,

δ
1−δ [y − pvv])− pvuHb((v, y − pvv,

δ
1−δv,

δ
1−δ [y − pvv])].

Assuming that ug →∞ as g → 0 guarantees the existence of a steady state.
To check the possibility of multiple steady states, we can analyze the monotonicity of

the right-hand side of the steady-state Euler equation by taking the first derivative with
respect to v,

dRHS(v)/dv = uvv − 2pvuvb + p2vubb +
δ

1−δ [uvHv − 2pvuvHb + p2vubHb ]

+ βδ
1−βδ [uvHv − pvubHv − pvuvHv + p2vubHb + δ

1−δ [uHvHv − 2pvuHvHb + p2vuHbHb ]].

3



This expression can be both negative and positive. To see this, assume that the utility
function is separable in the two goods and their stocks of habit. Then the expression
above can be rewritten as

dRHS(v)/dv =
[
uvv + p2vubb +

βδ
1−βδ

δ
1−δ (uHvHv + p2vuHbHb)

]

+
[
( δ
1−δ +

βδ
1−βδ )(uvHv + p2vubHb)

]
.

The terms in the first square brackets are all negative, while the terms in the second square
brackets are all positive. Thus, depending on the relative magnitude of these terms, the
first derivative can be positive or negative. The following utility specifications provide two
examples, one with a unique and stable steady state and one with three steady states, two
of which are stable and one is unstable. We again set pv = y = 1 so that the consumption
levels correspond to shares, and for simplicity we assume that β = 1 and δ = 0.5. Then
the utility parametrization u =

√
g +
√
Hg + gHg results in a one equilibrium, while

u =
√
g +
√
Hg + 5gHg yields three equilibria.

A.2 A Lower Bound for the OLS Attenuation Bias
Let bme ≥ 0 denote the attenuation factor due to measurement error and buh ≥ 0 the
potential upward bias of the OLS estimator due to unobserved heterogeneity. Without
loss of generality, we assume that the true coefficient is positive, i.e., ρ > 0. By definition,
the total bias of the OLS estimator is

ρOLS = (1− bme)(1 + buh)ρ ≥ (1− bme)ρ .

Since the IV estimator is consistent and using the continuous mapping theorem, a con-
sistent estimator bme of the lower bound of bme is given by

b̂me ≡ 1− ρ̂OLS
ρ̂IV

p−→ 1− ρOLS
ρ
≤ bme .

A.3 Algorithm for Predicting Male Mortality Rates
Let the forecast horizon H = 0 denote the current sample from 1994 to 2011. For
simplicity, let us consider the example of an individual i that is 30 years old, was born
in 1970, and has characteristics xi. We then predict consumptions shares by running the
linear regression

Sgi = ϕc + γ′xi + αa + ui,

4



where ϕc are birth year effects, i.e., ϕ1970 and α30 for our individual. Similarly, we predict
the mortality hazard by running the corresponding Cox regression,

λ(a|xi, Sgi ) = exp(δ′Sgi + ϑxi)λ0(a) .

Suppose we want to forecast the mortality rate in one year, i.e., at horizon H = 1. In
order to do so we proceed with the following steps:

1. First, we predict the consumption shares by assuming that the same individual,
with characteristics xi and age 30, also represents a 30 year old next year, but with
the consumption habit of a 30 year old next year, i.e., with ϕ1970 conditional on the
covariates above, that is

Ŝgi |H=1 = ϕ̂1971 + γ̂′xi + α̂30.

Table A.3 provides the regression results for this step.

2. Next, we plug the predicted shares in the estimated mortality hazard,

λ̂i|H=1 = λ(a = 30|xi, Ŝgi |H=1; δ̂, ϑ̂).

3. Finally, doing this for all individuals in the sample and integrating over all individ-
uals, we obtain the predicted male mortality rate at horizon H = 1.

References
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Figure A.3: Placebo regressions for the beer market expansion experiment
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mostly substitute toward beer at the expense of vodka in response to the expansion of
the beer market.



Figure A.4: Placebo regression design for anti-alcohol campaign experiment
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Figure A.5: Placebo regressions for anti-alcohol campaign experiment: beer
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between vodka and beer consumption in response to the anti-alcohol campaign.



Figure A.6: Placebo regression design for anti-alcohol campaign experiment
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Notes: This figure complements Table A.2 showing the co-movement of the mortality rate
of males age 22 to 65 with aggregate sales per capita of vodka and beer, both measured
in pure alcohol (i.e., ethanol).



Figure A.7: Simulated dynamics of shares and annual rate of death
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Table A.1: Decomposition of the share of samogon

(1) (2) (3) (4) (5) (6)
samogon samogon samogon samogon samogon samogon

I(born in 1990s) -10.265*** -9.943*** -7.504*** -8.030*** -1.576 -1.163
[1.629] [0.616] [0.669] [0.737] [1.157] [1.163]

I(born in 1980s) -8.558*** -8.236*** -5.645*** -5.975*** -2.504*** -1.617*
[1.571] [0.440] [0.426] [0.425] [0.843] [0.888]

I(born in 1970s) -4.498*** -4.176*** -2.739*** -3.865*** -1.767*** -1.305*
[1.598] [0.529] [0.465] [0.403] [0.647] [0.670]

I(born in 1960s) -2.366
[1.635]

I(born in 1950s) -1.279
[1.657]

I(born in 1940s) -0.014
[1.756]

I(born in 1930s) 6.209***
[1.945]

Alcohol intake (in grams of ethanol) 0.025*** 0.026*** 0.028*** 0.057***
[0.001] [0.001] [0.001] [0.004]

Log(real income) -1.690*** -1.087*** -1.194*** -0.874***
[0.091] [0.083] [0.084] [0.093]

Health status 1.374*** 1.024*** 0.224 0.525**
[0.270] [0.227] [0.230] [0.241]

Body weight (in kg) -0.107*** -0.087*** -0.079*** -0.054***
[0.014] [0.012] [0.012] [0.013]

I(college degree) 0.774*** -1.920*** -1.907*** -1.423***
[0.292] [0.361] [0.354] [0.386]

I(married) 1.958*** -0.500 -0.810** -0.313
[0.407] [0.378] [0.397] [0.424]

Observations 46,985 46,985 44,066 44,029 44,029 27,353
R-squared 0.025 0.017 0.069 0.256 0.265 0.238
Region FE YES YES YES
Year FE YES YES YES
Age FE YES YES
Top alcohol quartile dropped YES

Notes: This table supplements Table 2 decomposing the share of illegally consumed samogon. Note the strong

economically and statistically significant negative income effect of samogon, suggesting that samogon is indeed an

inferior good, especially compared to beer and official vodka. HAC standard errors, clustered by individual, in

parentheses.



Table A.2: Regressing male mortality on aggregate alcohol sales
(1) (2) (3) (4) (5) (6)

log(vodka) 1.126*** 0.613*** 0.391**
[0.263] [0.155] [0.160]

log(beer) -0.033 0.110 0.256***
[0.065] [0.085] [0.085]

vodka sales per capita 0.215*** 0.160*** 0.117***
[0.053] [0.035] [0.038]

beer sales per capita -0.010 0.056 0.119***
[0.032] [0.039] [0.041]

Observations 20 20 31 31 41 41
R-squared 0.520 0.503 0.480 0.503 0.369 0.377

1991-2010 1980-2010 1970-2010

Notes: This table provides the results of regressing the mortality rate of males

age 22-65 on aggregate sales per capita of beer and vodka – measured in pure

alcohol –, both in logs and in levels. Period 1991-2010 corresponds to the

so-called “Russian Mortality Crisis”, period 1980-2010 includes Gorbachev’s

anti-alcohol campaign, and period 1970-2010 is the longest sample for which

we have aggregate sales of beer and vodka and fairly reliable data on mortal-

ity. See also Figure A.6 for the graphical evidence of the strong relationship

between vodka per capita and male mortality.



Table A.3: Predicted alcohol shares

(1) (2)
Share of beer Share of vodka

Alcohol intake (in kg of ethanol) -0.884*** 0.390***
[0.037] [0.043]

Log(real income) 0.005** 0.003
[0.002] [0.003]

Health status 0.000 -0.026***
[0.008] [0.009]

Body weight (in g) -0.215 1.370***
[0.223] [0.259]

I(college degree) -0.004 -0.020***
[0.006] [0.007]

I(married) 0.002 0.029***
[0.008] [0.009]

I(urban) 0.020*** -0.006
[0.006] [0.007]

I(no alcohol consumed) -0.309*** -0.255***
[0.010] [0.012]

I(smokes) 0.012* 0.035***
[0.007] [0.008]

Observations 8,298 8,298
R-squared 0.309 0.262
Cohort FE YES YES
Age FE YES YES

Notes: This table reports the results from the regressions used to predict the

shares of vodka and beer consumed for all individuals age 22 to 65. These

predicted shares conditional on the covariates are then used to predict indi-

vidual hazard rates which can be integrated across the sample population to

predict the evolution of male mortality.
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