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#### Abstract

We develop new procedures for maximum likelihood estimation of affine term structure models with spanned or unspanned stochastic volatility. Our approach uses linear regression to reduce the dimension of the numerical optimization problem yet it produces the same estimator as maximizing the likelihood. It improves the numerical behavior of estimation by eliminating parameters from the objective function that cause problems for conventional methods. We find that spanned models capture the cross-section of yields well but not volatility while unspanned models fit volatility at the expense of fitting the cross-section.
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## 1 Introduction

We propose new estimation procedures for affine term structure models (ATSMs) with spanned or unspanned stochastic volatility that use linear regression to simplify and stabilize estimation. For spanned models, our procedure recovers the maximum likelihood estimator but only requires numerically optimizing over a lower dimensional parameter space. The stability of our method makes it possible for us to study local maxima, explain why they exist, and their economic implications. We show how our insights from spanned models can be extended to estimate unspanned stochastic volatility (USV) models despite the fact that for USV models the likelihood function is not known in closed-form. Estimating a range of popular models, we find that models with spanned volatility fit the cross section of the yield curve better, while those with unspanned volatility fit the volatility better.

ATSMs are popular among policy makers, practitioners, and academic researchers for studying bond prices, monetary policy, and the macroeconomic determinants of discount rates; for overviews, see Piazzesi(2010), Duffee(2012), Gürkaynak and Wright(2012), and Diebold and Rudebusch(2013). As the literature on ATSMs has developed over the last decade, there is a consensus that estimation can be challenging; see, among others, Duffee(2002), Ang and Piazzesi(2003), Kim and Orphanides(2005), and Hamilton and Wu(2012). Only recently have reliable and transparent estimation methods been developed for Gaussian ATSMs; see, Joslin, Singleton, and Zhu(2011), Christensen, Diebold, and Rudebusch(2011), Hamilton and $\mathrm{Wu}(2012)$, Adrian, Crump, and Moench(2012) and Diez de Los Rios(2013). However, these procedures do not address models with stochastic volatility. Moreover, in USV models as proposed by Collin-Dufresne and Goldstein(2002) and Collin-Dufresne, Goldstein, and Jones(2009), the likelihood function is not known in closed-form.

Our main contribution are new procedures for estimating ATSMs with spanned or unspanned stochastic volatility. For models with spanned factors, we propose to maximize a concentrated likelihood that when optimized gives exactly the same estimator as maximizing the original likelihood function. However, it only requires numerically optimizing over a
subset of the parameters. The concentrated likelihood function is simple to construct from linear regressions. Using this approach, estimation of spanned models only takes a fraction of a second to several minutes compared to hours when optimizing the original likelihood.

For USV models, the log-likelihood function is not known in closed-form adding another layer of difficulty. Nevertheless, we show how the intuition behind the concentrated likelihood for spanned models can be extended to estimate USV models using the EM algorithm of Dempster, Laird, and Rubin(1977). The maximization step of the EM algorithm solves a similar problem as optimizing the likelihood function of a spanned Gaussian ATSM. Consequently, we can construct a concentrated objective function for the EM algorithm using linear regressions just as we did for spanned models. This reduces the dimension of the numerical search and stabilizes the optimization.

Our method outperforms conventional approaches both in terms of stability of convergence and speed. A study for a 3 -factor model with one spanned volatility factor shows that our method guarantees convergence as long as it is locally identified, and it converges to a number of local maxima repeatedly. Aside from being able to find the global maximum, our method helps us to locate and understand the economic implications of different local maxima. Conversely, the conventional method of directly maximizing the original likelihood never converges fully to any of the local maxima, nor does it converge to the same point twice in repeated trials even when it is initialized under the same local mode. This makes it difficult for researchers to differentiate between points near a well-behaved local maximum having the same economic meaning and locations corresponding to local maxima that are economically different. The median time it takes for our new procedure is less than 2 minutes for this model, whereas the conventional approach takes over 2 hours.

Using our method, we shed light on how local maxima with different economic implications are created in non-Gaussian spanned models. In Gaussian models, different rotations of the factors (such as re-ordering of the factors) result in equivalent global maxima, with identical economic implications. In non-Gaussian models with spanned factors, rotations
such as re-ordering the factors can have substantial economic impacts. The non-Gaussian state variables must be positive and enter the conditional variance. This creates an asymmetry between the Gaussian and non-Gaussian factors resulting in local maxima that are not equivalent and have different economic implications.

Another contribution of this paper is to develop a family of discrete-time non-Gaussian ATSMs that encompasses continuous-time models, including both spanned models as in Duffie and Kan(1996), Duffee(2002), Cheridito, Filipovic, and Kimmel(2007), and AïtSahalia and Kimmel(2010) as well as USV models as proposed by Collin-Dufresne and Goldstein(2002). Gouriéroux, Monfort, and Polimenis(2002) proposed a one factor discretetime non-Gaussian model and Le, Singleton, and Dai(2010) generalized it to have multiple factors. Our model encompasses any admissible rotation of a multivariate discrete-time Cox, Ingersoll, and Ross(1985) process, allowing the factors to be correlated. The model nests the risk-neutral dynamics of other discrete-time ATSMs. ${ }^{1}$ In our model, the physical and risk neutral dynamics follow the same stochastic process but with different parameters. The market prices of risk have the extended affine form of Cheridito, Filipovic, and Kimmel(2007), which is different than Le, Singleton, and Dai(2010). Finally, we also provide the restrictions needed to generate discrete-time versions of the continuous-time USV models in Collin-Dufresne, Goldstein, and Jones(2009) and Joslin(2010).

We apply our estimation method to a range of popular spanned and unspanned models with three and four factors. Judging by the estimated likelihood, a model with three spanned non-Gaussian factors has the highest likelihood followed by one of the USV models. Gaussian and non-Gaussian models with spanned factors fit the cross-section of yields equally well. However, spanned models do not capture the volatility well at any maturity, even for the best fitting model. This is because the non-Gaussian state variables must simultaneously fit the conditional mean and variance. Maximum likelihood places more weight on the first moment. In order to guarantee unspanned volatility factors, USV models place restrictions

[^0]on the bond loadings. This causes USV models to sacrifice some cross-sectional fit; their pricing errors are larger than spanned models. On the other hand, USV models fit the dynamics of yield curve volatility well. The USV restrictions are not unique and we show that the choice of which USV restrictions are imposed is not inconsequential as they effect a USV model's ability to fit the cross-section of yields and yield volatility.

This paper continues as follows. In Section 2, we specify a general class of discrete-time, non-Gaussian affine term structure models. In Section 3, we describe our new approach to estimation for both spanned and unspanned models. Section 4 describes the data and parameter restrictions of the models. Section 5 studies a three factor spanned model in depth. In Section 6, we study eight three and four factor Gaussian and non-Gaussian models. In Section 7, we discuss directions for future research and conclude.

## 2 Model

In this section, we describe a class of discrete-time ATSMs with stochastic volatility that encompass both spanned models, as in Duffie and Kan(1996), Dai and Singleton(2000), Cheridito, Filipovic, and Kimmel(2007); and unspanned models, as proposed by Collin-Dufresne and Goldstein(2002). In our models, the state vector is closed under affine transformations and all spanned models have closed-form transition densities.

### 2.1 Bond prices

The model has a $G \times 1$ vector of conditionally Gaussian state variables $g_{t}$, whose volatilities are captured by an $H \times 1$ vector of positive state variables $h_{t}$. Under the risk-neutral measure $\mathbb{Q}$, the Gaussian state variables follow a vector autoregression with conditional
heteroskedasticity

$$
\begin{align*}
g_{t+1} & =\mu_{g}^{\mathrm{Q}}+\Phi_{g}^{\mathrm{Q}} g_{t}+\Phi_{g h}^{\mathrm{Q}} h_{t}+\Sigma_{g h} \varepsilon_{h, t+1}^{\mathrm{Q}}+\varepsilon_{g, t+1}^{\mathrm{Q}}, \quad \varepsilon_{g, t+1}^{\mathrm{Q}} \stackrel{\mathrm{Q}}{\sim} \mathrm{~N}\left(0, \Sigma_{g, t} \Sigma_{g, t}^{\prime}\right)  \tag{1}\\
\Sigma_{g, t} \Sigma_{g, t}^{\prime} & =\Sigma_{0, g} \Sigma_{0, g}^{\prime}+\sum_{i=1}^{H} \Sigma_{i, g} \Sigma_{i, g}^{\prime} h_{i t}, \\
\varepsilon_{h, t+1}^{\mathrm{Q}} & =h_{t+1}-\mathbb{E}^{\mathrm{Q}}\left(h_{t+1} \mid \mathcal{I}_{t}\right)
\end{align*}
$$

where $\mathcal{I}_{t}$ captures agents' information set at time $t$.
The volatility factors $h_{t}$ are an affine transformation of the exact discrete-time equivalent of a multivariate Cox, Ingersoll, and $\operatorname{Ross}(1985)$ process

$$
\begin{array}{rlrl}
h_{t+1} & =\mu_{h}+\Sigma_{h} w_{t+1} & \\
w_{i, t+1} & \sim \operatorname{Gamma}\left(\nu_{h, i}^{\mathrm{Q}}+z_{i, t+1}^{\mathrm{Q}}, 1\right), & & i=1, \ldots, H \\
z_{i, t+1}^{\mathrm{Q}} & \sim \operatorname{Poisson}\left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}^{\mathrm{Q}} \Sigma_{h} w_{t}\right), & & i=1, \ldots, H \tag{4}
\end{array}
$$

where $\mathrm{e}_{i}$ denotes the $i$-th column of the identity matrix $I_{H}$. We discuss the admissibility restrictions and interpretation of the parameters of the model in Section 2.2.

The price of a zero-coupon bond with maturity $n$ at time $t$ is the expected price of the same asset at time $t+1$ discounted by the short rate $r_{t}$ under the risk neutral measure

$$
P_{t}^{n}=\mathbb{E}_{t}^{\mathrm{Q}}\left[\exp \left(-r_{t}\right) P_{t+1}^{n-1}\right]
$$

The short rate is a linear function of the state vector

$$
r_{t}=\delta_{0}+\delta_{1, h}^{\prime} h_{t}+\delta_{1, g}^{\prime} g_{t}
$$

Given the dynamics of $g_{t}$ and $h_{t}$ under $\mathbb{Q}$, bond prices are an exponentially affine function
of the state variables

$$
P_{t}^{n}=\exp \left(\bar{a}_{n}+\bar{b}_{n, h}^{\prime} h_{t}+\bar{b}_{n, g}^{\prime} g_{t}\right) .
$$

The loadings $\bar{a}_{n}, \bar{b}_{n, h}$ and $\bar{b}_{n, g}$ can be expressed recursively in matrix notation as

$$
\begin{align*}
\bar{a}_{n}= & -\delta_{0}+\bar{a}_{n-1}+\mu_{g}^{\mathrm{Q}^{\prime}} \bar{b}_{n-1, g}+\left[\mu_{h}-\Phi_{h}^{\mathrm{Q}} \mu_{h}+\Sigma_{h} \nu_{h}^{\mathrm{Q}}\right]^{\prime} \bar{b}_{n-1, h}+\frac{1}{2} \bar{b}_{n-1, g}^{\prime} \Sigma_{0, g} \Sigma_{0, g}^{\prime} \bar{b}_{n-1, g} \\
& +\mu_{h}^{\prime} \Phi_{h}^{\mathrm{Q} \prime} \Sigma_{h}^{-1 \prime}\left(I_{H}-\left[\operatorname{diag}\left(\iota_{H}-\Sigma_{h}^{\prime} \bar{b}_{n-1, g h}\right)\right]^{-1}\right) \Sigma_{h}^{\prime} \bar{b}_{n-1, g h} \\
& -\nu_{h}^{\mathrm{Q}^{\prime}}\left[\log \left(\iota_{H}-\Sigma_{h}^{\prime} \bar{b}_{n-1, g h}\right)+\Sigma_{h}^{\prime} \bar{b}_{n-1, g h}\right]  \tag{5}\\
\bar{b}_{n, h}= & -\delta_{1, h}+\Phi_{g h}^{\mathrm{Q} \prime} \bar{b}_{n-1, g}+\Phi_{h}^{\mathrm{Q} \prime} \bar{b}_{n-1, h}+\frac{1}{2}\left(I_{H} \otimes \bar{b}_{n-1, g}^{\prime}\right) \Sigma_{g} \Sigma_{g}^{\prime}\left(\iota_{H} \otimes \bar{b}_{n-1, g}\right) \\
& -\Phi_{h}^{\mathrm{Q}^{\prime} \Sigma_{h}^{-1 \prime}}\left(I_{H}-\left[\operatorname{diag}\left(\iota_{H}-\Sigma_{h}^{\prime} \bar{b}_{n-1, g h}\right)\right]^{-1}\right) \Sigma_{h}^{\prime} \bar{b}_{n-1, g h}  \tag{6}\\
\bar{b}_{n, g}= & -\delta_{1, g}+\Phi_{g}^{\mathrm{Q} \prime} \bar{b}_{n-1, g} \tag{7}
\end{align*}
$$

with initial values $\bar{a}_{1}=-\delta_{0}, \bar{b}_{1, g}=-\delta_{1, g}$ and $\bar{b}_{1, h}=-\delta_{1, h}$. The matrix $\Sigma_{g} \Sigma_{g}^{\prime}$ is a $G H \times G H$ block diagonal matrix with elements $\Sigma_{i, g} \Sigma_{i, g}^{\prime}$ for $i=1, \ldots, H$ and $\bar{b}_{n-1, g h}=\Sigma_{g h}^{\prime} \bar{b}_{n-1, g}+\bar{b}_{n-1, h}$. The loadings must satisfy the restriction that the $i$-th component of $\Sigma_{h}^{\prime} \bar{b}_{n-1, g h}<1$ for $i=1, \ldots, H$. The derivation of these expressions is available in Appendix B.

Bond yields $y_{t}^{n} \equiv-\frac{1}{n} \log \left(P_{t}^{n}\right)$ are linear in the factors

$$
\begin{equation*}
y_{t}^{n}=a_{n}+b_{n, h}^{\prime} h_{t}+b_{n, g}^{\prime} g_{t} \tag{8}
\end{equation*}
$$

with $a_{n}=-\frac{1}{n} \bar{a}_{n}, b_{n, h}=-\frac{1}{n} \bar{b}_{n, h}$ and $b_{n, g}=-\frac{1}{n} \bar{b}_{n, g}$.
Gouriéroux and Jasiak(2006) built the univariate version of the non-Gaussian process (2)-(4) and Gouriéroux, Monfort, and Polimenis(2002) used it to construct a one factor ATSM. Le, Singleton, and Dai(2010) extended the process to allow for multiple factors; their specification under $\mathbb{Q}$ is (2)-(4) but with $\mu_{h}=0$ and $\Sigma_{h}$ diagonal.

### 2.1.1 Unspanned stochastic volatility models

Unspanned stochastic volatility models (see Collin-Dufresne and Goldstein(2002)) impose restrictions on the parameters under $\mathbb{Q}$ guaranteeing that the bond loadings for the volatility factors $b_{n, h}$ in (8) are zero for all maturities. Yields consequently only depend on the Gaussian factors $y_{t}^{n}=a_{n}+b_{n, g}^{\prime} g_{t}$. The bond loadings (5)-(7) simplify to

$$
\begin{align*}
\bar{a}_{n} & =-\delta_{0}+\bar{a}_{n-1}+\mu_{g}^{\mathrm{Q}^{\prime}} \bar{b}_{n-1, g}+\frac{1}{2} \bar{b}_{n-1, g}^{\prime} \Sigma_{0, g} \Sigma_{0, g}^{\prime} \bar{b}_{n-1, g}  \tag{9}\\
\bar{b}_{n, g} & =-\delta_{1, g}+\Phi_{g}^{\mathrm{Q} \prime} \bar{b}_{n-1, g} \tag{10}
\end{align*}
$$

which are the same as Gaussian ATSMs. Unlike Gaussian ATSMs, however, USV models constrain some of the $\mathbb{Q}$ parameters (i.e. elements of $\Phi_{g}^{\mathbb{Q}}$ ) in order to set the non-Gaussian loadings to zero. In Section 4.2.2, we provide conditions under which discrete-time ATSMs exhibit USV as in Collin-Dufresne, Goldstein, and Jones(2009).

### 2.2 Physical dynamics

Analogous to the popular class of Gaussian ATSMs, we specify the dynamics of $g_{t}$ and $h_{t}$ under $\mathbb{P}$ to have the same dynamics as under $\mathbb{Q}$. The Gaussian state variables follow a vector autoregression with conditional heteroskedasticity

$$
\begin{align*}
g_{t+1} & =\mu_{g}+\Phi_{g} g_{t}+\Phi_{g h} h_{t}+\Sigma_{g h} \varepsilon_{h, t+1}+\varepsilon_{g, t+1}, \quad \varepsilon_{g, t+1} \sim \mathrm{~N}\left(0, \Sigma_{g, t} \Sigma_{g, t}^{\prime}\right),  \tag{11}\\
\Sigma_{g, t} \Sigma_{g, t}^{\prime} & =\Sigma_{0, g} \Sigma_{0, g}^{\prime}+\sum_{i=1}^{H} \Sigma_{i, g} \Sigma_{i, g}^{\prime} h_{i t}, \\
\varepsilon_{h, t+1} & =h_{t+1}-\mathbb{E}\left(h_{t+1} \mid \mathcal{I}_{t}\right) .
\end{align*}
$$

The conditional mean is a function of the non-Gaussian state variables through both the autoregressive term $\Phi_{g h} h_{t}$ and the covariance term $\Sigma_{g h} \varepsilon_{h, t+1}$. The parameters controlling the conditional mean are different under $\mathbb{P}$ and $\mathbb{Q}$ measures, while the scale parameters $\Sigma_{g h}$ and $\Sigma_{i, g}$ for $i=0, \ldots, H$ are the same.

The model for $h_{t+1}$ under the physical measure $\mathbb{P}$ is

$$
\begin{array}{rlrl}
h_{t+1} & =\mu_{h}+\Sigma_{h} w_{t+1} & \\
w_{i, t+1} & \sim \operatorname{Gamma}\left(\nu_{h, i}+z_{i, t+1}, 1\right), & & i=1, \ldots, H \\
z_{i, t+1} & \sim \operatorname{Poisson}\left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} \Sigma_{h} w_{t}\right), & & i=1, \ldots, H \tag{14}
\end{array}
$$

where $\nu_{h}=\left(\nu_{h, 1}, \ldots, \nu_{h, H}\right)$ are shape parameters, $\Phi_{h}$ is a matrix controlling the autocorrelation of $h_{t+1}, \Sigma_{h}$ is a scale matrix, and $\mu_{h}$ is a vector determining the lower bound of $h_{t+1}$. Sufficient conditions for non-negativity of $h_{t}$ are that elements of $\mu_{h}, \Sigma_{h}$, and $\Sigma_{h}^{-1} \Phi_{h} \Sigma_{h}$ are non-negative. There also exists the discrete-time equivalent of the Feller condition $\nu_{h, i}>1$, which ensures that the process does not attain its lower bound. A similar set of restrictions must be satisfied under $\mathbb{Q}$. The scale parameters $\Sigma_{h}$ are the same under both probability measures and so is the parameter $\mu_{h}$. The latter restriction is required for no-arbitrage.

The conditional mean of the volatility factors $h_{t+1}$ can be written in matrix form as

$$
\mathbb{E}\left(h_{t+1} \mid \mathcal{I}_{t}\right)=\left(I_{H}-\Phi_{h}\right) \mu_{h}+\Sigma_{h} \nu_{h}+\Phi_{h} h_{t} .
$$

It is a linear function of its own lag $h_{t}$, similar to a vector autoregression. The conditional variance is also an affine function of $h_{t}$

$$
\mathbb{V}\left(h_{t+1} \mid \mathcal{I}_{t}\right)=\Sigma_{h} \operatorname{diag}\left(\nu_{h}-2 \Sigma_{h}^{-1} \Phi_{h} \mu_{h}\right) \Sigma_{h}^{\prime}+\Sigma_{h} \operatorname{diag}\left(2 \Sigma_{h}^{-1} \Phi_{h} h_{t}\right) \Sigma_{h}^{\prime} .
$$

In Appendix A.2, we provide the transition density of $h_{t+1}$ for any admissible rotation.
A nice property of the model (11)-(14) for the vector $\left(h_{t}^{\prime}, g_{t}^{\prime}\right)^{\prime}$ is that any admissible affine transformation remains within the same family of distributions.

Proposition 1 Let $g_{t}$ and $h_{t}$ follow the process of (11)-(14) with parameters $\theta$. Consider
an admissible affine transformation of the form

$$
\binom{\tilde{h}_{t}}{\tilde{g}_{t}}=\binom{c_{h}}{c_{g}}+\left(\begin{array}{cc}
C_{h h} & C_{h g} \\
C_{g h} & C_{g g}
\end{array}\right)\binom{h_{t}}{g_{t}} .
$$

The new process $\tilde{g}_{t}$ and $\tilde{h}_{t}$ remains in the same family of distributions under updated parameters $\tilde{\theta}$. The parameters $\nu_{h}$ and $\Sigma_{h}^{-1} \Phi_{h} \Sigma_{h}$ are invariant to rotation.

Proof: See Appendix C.1.
The admissibility restrictions and the relationship between the new and old parameterizations can be found in Appendix C.1. This proposition helps to understand identification in Section 4.2.1. The admissibility constraints ensure that the non-Gaussian state variables always remain positive after applying a transformation from $\left(h_{t}^{\prime}, g_{t}^{\prime}\right)^{\prime}$ to $\left(\tilde{h}_{t}^{\prime}, \tilde{h}_{t}^{\prime}\right)^{\prime}$ and that there exists another admissible rotation to get back to the original factors.

### 2.3 Stochastic discount factor

In this section, we demonstrate how an agent gets compensated for risk exposure when holding a zero-coupon bond under stochastic volatility. Given the dynamics of the state vector under $\mathbb{P}$ and $\mathbb{Q}$ measures, the market prices of risk have the extended affine form of Cheridito, Filipovic, and Kimmel(2007). To provide intuition, the $\log$ of the stochastic discount factor (SDF) can be decomposed up to a first order approximation into the risk free rate plus three components describing risk compensation

$$
\begin{equation*}
m_{t+1}=-r_{t}-\frac{1}{2} \lambda_{g t}^{\prime} \lambda_{g t}-\lambda_{g t}^{\prime} \epsilon_{g, t+1}-\lambda_{w t}^{\prime} \epsilon_{w, t+1}-\lambda_{z t}^{\prime} \epsilon_{z, t+1} \tag{15}
\end{equation*}
$$

where $\epsilon_{i, t+1}$ are standardized shocks with mean zero and identity covariance matrix, and $\lambda_{i t}$ is the price of risk $i$ for each of the three types of shocks in the model. In addition to the risk-free $r_{t}$, the agent gets compensated for being exposed to the Gaussian shock $\epsilon_{g, t+1}$ in equation (11), the gamma shock $\epsilon_{w, t+1}$ in equation (13), and the Poisson shock $\epsilon_{z, t+1}$ in
equation (14). The prices of these risks are defined as

$$
\begin{aligned}
\lambda_{g t} & =\mathbb{V}\left(g_{t+1} \mid \mathcal{I}_{t}, h_{t+1}, z_{t+1}\right)^{-1 / 2}\left[\mathbb{E}\left(g_{t+1} \mid \mathcal{I}_{t}, h_{t+1}, z_{t+1}\right)-\mathbb{E}^{\mathbb{Q}}\left(g_{t+1} \mid \mathcal{I}_{t}, h_{t+1}, z_{t+1}\right)\right] \\
\lambda_{w t} & =\mathbb{V}\left(w_{t+1} \mid \mathcal{I}_{t}, z_{t+1}\right)^{-1 / 2}\left[\mathbb{E}\left(w_{t+1} \mid \mathcal{I}_{t}, z_{t+1}\right)-\mathbb{E}^{\mathbb{Q}}\left(w_{t+1} \mid \mathcal{I}_{t}, z_{t+1}\right)\right] \\
\lambda_{z t} & =\mathbb{V}\left(z_{t+1} \mid \mathcal{I}_{t}\right)^{-1 / 2}\left[\mathbb{E}\left(z_{t+1} \mid \mathcal{I}_{t}\right)-\mathbb{E}^{\mathbb{Q}}\left(z_{t} \mid \mathcal{I}_{t}\right)\right] .
\end{aligned}
$$

The detailed derivation of the $\log$ of the SDF can be found in Appendix D. The market prices of risk have an intuitive form as the Sharpe ratio measuring per unit risk compensation. Specifically, they are the difference in the conditional means of each shock under $\mathbb{P}$ and $\mathbb{Q}$ standardized by a conditional standard deviation. The time-varying quantities of risk are a feature of non-Gaussian models that are not available in Gaussian models.

USV models In USV models, the components of the SDF associated with the Gaussian factors (the first three terms in (15)) are the only parts that are directly observable from bond yields. These components of the SDF have essentially the same form as above. The risk premium for non-Gaussian factors can only be estimated jointly by also observing derivatives because the $\mathbb{Q}$ parameters in the conditional mean of the volatility process do not enter the likelihood and are unidentified by observing only yields.

### 2.4 State space representation

Define $x_{t}$ as the vector of spanned factors; i.e., $x_{t}=\left(g_{t}^{\prime}, h_{t}^{\prime}\right)^{\prime}$ in spanned models and $x_{t}=g_{t}$ in USV models. Stacking $y_{t}^{n}$ in order for $N$ different maturities $n_{1}, n_{2}, \ldots, n_{N}$ gives $Y_{t}=A+B x_{t}$ where $A=\left(a_{n_{1}}, \ldots, a_{n_{N}}\right)^{\prime}, B=\left(b_{n_{1}}^{\prime}, \ldots, b_{n_{N}}^{\prime}\right)^{\prime}$. If more yields are observed than the number of factors ( $N>G+H$ ), not all yields can be priced exactly. We make the standard assumption in the ATSM literature that $N_{1}=G+H$ linear combinations of the yields $Y_{t}^{(1)}=S_{Y_{1}} Y_{t}$ are priced without error and the remaining $N_{2}=N-N_{1}$ linear combinations $Y_{t}^{(2)}=S_{Y_{2}} Y_{t}$ are observed with Gaussian measurement errors. Given this assumption, the observation
equations are

$$
\begin{align*}
Y_{t}^{(1)} & =A_{1}+B_{1} x_{t}  \tag{16}\\
Y_{t}^{(2)} & =A_{2}+B_{2} x_{t}+\eta_{t} \quad \eta_{t} \sim \mathrm{~N}(0, \Omega) \tag{17}
\end{align*}
$$

where $A_{1} \equiv S_{Y_{1}} A, A_{2} \equiv S_{Y_{2}} A, B_{1} \equiv S_{Y_{1}} B$, and $B_{2} \equiv S_{Y_{2}} B$. The state space representation of the model is completed using the dynamics of the state variables (11)-(14).

## 3 Estimation methodology

In this section, we introduce new estimation procedures for spanned and unspanned models, both of which use least square regressions to simplify and stabilize estimation. The likelihood for spanned models is known in closed-form, while the likelihood for USV models is not. Nevertheless, our approach to both classes of models relies on common features of their respective optimization problems.

Our approach is based on the following observations: (i) The parameter vector $\theta$ can be separated into those parameters that enter the bond loadings and those that do not (including $\left.\mu_{g}, \Phi_{g}, \Phi_{g h}\right)$; (ii) Given the parameters that enter the loadings, we can calculate the bond loadings and solve for the spanned factors $x_{t}=B_{1}^{-1}\left(Y_{t}^{(1)}-A_{1}\right)$ by using (16); (iii) The $\mathbb{P}$ parameters (e.g. $\mu_{g}, \Phi_{g}, \Phi_{g h}$ ) of the Gaussian VAR for the factors $g_{t}$ plus $\Omega$ enter the objective function as a quadratic form. The first order conditions for these parameters ( $\mu_{g}, \Phi_{g}, \Phi_{g h}, \Omega$ ) are linear and can be solved by running (generalized) least squares regressions. Using this basic insight, we show how to eliminate these parameters from the numerical optimization problem. ${ }^{2}$

For spanned models, in Section 3.1 we construct a concentrated likelihood function that

[^1]only requires optimizing numerically over a subset of the parameters. For USV models in Section 3.2, we use the ideas expressed above inside the expectation maximization (EM) algorithm of Dempster, Laird, and Rubin(1977).

### 3.1 Spanned models

Given the parameters of the model $\theta$, the likelihood function is

$$
\begin{align*}
p\left(Y_{1: T} ; \theta\right) & =p\left(Y_{1: T}^{(2)} \mid Y_{1: T}^{(1)} ; \theta\right) p\left(Y_{1: T}^{(1)} ; \theta\right) \\
& =\prod_{t=1}^{T} p\left(Y_{t}^{(2)} \mid Y_{t}^{(1)} ; \theta\right)|J(\theta)|^{-T} \prod_{t=1}^{T} p\left(g_{t} \mid h_{t}, \mathcal{I}_{t-1} ; \theta\right) \prod_{t=1}^{T} \prod_{i=1}^{H} p\left(h_{i t} \mid \mathcal{I}_{t-1} ; \theta\right) \tag{18}
\end{align*}
$$

where $J(\theta)$ is the Jacobian of the transformation from $x_{t}=\left(g_{t}^{\prime}, h_{t}^{\prime}\right)^{\prime}$ to $Y_{t}^{(1)}$. Expressions for the $\log$-likelihood $\ell(\theta)=\log p\left(Y_{1: T} ; \theta\right)$ are available in Appendix E. ${ }^{3}$ Direct maximization of the log-likelihood is however extremely challenging as interest rates are close to nonstationary, the bond loadings are non-linear functions of the models' parameters, and the maximization must impose the condition that $h_{t}>0$.

Our approach to spanned models is a result of the following proposition:

Proposition 2 If the model is given by equations (8), (11)-(14) with all spanned factors, then the maximum likelihood estimator $\hat{\theta}=\underset{\theta}{\operatorname{argmax}} \ell(\theta)$ can be solved by maximizing the concentrated likelihood $\max _{\theta_{m}} \ell\left(\hat{\theta}_{c}\left(\theta_{m}\right), \theta_{m}\right)$, where $\theta_{c}=\left(\mu_{g}, \Phi_{g}, \Phi_{g h}, \Omega\right)$ and $\theta_{m}$ are the remaining parameters of the model. The function $\hat{\theta}_{c}\left(\theta_{m}\right)$ is obtained by solving $\max _{\theta_{c}} \ell\left(\theta_{m}, \theta_{c}\right)$ using the generalized least squares estimates for the $\mathbb{P}$ dynamics (11) and the OLS estimates for the variance-covariance matrix $\Omega$ in (17).

[^2]
## Proof: See Appendix F.1.

The proposition raises two points. First, optimizing the concentrated likelihood gives exactly the same solution as maximizing the original likelihood function in (18). However, it only requires numerically optimizing over $\theta_{m}$ instead of both $\theta_{m}$ and $\theta_{c}$. Second, the concentrated likelihood function can be constructed from linear regressions. The method we propose is an immediate result of Proposition 2.

Procedure 1 Maximize the concentrated log-likelihood function $\max _{\theta_{m}} \ell\left(\hat{\theta}_{c}\left(\theta_{m}\right), \theta_{m}\right)$. For a given value of $\theta_{m}$, the concentrated likelihood can be constructed as follows:
(i.) Given $\theta_{m}$, calculate the bond loadings $A$ and $B$ and the state variables $g_{t}$ and $h_{t}$ from $x_{t}=B_{1}^{-1}\left(Y_{t}^{(1)}-A_{1}\right)$.
(ii.) Given $g_{t}$ and $h_{t}$, calculate $\varepsilon_{h, t+1}$ and $\Sigma_{g, t}$. Run a $G L S$ regression

$$
\begin{equation*}
g_{t+1}-\Sigma_{g h} \varepsilon_{h, t+1}=\mu_{g}+\Phi_{g} g_{t}+\Phi_{g h} h_{t}+\Sigma_{g, t} \varepsilon_{g, t+1} \tag{19}
\end{equation*}
$$

to calculate $\hat{\mu}_{g}\left(\theta_{m}\right), \hat{\Phi}_{g}\left(\theta_{m}\right), \hat{\Phi}_{g h}\left(\theta_{m}\right)$.
(iii.) Calculate the covariance matrix

$$
\begin{equation*}
\hat{\Omega}\left(\theta_{m}\right)=\frac{1}{T-1} \sum_{t=2}^{T}\left(Y_{t}^{(2)}-A_{2}-B_{2} x_{t}\right)\left(Y_{t}^{(2)}-A_{2}-B_{2} x_{t}\right)^{\prime} \tag{20}
\end{equation*}
$$

(iv.) Substitute $\hat{\theta}_{c}\left(\theta_{m}\right)=\left(\hat{\mu}_{g}\left(\theta_{m}\right), \hat{\Phi}_{g}\left(\theta_{m}\right), \hat{\Phi}_{g h}\left(\theta_{m}\right), \hat{\Omega}\left(\theta_{m}\right)\right)$ back into the original likelihood to form the concentrated likelihood.

The intuition behind this result is that given $\theta_{m}$ the bond loadings and the factors $g_{t}$ and $h_{t}$ can be calculated. Once the factors are calculated, the first-order conditions for the parameters $\left(\mu_{g}, \Phi_{g}, \Phi_{g h}\right)$ are solved analytically as a function of $\theta_{m}$ by running the generalized
least squares (GLS) regression defined by the Gaussian factor dynamics. Solving the firstorder conditions for $\Omega$ gives the OLS estimates from the cross-sectional regression (17).

The parameters being concentrated out ( $\mu_{g}, \Phi_{g}, \Phi_{g h}$ ) have the potential to cause problems during estimation. These $\mathbb{P}$ parameters govern the time series dynamics of the state variables. As yields are close to non-stationary, some factors are also close to non-stationary.

In Appendix F, we also derive the analytical gradients of the concentrated log-likelihood. Our derivation is based on the following proposition. It decomposes the gradient into pieces according to whether a parameter enters the bond loadings, the $\mathbb{P}$ dynamics, or both.

Proposition 3 The gradient of the concentrated log-likelihood $\ell\left(\hat{\theta}_{c}\left(\theta_{m}\right), \theta_{m}\right)$ can be decomposed into three terms:

$$
\begin{aligned}
\frac{d \ell\left(\hat{\theta}_{c}\left(\theta_{m}\right), \theta_{m}, A\left(\theta_{m}\right), B\left(\theta_{m}\right)\right)}{d \theta_{m}^{\prime}}= & \frac{\partial \ell\left(\hat{\theta}_{c}, \theta_{m}, A, B\right)}{\partial \theta_{m}^{\prime}}+\frac{\partial \ell\left(\hat{\theta}_{c}, \theta_{m}, A, B\right)}{\partial A^{\prime}} \frac{\partial A\left(\theta_{m}\right)}{\partial \theta_{m}^{\prime}} \\
& +\frac{\partial \ell\left(\hat{\theta}_{c}, \theta_{m}, A, B\right)}{\partial \operatorname{vec}\left(B^{\prime}\right)^{\prime}} \frac{\partial v e c\left(B\left(\theta_{m}\right)^{\prime}\right)}{\partial \theta_{m}^{\prime}} .
\end{aligned}
$$

The first term is the partial derivative of the $\mathbb{P}$ dynamics and Jacobian with respect to $\theta_{m}$. This measures the effect parameters have on the log-likelihood through the time series of the factors. The second and third terms measure the effect parameters have on the log-likelihood through the bond loadings $A$ and $B$.

## Proof: See Appendix F. 2

The expressions for the gradient can be used for other affine models such as models for defaultable bonds and credit default swaps. Standard errors and other model diagnostics also benefit from the analytical gradient.

### 3.2 Unspanned models

In a USV model, the pricing equation (16) can be inverted to calculate the Gaussian factors $g_{t}$ conditional on the parameters that enter the bond loadings. However, the volatility
factors cannot be observed by inverting the pricing formula. Therefore, the likelihood of the model $p\left(Y_{1: T} ; \theta\right)=p\left(Y_{1: T}^{(2)} \mid Y_{1: T}^{(1)} ; \theta\right) p\left(Y_{1: T}^{(1)} ; \theta\right)$ is no longer known in closed-form. The first component of the likelihood $p\left(Y_{1: T}^{(2)} \mid Y_{1: T}^{(1)} ; \theta\right)$ remains the same as in (18). The second term $p\left(Y_{1: T}^{(1)} ; \theta\right)$ is associated with the $\mathbb{P}$ dynamics of the factors and is an integral over the path of the latent volatility
$p\left(Y_{1: T}^{(1)} ; \theta\right)=|J(\theta)|^{-T} \int \ldots \int p\left(g_{1}, \ldots, g_{T} \mid h_{0}, \ldots, h_{T-1} ; \theta\right) p\left(h_{0}, \ldots, h_{T-1} ; \theta\right) d h_{0} \ldots d h_{T-1}$
where $J(\theta)$ is the Jacobian from $g_{t}$ to $Y_{t}^{(1)}$. This integral does not have a closed-form solution. We use the Monte Carlo Expectation Maximization (MCEM) algorithm to estimate the model, see Wei and Tanner(1990).

The EM algorithm consists of two steps: the expectation and maximization steps, which are iterated back and forth until convergence of the algorithm to a stationary point of the likelihood. The first step calculates the expected value of the complete data log-likelihood

$$
\begin{align*}
Q\left(\theta \mid \theta^{(i)}\right)= & \mathbb{E}\left[\sum_{t=1}^{T} \log p\left(Y_{t}^{(2)} \mid g_{t} ; \theta\right)-T \log |J(\theta)|+\sum_{t=1}^{T} \log p\left(g_{t} \mid g_{t-1}, h_{t-1} ; \theta\right)\right. \\
& \left.+\sum_{t=1}^{T-1} \log p\left(h_{t} \mid h_{t-1} ; \theta\right)+p\left(h_{0} ; \theta\right)\right] \tag{21}
\end{align*}
$$

This expectation is taken with respect to the posterior distribution $p\left(h_{0: T-1} \mid Y_{1: T} ; \theta^{(i)}\right)$, which depends on the parameters $\theta^{(i)}$ from the previous iteration. The function $Q\left(\theta \mid \theta^{(i)}\right)$ is known as the intermediate quantity of the EM algorithm and it is a function of $\theta$. In the second step of the EM algorithm, the intermediate quantity is maximized $\theta^{(i+1)}=\underset{\theta}{\operatorname{argmax}} Q\left(\theta \mid \theta^{(i)}\right)$ to determine the parameters for the next iteration.

For USV models, the intermediate quantity has the same form as the log-likelihood for spanned Gaussian models. This means that maximization of the intermediate quantity at each iteration of the EM algorithm is (essentially) equivalent to estimating a Gaussian ATSM. This is why we can construct a concentrated version of the intermediate quantity
from the output of linear regressions. For USV models, we separate the parameters into three groups: $\theta_{c}=\left(\mu_{g}, \Phi_{g}, \Omega\right)$ are the parameters that can be concentrated out, $\theta_{m, h}=$ $\left(\nu_{h}, \Phi_{h}, \Sigma_{h}\right)$ are the parameters that govern the dynamics of the volatility, and $\theta_{m, b}$ are the parameters that enter the bond loadings. We only need to optimize numerically over $\theta_{m, h}$ and $\theta_{m, b}$, as the parameters in $\theta_{c}$ can be determined analytically as a function of $\theta_{m, b}$. Moreover, the intermediate quantity can be additively separated into two pieces $Q\left(\theta \mid \theta^{(i)}\right)=$ $Q_{1}\left(\theta_{m, b}, \theta_{c} \mid \theta^{(i)}\right)+Q_{2}\left(\theta_{m, h} \mid \theta^{(i)}\right)$. The first component corresponds to the first three terms in (21), and depends only on the parameters $\theta_{m, b}$ and $\theta_{c}$. The remaining terms in (21) are the second component $Q_{2}\left(\theta_{m, h} \mid \theta^{(i)}\right)$, which depend only on the volatility parameters $\theta_{m, h}$.

Our procedure can be implemented as follows:

Procedure 2 The maximum likelihood estimator for USV models can be obtained by iterating over the following two steps:
(a.) E-step: compute the expectations in the intermediate quantity $Q\left(\theta \mid \theta^{(i)}\right)$ from (21).
(b.) M-step: maximize $Q\left(\theta \mid \theta^{(i)}\right)$ over $\theta$ to determine $\theta^{(i+1)}$. This can be separated into two sub-steps.
(b1.) Maximize $Q_{1}\left(\theta_{m, b}, \theta_{c} \mid \theta^{(i)}\right)$ with respect to $\theta_{m, b}$ and $\theta_{c}$ to determine $\theta_{m, b}^{(i+1)}$ and $\theta_{c}^{(i+1)}$. This can be solved equivalently by maximizing $Q_{1}\left(\theta_{m, b}, \hat{\theta}_{c}\left(\theta_{m, b}\right) \mid \theta^{(i)}\right)$ with respect to $\theta_{m, b}$, where the concentrated objective function can be constructed as follows:
(i.) Given $\theta_{m, b}$, calculate the bond loadings $A$ and $B$ and the state variables $g_{t}$ from $x_{t}=B_{1}^{-1}\left(Y_{t}^{(1)}-A_{1}\right)$.
(ii.) Given $g_{t}$, run a GLS regression

$$
\begin{equation*}
g_{t+1}=\mu_{g}+\Phi_{g} g_{t}+\bar{S}_{t}^{\frac{1}{2}} \varepsilon_{g, t+1} \tag{22}
\end{equation*}
$$

to calculate $\hat{\mu}_{g}\left(\theta_{m, b}\right), \hat{\Phi}_{g}\left(\theta_{m, b}\right)$.
(iii.) Calculate the covariance matrix $\hat{\Omega}\left(\theta_{m, b}\right)$ as in (20).
(iv.) Substitute $\hat{\theta}_{c}\left(\theta_{m, b}\right)=\left(\hat{\mu}_{g}\left(\theta_{m, b}\right), \hat{\Phi}_{g}\left(\theta_{m, b}\right), \hat{\Omega}\left(\theta_{m, b}\right)\right)$ back into the intermediate quantity.
(b2.) Maximize $Q_{2}\left(\theta_{m, h} \mid \theta^{(i)}\right)$ with respect to $\theta_{m, h}$ to determine $\theta_{m, h}^{(i+1)}$.

Appendix H contains details of our implementation.
This procedure for USV models has many similarities with our earlier procedure for spanned models. At each iteration of the EM algorithm, the first order conditions for $\theta_{c}=$ $\left(\mu_{g}, \Phi_{g}, \Omega\right)$ are linear and can be solved analytically for given values of $\theta_{m, b}$. The vector $\theta_{m, b}$ contains the same parameters as in a Gaussian ATSM but adds the parameters in $\Sigma_{i, g}$ for $i=$ $1, \ldots, H$. (Under the USV restrictions, this matrix contains at most only a few parameters.) Similar to the Gaussian model, we can construct a concentrated intermediate quantity from the output of least squares regressions. ${ }^{4}$ The difference between the GLS regression in (19) of Procedure 1 versus the regression in (22) of Procedure 2 is their respective covariance matrices. In spanned models, the volatility factors $h_{t}$ can be computed conditional on $\theta_{m, b}$ whereas they cannot in USV models. Instead, the EM algorithm imputes the latent values of $h_{t}$ by taking their expectations. Finally, we note that with only a few minor modifications, the analytical gradients for the likelihood of the spanned model from Proposition 3 can be used to calculate the gradients of the intermediate quantity in (21).

Overall, our approach to estimating USV models has the benefits of being stable and it extends the insights from the concentrated likelihood of spanned models to a larger class of models. In our experience, it takes only a few iterations of the EM algorithm to approach the maximum when estimating the USV models of Section 4.2.2. The rate of convergence of the EM algorithm near the maximum is known to be slow. Once the EM algorithm approaches the maximum, a researcher can switch to alternative estimation procedures for non-Gaussian

[^3]state space models. ${ }^{5}$
For USV models, the expectation in Step 1 cannot be calculated in closed-form, requiring a Monte Carlo version of the EM algorithm. We calculate the expectations using sequential Monte Carlo methods or particle filters. ${ }^{6}$ In particular, we use the particle filtering algorithm of Godsill, Doucet, and West(2004) to draw paths of $h_{0: T-1}$ from the joint posterior distribution $p\left(h_{0: T-1} \mid Y_{1: T} ; \theta\right)$; see Appendix H. 2 for details. The particle filter also allows us to calculate filtered (one-sided) estimates of the volatility as well as an estimate of the likelihood function $p\left(Y_{1: T} ; \theta\right)$.

### 3.3 Discussion

Our approach can be applied to a wide range of ATSMs including models with observable macroeconomic variables, hidden Gaussian factors, and parameter constraints. We briefly mention some areas of particular relevance.

## Example \#1: observable macroeconomic variables

Our approach can estimate models with both yield factors and observable macroeconomic variables; see, e.g. Ang and Piazzesi(2003) and Hamilton and $\mathrm{Wu}(2012)$. Our procedure works the same as before except the state vector $x_{t}$ now contains the yield factors as well as the observed macroeconomic factors. For step (i.) of Procedure 1 or 2, we use $Y_{t}^{(1)}$ to back out the latent component of $x_{t}$ conditional on a subset of the parameters of the model and the macro variables. Given $x_{t}$, we can concentrate a large number of parameters out of the objective function including many of the parameters introduced by adding the macroeconomic variables. The parameters concentrated out govern the time series dynamics of the observed macroeconomic variables and latent factors, which are often highly

[^4]persistent and cause problems during estimation. Our method can apply to more general models than those discussed in Ang and Piazzesi(2003) and Hamilton and $\mathrm{Wu}(2012)$, where shocks to macroeconomic variables may depend on the latent non-Gaussian factors and be heteroskedastic.

## Example \#2: Hidden factors

Recently, Duffee(2011) argued that more than three factors are needed to explain the time-series dynamics of yields and risk premia. These additional factors are "hidden" from the cross-section of yields because the factors are not priced. The hidden factors are nevertheless part of the $\mathbb{P}$ dynamics. For simplicity, we illustrate the basic ideas here for Gaussian models. Extensions to spanned or unspanned non-Gaussian models are conceptually straightforward.

The Gaussian state vector can be separated into sub-vectors $g_{t}=\left(g_{1, t}^{\prime}, g_{2, t}^{\prime}\right)^{\prime}$ whose dimensions are $G_{1} \times 1$ and $G_{2} \times 1$, respectively. The dynamics under the $\mathbb{P}$ measure are

$$
\begin{array}{rlr}
g_{1, t+1}=\mu_{g, 1}+\Phi_{g, 11} g_{1 t}+\Phi_{g, 12} g_{2 t}+\varepsilon_{1, t+1} & \varepsilon_{1, t+1} \sim \mathrm{~N}\left(0, \Sigma_{0, g} \Sigma_{0, g}^{\prime}\right) \\
g_{2, t+1}=\mu_{g, 2}+\Phi_{g, 21} g_{1 t}+\Phi_{g, 22} g_{2 t}+\varepsilon_{2, t+1} & \varepsilon_{2, t+1} \sim \mathrm{~N}\left(0, I_{G_{2}}\right) \tag{24}
\end{array}
$$

The dynamics of $g_{1, t}$ are the same under the $\mathbb{Q}$ measure but with the restrictions that $\Phi_{g, 12}^{\mathrm{Q}}=0$ and the last $G_{2}$ entries of $\delta_{1 g}$ are zero. These restrictions imply that only $g_{1, t}$ directly impacts yields as the bond loadings on $g_{2, t}$ are zero by construction.

Given the subset of parameters that enter the bond loadings, the factors that price bonds are conditionally observable through the transformation $g_{1, t}=B_{1}^{-1}\left(Y_{t}^{(1)}-A_{1}\right)$ just as in step (i.) of Procedure 1. We can now treat $g_{1, t}$ as the observed data and (23) is the new observation equation for a linear, Gaussian state space model. The remaining state variables $g_{2 t}$ have transition equation (24) and are serially correlated shocks to the factors $g_{1 t}$ that price bonds. We can use the Kalman filter to estimate this model, which is equivalent to a GLS regression where the errors are serially correlated. To concentrate the parameters
( $\mu_{g, 1}, \mu_{g, 2}, \Phi_{g, 11}, \Phi_{g, 21}$ ) out of the likelihood as in step (ii) of Procedure 1, we can either place these parameters in the state vector or use the augmented Kalman filter of de Jong(1991), see also Chapter 5 of Durbin and Koopman(2012).

## Example \#3: parameter constraints

Researchers often impose restrictions on parameters of an ATSM. Constraints of economic interest typically center on the relationship between the conditional means across the $\mathbb{P}$ and $\mathbb{Q}$ measures, see Cochrane and Piazzesi(2008) and Bauer(2011). Constraints can also eliminate parameters that are statistically insignificant; see, e.g. Ang and Piazzesi(2003) and Kim and Wright(2005). In our approach, a researcher can impose these constraints and still concentrate out parameters by linear regression.

We denote the penalized or constrained $\log$-likelihood function $\ell_{p}(\theta)$ as

$$
\ell_{p}(\theta)=\log p\left(Y_{1: T} ; \theta\right)+p(\theta)
$$

where $p(\theta)$ is the penalty term. If the constraints are only on the $\mathbb{Q}$ parameters, a researcher can directly apply our Procedures 1 and 2. If the goal is to constrain either the $\mathbb{P}$ parameters or the relationship between the $\mathbb{P}$ and $\mathbb{Q}$ parameters, the penalty term is a vector of Lagrange multipliers times the constraints. Step (ii.) of Procedure 1 or 2 can be replaced by constrained GLS. If the constraints are linear in $\mu_{g}, \Phi_{g}, \Phi_{g h}$, there is a unique solution. Popular restrictions in the literature are all in this category. If the penalty term $p(\theta)$ is a quadratic function of $\mu_{g}, \Phi_{g}, \Phi_{g h}$, step (ii.) of Procedures 1 or 2 reduces to ridge regression and the parameters can be shrunk to a pre-specified value similar to a Bayesian VAR. A researcher may want to shrink the $\mathbb{P}$ parameters toward the $\mathbb{Q}$ parameters, which are often measured more precisely.

## Relation to Joslin, Singleton, and $\mathrm{Zhu}(2011)$ and Hamilton and $\mathrm{Wu}(2012)$

Both Joslin, Singleton, and Zhu(2011) and Hamilton and Wu(2012) use linear regression
to estimate some parameters of Gaussian models. ${ }^{7}$ In the special case of Gaussian models with observable factors ( $A_{1}=0$ and $B_{1}=I$ ), our method is identical to the ML estimator of Joslin, Singleton, and Zhu(2011). Like the procedure in this paper, the approach of Hamilton and $\mathrm{Wu}(2012)$ works for a wider range of Gaussian models including those with different rotations, macro variables and latent factors, and restrictions across the $\mathbb{P}$ and $\mathbb{Q}$ parameters. For Gaussian models, their minimum chi-square estimator is asymptotically equivalent to the ML estimator in this paper.

The critical difference is that our procedures are designed for non-Gaussian models with spanned or unspanned factors. Leveraging the analytical solution for linear regressions has not been explored in this area. For spanned models with both Gaussian and non-Gaussian factors, being able to rotate the factors is important. Gaussian and non-Gaussian factors enter these models asymmetrically, see Section 5.2 for a detailed discussion. If a researcher takes an arbitrary basis of yields (such as principal components) and assumes that they can be separated a priori into observable Gaussian and non-Gaussian factors, it will restrict the likelihood. Our approach lets the data decide what linear combination of yields are the factors.

## 4 Data and parameter restrictions

### 4.1 Data

We use the Fama and Bliss(1987) zero coupon bond data available from the Center for Research in Securities Prices (CRSP). The data is monthly and spans from June 1952 through June 2012 for a total of $T=721$ observations with maturities of $(1,3,12,24,36,48,60)$ months. For three factor models, the yields measured without error $Y_{t}^{(1)}$ include the (1, $12,60)$ month maturities. In models with four factors, $Y_{t}^{(1)}$ are the $(1,12,24,60)$ month

[^5]maturities.

### 4.2 Parameter restrictions

### 4.2.1 Identifying restrictions for spanned models

For the Gaussian part, a number of parameters enter the log-likelihood in the same way. This requires: (i) $G$ restrictions on $\mu_{g}$ and $\mu_{g}^{\mathrm{Q}}$ to prevent shift; (ii) $(H+1) G(G-1) / 2$ restrictions to identify $\Sigma_{i, g}$ from $\Sigma_{i, g} \Sigma_{i, g}^{\prime}$; (iii) $G$ restrictions between $\Sigma_{i, g}$ and $\delta_{1 g}$ to prevent scaling; (iv) $G(G-1)$ restrictions between $\Phi_{g}, \Phi_{g}^{\mathrm{Q}}$ and $\Sigma_{i, g}$ to prevent rotation. ${ }^{8}$ For the non-Gaussian part, this requires: (i) $H$ restrictions imposed on $\mu_{h}$ to prevent shift; (ii) $H$ restrictions on $\Sigma_{h}$ and $\delta_{1 h}$ to prevent scaling; (iii) $H(H-1)$ restrictions on $\Sigma_{h}, \Phi_{h}$, and $\Phi_{h}^{\mathrm{Q}}$ to prevent rotation; (iv) $G H$ restrictions are required on the matrices $\Phi_{g h}^{\mathrm{Q}}, \Phi_{g h}$, and $\Sigma_{g h}$ to prevent rotation between the factors.

In our empirical work, we impose the following restrictions for identification. For the Gaussian part, these are: (i) $\mu_{g}^{\mathrm{Q}}=0$; (ii) $\Phi_{g}^{\mathrm{Q}}$ in ordered Jordan form; ${ }^{9}$ (iii) $\delta_{1 g}=\iota$ is a column vector of ones; and (iv) $\Sigma_{i, g}$ is lower triangular. For the non-Gaussian part, (i) $\mu_{h}=0$. (ii) $\Phi_{g h}^{\mathrm{Q}}=0$. (iii) Elements of the vector $\delta_{1 h}= \pm 1$ can take either sign ${ }^{10}$, which unlike Gaussian-only models will lead to inequivalent maxima as we explain in Section 5.2; (iv) $\Sigma_{h}$ is diagonal.

To guarantee non-negativity and admissibility of the factors, we also impose the discretetime equivalent of the Feller condition $\nu_{h, i}>1$ and $\nu_{h, i}^{\mathrm{Q}}>1$ for $i=1, \ldots, H$. The matrices $\Sigma_{h}, \Sigma_{h}^{-1} \Phi_{h} \Sigma_{h}$ and $\Sigma_{h}^{-1} \Phi_{h}^{\mathrm{Q}} \Sigma_{h}$ must also be non-negative.

[^6]
### 4.2.2 USV restrictions

We focus on discrete-time USV models, which are similar to the continuous-time models presented in Collin-Dufresne, Goldstein, and Jones(2009) and Joslin(2010). ${ }^{11}$ We call these models $\mathbb{U}_{1}(4)$ because they have one unspanned volatility factor and three Gaussian factors. USV restrictions are not unique. We present several models whose restrictions under $\mathbb{Q}$ result in non-Gaussian loadings where $b_{n, h}=0$ for all maturities.

The first model, labeled $\mathbb{U}_{1}(4)\left(\phi, \phi^{2}, \psi\right)$, has the following set of restrictions

1. $\delta_{1, h}=0$ and $\Sigma_{g h}=0$.
2. $\Phi_{g}^{\mathbb{Q}}$ is a diagonal matrix with eigenvalues $\phi, \phi^{2}, \psi$.
3. All entries of $\Sigma_{1, g} \Sigma_{1, g}^{\prime}$ are zero but the $(1,1)$ element. This entry is $\Sigma_{1, g, 11}^{2}$.
4. $\Phi_{g h, 3}^{\mathrm{Q}}=0 ; \Phi_{g h, 1}^{\mathrm{Q}}=\frac{\delta_{1, g, 1}}{(1-\phi)} \Sigma_{1, g, 11}^{2} ; \Phi_{g h, 2}^{\mathrm{Q}}=-\frac{\left(1-\phi^{2}\right) \delta_{1, g, 1}^{2}}{2(1-\phi)^{2} \delta_{1, g, 2}} \Sigma_{1, g, 11}^{2}$.

In this model, only the Gaussian factor associated with the eigenvalue $\phi$ has stochastic volatility as the remaining entries of $\Sigma_{1, g} \Sigma_{1, g}^{\prime}$ are zero for all the other Gaussian factors. The USV restrictions force two of the eigenvalues of $\Phi_{g}^{\mathbb{Q}}$ to be related as $\phi$ and $\phi^{2}$. These restrictions summarize three different USV models depending on the relative size of $\phi$ and $\psi$. We label the models $\mathbb{U}_{1}(4)\left(\phi>\phi^{2}>\psi\right), \mathbb{U}_{1}(4)\left(\phi>\psi>\phi^{2}\right), \mathbb{U}_{1}(4)\left(\psi>\phi>\phi^{2}\right)$. Each one of them is identified after imposing an ordering on the eigenvalues. ${ }^{12}$

A second model, labeled $\mathbb{U}_{1}(4)\left(\phi, \phi^{2}, \phi^{4}\right)$, allows two out of the three Gaussian factors to share a common stochastic volatility factor. The restrictions for this model are

1. $\delta_{1, h}=0$ and $\Sigma_{g h}=0$.
2. $\Phi_{g}^{\mathrm{Q}}$ is a diagonal matrix with eigenvalues $\phi, \phi^{2}, \phi^{4}$.

[^7]3. All entries of $\Sigma_{1, g} \Sigma_{1, g}^{\prime}$ are zero but the $(1,1)$ and $(2,2)$ elements. These entries are
\[

$$
\begin{aligned}
& \Sigma_{1, g, 11}^{2} \text { and } \Sigma_{1, g, 22}^{2} \\
\text { 4. } & \Phi_{g h, 1}^{\mathrm{Q}}=\frac{\delta_{1, g, 1}}{1-\phi} \sum_{1, g, 11}^{2} ; \Phi_{g h, 2}^{\mathrm{Q}}=\frac{\delta_{1, g, 2}}{\left(1-\phi^{2}\right)} \Sigma_{1, g, 22}^{2}-\frac{\left(1-\phi^{2}\right) \delta_{1, g, 1}^{2}}{2(1-\phi)^{2} \delta_{1, g, 2}} \Sigma_{1, g, 11}^{2} ; \Phi_{g h, 3}^{\mathrm{Q}}=-\frac{\left(1-\phi^{4}\right) \delta_{1, g, 2}^{2}}{2\left(1-\phi^{2}\right)^{2} \delta_{1, g, 3}} \sum_{1, g, 22}^{2} .
\end{aligned}
$$
\]

In this model, two diagonal entries in the covariance matrix $\Sigma_{1, g} \Sigma_{1, g}^{\prime}$ are non-zero. The additional flexibility in $\Sigma_{1, g} \Sigma_{1, g}^{\prime}$ comes at the expense of another restriction on the diagonal components of $\Phi_{g}^{\mathrm{Q}}$. This model is unique because $\phi>\phi^{2}>\phi^{4}$.

These restrictions lead to the following proposition

Proposition 4 If the model has risk neutral dynamics (1)-(4) and satisfies the restrictions of $\mathbb{U}_{1}(4)\left(\phi, \phi^{2}, \psi\right)$ or $\mathbb{U}_{1}(4)\left(\phi, \phi^{2}, \phi^{4}\right)$, then the model exhibits unspanned stochastic volatility where the bond loadings $b_{n, h}$ are zero for all maturities.

Proof: see Appendix G.
By imposing $b_{n, h}=0$, the volatility factors $h_{t}$ in a USV model do not enter the conditional mean of yields. Yet, they still enter the covariance matrix of the Gaussian factors in their $\mathbb{P}$ dynamics. Intuitively, USV models free up the volatility factors to fit the heteroskedasticity of yields. The cost of adding USV factors comes from the constraints they place on $\Phi_{g}^{\mathrm{Q}}$. These constraints can sacrifice the cross-sectional fit of the model.

We impose the identifying restrictions of Section 4.2.1 for the Gaussian factors. For the non-Gaussian portion of the model, we need an additional restriction on the scale parameters $\Sigma_{1, g}$ or $\Sigma_{h}$, as they enter the likelihood in the same way. We set $\Sigma_{h}=0.01$.

## 5 A three factor model

In this section, we use a three factor model with one spanned volatility factor $\mathbb{A}_{1}(3)$ (in the Dai and Singleton(2000) notation) to demonstrate the performance of our method and to discuss the local maxima that arise in spanned non-Gaussian models. This model has
been the preferred model by many researchers in the literature. ${ }^{13}$ For an $\mathbb{A}_{1}(3)$ model, the concentrated likelihood drops the number of parameters by one-third from 24 parameters to 16 parameters.

We focus on two aspects of estimation: (1) we compare the performance of our estimation method with the conventional approach of directly maximizing the log-likelihood; (2) we discuss why local maxima exist in models with both spanned Gaussian and non-Gaussian factors.

### 5.1 Performance comparison

To illustrate the mileage we gain from using our method, we compare our approach to the conventional method that does not concentrate out ( $\mu_{g}, \Phi_{g}, \Phi_{g h}$ ) or use analytical gradients. We perform an experiment where we estimate the $\mathbb{A}_{1}(3)$ model on the CRSP dataset 100 times from 100 different starting values using both methods. ${ }^{14}$ We compare our method and the direct approach along two dimensions: convergence and speed. To measure the former, we use the likelihood ratio (two times the difference in log-likelihoods).

The global solution found by our method has a log-likelihood of 36647.69 (estimates and quasi-maximum likelihood standard errors can be found on the right hand side of Table 2). We achieve an identical value for all 17 random starting values whenever the parameters were initialized in this region or mode of the parameter space. ${ }^{15}$ Seventeen equals the number of times (one-sixth) that it started in this region. Conversely, the conventional method does not find this log-likelihood once nor does the method reproduce the same (incorrect) estimates for each of these 17 starting values. The highest log-likelihood value found by the standard approach is 36645.29 , and it is only achieved for one starting value. The difference between

[^8]the two methods corresponds to a likelihood ratio of 4.8. The null hypothesis that the two likelihood values are statistically the same will be rejected by a $\chi^{2}$ test, even if our method has 1 more degree of freedom than the conventional method. In short, the conventional method does not achieve the global solution. Second, across these 17 starting values, the conventional method yields log-likelihood values ranging between 36645.29 to 36636.82 , the difference between these two numbers again are statistically significant. With our method producing the same number repeatedly, we can conclude that it is a maximum. The fact that a conventional approach does not repeatedly find the same value even when they are initialized in the same region makes it extremely difficult to understand the behavior of the log-likelihood surface and consequently the economic implications of the model.

An immediate benefit of the stable behavior of our method is that we are able to find that the $\mathbb{A}_{1}(3)$ model has 6 local modes with three well-behaved local maxima and three regions of the log-likelihood that appear to be locally unidentified. The three well-behaved local maxima are listed in Table 1 and we will discuss the properties of the model that create these local modes in Section 5.2. Our method converges 17/100 times to Local 1, 14/100 times to Local 2, and 17/100 times to Local 3. Inspection of the starting values indicates that if our procedure is started under the corresponding well-behaved local maxima, it converges to the correct location. This is not true when the log-likelihood is maximized directly using the un-concentrated log-likelihood and no analytical gradients. The median likelihood ratio between our procedure and the un-concentrated log-likelihood with no analytical gradient is 29.5 indicating a substantial difference between the two procedures. The conventional method, even if it gets close to a local maximum, always stops before it fully converges. This makes it difficult for researchers to differentiate between points that are near a well-behaved local maximum that have the same economic meaning and locations corresponding to local maxima that are economically different. The fact that our method always finds the local maximum within the region helps us to uncover the different local maxima, and allows us to study the economic implications of them.

Estimation time is another important dimension along which we compare our approach to the conventional method. The median estimation time for our procedure to estimate from a random starting value is less than 2 minutes, whereas the conventional approach of directly maximizing the log-likelihood function takes more than 2 hours. To perform our study with 100 starting values, it takes our method about 4 hours, whereas it takes roughly 9 days to complete the same exercise with the conventional method.

In summary, our method addresses all of the following problems with the conventional method. The conventional method is painfully slow. It does not achieve the global maximum. And, it is extremely hard to assess convergence behavior and the number of local maxima because conventional approaches do not repeatedly find the same local maximum even when started in that region of the parameter space.

### 5.2 Local maxima

Using our approach simplifies estimation and helps uncover some features of the log-likelihood surface that may be obscured by directly maximizing the log-likelihood. In this section, we discuss the characteristics of the model that create local maxima and their economic consequences.

In Gaussian models, a change in the sign of $\delta_{1 g}$ rotates the factors from $g_{t}$ to $-g_{t}$. This rotation is economically irrelevant because the estimated model switches between two global maximums. As a result, researchers need to fix the sign of $\delta_{1 g}$ to achieve identification. Unlike Gaussian models, fixing the sign of $\delta_{1 h}$ in spanned models is not inconsequential. The state variable $h_{t}$ is positive by definition. Changing the sign of $\delta_{1 h}$ does not rotate $h_{t}$ to $-h_{t}$. Therefore, there can exist inequivalent local maxima for each combination of different signs of $\delta_{1 h}$. For each of the local maxima, the estimated latent factor $h_{t}$ is different, which changes the conditional variance of $g_{t}$ and consequently the log-likelihood.

Reordering the eigenvalues in $\Phi^{\mathbb{Q}}$ has completely different implications for spanned non-

Table 1: Local maxima in the $\mathbb{A}_{1}(3)$ model

|  | Local 1 | Local 2 | Local 3 |
| :--- | ---: | ---: | ---: |
| $h_{t}$ | level | slope | curvature |
| $\Phi_{h}^{\mathbb{Q}}$ | 0.9961 | 0.9528 | 0.5812 |
| $\Phi_{g}^{\mathbb{Q}}$ | 0.9514 | 1.0001 | 0.9983 |
|  | 0.5358 | 0.5881 | 0.9389 |
| $\delta_{1, h}$ | 1 | 1 | -1 |
| LLF | 36647.69 | 36482.56 | 36530.19 |

Estimates of $\Phi_{h}^{\mathrm{Q}}$ and $\Phi_{g}^{\mathrm{Q}}$ from the $\mathbb{A}_{1}(3)$ model with corresponding log-likelihood. Each value is a different local maximum depending on the sign of $\delta_{1, h}$ and whether the non-Gaussian factor is the level, slope, or curvature.

Gaussian models than for Gaussian models. ${ }^{16}$ If the eigenvalues are reordered in a multifactor Gaussian model, it implies equivalent global maxima with the same economic implication. However, with non-Gaussian spanned factors, they can yield inequivalent local maxima. Here, we demonstrate the intuition using the $\mathbb{A}_{1}(3)$ model, although the basic idea holds for all non-Gaussian spanned models. The factors are labeled as level, slope and curvature, from most persistent to least persistent. Reordering the eigenvalues across $\Phi_{g}^{\mathrm{Q}}$ and $\Phi_{h}^{\mathrm{Q}}$ does not generally change the shape of the factors but it does change whether $h_{t}$ is the level, slope, or curvature. Any change in $h_{t}$ from one type of factor (level) to another (slope/curvature) implies a different conditional variance for $g_{t}$ making the likelihood no longer equivalent. More importantly, the economic implications that can be drawn from the model such as evidence about the expectations hypothesis, term premia, estimates of conditional volatilities, and forecasts will change. Changing the order of the eigenvalues within $\Phi_{g}^{\mathrm{Q}}$ and/or $\Phi_{h}^{\mathrm{Q}}$ results in the factors being reordered within each respective state vector. This results in an equivalent global maximum. The intuition is the same as re-ordering of the factors $g_{t}$ within a Gaussian ATSM.

In an ATSM with spanned non-Gaussian factors, it is not clear a priori which local maxi-

[^9]mum created by these characteristics of the model will be the global maximum. To estimate a non-Gaussian model, one must intentionally search each region that potentially has a local maximum and compare their likelihood values. To illustrate this idea, we present different local maxima for the $\mathbb{A}_{1}(3)$ model corresponding to different signs of $\delta_{1, h}$ and different orderings of the eigenvalues. We report $\Phi^{\mathbb{Q}}, \delta_{1, h}$, and log-likelihood values in Table 1. In the first column, $h_{t}$ is the level factor and $\delta_{1, h}$ is positive. This is the global maximum in this case. In our sample, volatility is high during episodes where interest rates are high, so the level factor tends to explain the volatility best and $\delta_{1, h}$ is positive. The next two columns present what happens when $h_{t}$ is the slope or curvature factor. Due to the nature of the data we are using, the likelihood function drops significantly from the global maximum to these alternative local maxima. In theory, there are six potentially different local maxima for each combination of eigenvalues and sign of $\delta_{1, h}$ but in practice there are only three well-behaved local maxima. For the rest, we observe parameters hitting a boundary or eigenvalues of the autoregressive parameters being numerically 1. Each of these local maxima correspond to models where volatility declines in the 1970's, which contradicts the data. Those points can be locally unidentified, meaning that there exists a region of the parameter space where a subset of the parameters are unidentified. Hamilton and $\mathrm{Wu}(2012)$ discuss the failure of local identification in Gaussian models. In summary, when estimating models with both Gaussian and non-Gaussian factors, we recommend trying to intentionally find each of the local maxima and compare their log-likelihood values.

For models with unspanned volatility factors, the issues of multiple modes do not appear. Although not known analytically, the likelihood surface of USV models is similar to spanned Gaussian models. The basic idea is that only the Gaussian factors enter the conditional mean, and reordering them will only lead to observationally equivalent maxima.

Figure 1: Bond loadings for six different three factor models.


Bond loadings $B$ as a function of maturity $n$. Top row from left to right: $\mathbb{A}_{0}(3)$ model, $\mathbb{A}_{1}(3)$ model, $\mathbb{A}_{3}(3)$ model. Second row: $\mathbb{A}_{3}(3)$ model with diagonal $\Phi_{h}^{\mathbb{Q}}, \mathbb{U}_{1}(4)\left(\phi>\phi^{2}>\psi\right)$ model, $\mathbb{U}_{1}(4)\left(\psi>\phi>\phi^{2}\right)$ model. Reported in each graph are the eigenvalues of the risk-neutral feedback matrix $\Phi^{\mathbb{Q}}$. To make the restricted $\mathbb{A}_{3}(3)$ model easily comparable, we report the absolute value of the loadings for this model.

## 6 Model comparison

In this section, we use our methodology to estimate a collection of popular and prominent ATSMs. The models that we estimate include three factor spanned models $\mathbb{A}_{H}(3)$ with $H=0,1,2,3$ volatility factors and four factor spanned models $\mathbb{A}_{H}(4)$ with $H=0,1$. We also estimate four USV models from Section 4.2.2; three versions of $\mathbb{U}_{1}(4)\left(\phi, \phi^{2}, \psi\right)$ as well as the $\mathbb{U}_{1}(4)\left(\phi, \phi^{2}, \phi^{4}\right)$ model. We report the estimates as well as quasi-maximum likelihood standard errors as in White(1982) (see Hamilton(1994) equation 5.8.7) for a total of eight different models that have better empirical performance, leaving out the estimates for models with lower likelihoods for brevity.

Table 2: Maximum likelihood estimates for the $\mathbb{A}_{0}(3)$ and $\mathbb{A}_{1}(3)$ models.


Maximum likelihood estimates with quasi-maximum likelihood standard errors. Left: Gaussian $\mathbb{A}_{0}(3)$ model. Right: non-Gaussian $\mathbb{A}_{1}(3)$ model. The identifying restrictions $\mu_{g}^{Q}=0, \delta_{1, g}=\iota$, and $\delta_{1, h}=1$ are imposed during estimation.

### 6.1 Estimates and model fit

Three factor spanned models Estimates with standard errors for the $\mathbb{A}_{0}(3)$ and $\mathbb{A}_{1}(3)$ models are included in Table 2. These two models have historically drawn most of the attention in the term structure literature. For the $\mathbb{A}_{0}(3)$ model, the concentrated likelihood drops the number of parameters entering the numerical optimizer from 22 to 10 (excluding $\Omega)$, while this number drops from 24 to 16 for the $\mathbb{A}_{1}(3)$ model. The likelihood for the $\mathbb{A}_{0}(3)$ model at 37080.94 is significantly higher than the $\mathbb{A}_{1}(3)$ model at 36647.69 .

Surprisingly, among the models that we estimated, the $\mathbb{A}_{3}(3)$ model has the highest
likelihood with a value of 37385.28 , substantially higher than the $\mathbb{A}_{0}(3)$ model. We report estimates for this model on the right panel of Table 3. In order to satisfy the admissibility restrictions, all values in $\Sigma_{h}, \Sigma_{h}^{-1} \Phi_{h}^{\mathrm{Q}} \Sigma_{h}$ and $\Sigma_{h}^{-1} \Phi_{h} \Sigma_{h}$ must be non-negative and the discretetime equivalent of the Feller condition must hold, i.e. $\nu_{h, i}>1$ and $\nu_{h, i}^{\mathrm{Q}}>1$ for $i=1, \ldots, H$. In the $\mathbb{A}_{3}(3)$ model, we found that some of these parameters were near their boundaries. We fix them at the boundary when calculating the standard errors. For comparison purposes, we also report on the left panel of Table 3 estimates of an $\mathrm{A}_{3}(3)$ model where the matrices $\Phi_{h}$ and $\Phi_{h}^{\mathrm{Q}}$ are restricted to be diagonal in which case the estimated parameters are not close to the boundaries. Finally, we note that the $\mathbb{A}_{2}(3)$ model (estimates not reported for brevity) had the lowest likelihood among the models we estimated with a value of 36120.34.

The bond loadings for the $\mathbb{A}_{0}(3), \mathbb{A}_{1}(3)$, and diagonal $\mathbb{A}_{3}(3)$ models are almost the same, see Figure 1. This happens for two reasons. First, the functional form of the bond loading recursions are the same up to Jensen's inequality. Second, the size of the measurement errors in the cross-section of yields are small relative to the magnitude of the time series shocks causing an efficient estimator (like maximum likelihood) to emphasize the fit of the cross section. The estimated factors of these models have high correlations (ranging from 0.95 to 1). Interestingly, the bond loadings for the unrestricted $\mathbb{A}_{3}(3)$ model appear to be nonstationary, even though the eigenvalues of $\Phi_{h}^{\mathrm{Q}}$ for this model are inside the unit circle and are nearly identical to the other models. ${ }^{17}$ The average pricing errors are similar in these models, with the more restricted diagonal $\mathrm{A}_{3}(3)$ model having larger values. The measurement errors are about 22 basis points for 3 months, 12 for 2 years, 12 for 3 years and 11 for 4 years. These errors have the same magnitude as those reported in Ang and Piazzesi(2003).

Differences between these models are largely driven by their ability to fit the time series component of the likelihood. For example, in the $\mathbb{A}_{1}(3)$ model, the conditional mean under $\mathbb{P}$ is more restricted than the $\mathbb{A}_{0}(3)$ model as the Gaussian factors cannot enter the conditional

[^10]Table 3: Maximum likelihood estimates for two $\mathrm{A}_{3}(3)$ models.

| diagonal | LLF $=$ | 36949.94 |  | flexible | LLF $=$ | 37385.28 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \Sigma_{h} \nu_{h} \\ 5.48 \mathrm{e}-05 \end{gathered}$ | $2.75 \mathrm{e}-04$ | $3.27 \mathrm{e}-04$ |  | $\begin{gathered} \Sigma_{h} \nu_{h} \\ 5.35 \mathrm{e}-07 \end{gathered}$ | $4.45 \mathrm{e}-05$ | $9.35 \mathrm{e}-06$ |  |
| - |  |  |  | $\bar{\nu}$ | - |  |  |
| 7.2325 | 10.7472 | 5.3456 |  | 1 | 3.1176 | 1 |  |
| (5.2324) | (4.9148) | (1.2905) |  | - | (2.7588) | - |  |
| $\Phi_{h}$ |  |  |  | $\Phi_{h}$ |  |  |  |
| 0.9918 | 0 | 0 |  | 0.9587 | 0.0010 | 0 |  |
| (0.0056) |  | - |  | (0.0102) | (0.0003) | - |  |
| 0 | 0.9511 | 0 |  | 0.3109 | 0.9133 | 0.5975 |  |
| - | (0.0136) | - |  | (0.2807) | (0.0259) | (0.1841) |  |
| 0 | 0 | 0.8133 |  | 0 | 0.0226 | 0.7876 |  |
| - | - | (0.0298) |  |  | (0.0018) | (0.0408) |  |
| $\begin{gathered} \Sigma_{h} \nu_{h}^{\mathrm{Q}} \\ 2.01 \mathrm{e}-05 \end{gathered}$ | $3.10 \mathrm{e}-04$ | $6.63 \mathrm{e}-04$ |  | $\begin{gathered} \Sigma_{h} \nu_{h}^{Q} \\ 8.10 \mathrm{e}-07 \end{gathered}$ | $1.43 \mathrm{e}-05$ | $9.35 \mathrm{e}-06$ |  |
| - | - | - |  | - | - | - |  |
| $\nu_{h}^{\mathrm{Q}}$ |  |  | $\delta_{0}$ | $\nu_{h}^{\mathrm{Q}}$ |  |  | $\delta_{0}$ |
| 2.6464 | 12.0937 | 10.8396 | -0.0070 | 1.5151 | 1 | 1 | -9.12e-04 |
| (0.7721) | (5.2723) | (1.9412) | (0.0016) | (1.7822) | - | - | (4.82e-04) |
| $\Phi_{h}^{\mathrm{Q}}$ |  |  |  | $\Phi_{h}^{\mathrm{Q}}$ |  |  |  |
| 0.9996 | 0 | 0 |  | 0.9890 | 0.0002 | 0 |  |
| (0.0005) | - | - |  | (0.0014) | (0.0000) | - |  |
| 0 | 0.9479 | 0 |  | 0 | 0.8850 | 1.3287 |  |
| - | (0.0018) | - |  | - | (0.0333) | (0.2776) |  |
| 0 | 0 | 0.4837 |  | 0.4968 | 0.0206 | 0.6122 |  |
| - | - | (0.0239) |  | $(0.0964)$ | $(0.0047)$ | (0.0490) |  |
| $\Sigma_{h}$ |  |  |  | $\Sigma_{h}$ |  |  |  |
| 7.58e-06 | 0 | 0 |  | $5.35 \mathrm{e}-07$ | 0 | 0 |  |
| (1.27e-06) | - | - |  | (5.84e-08) | - | - |  |
| 0 | 2.56e-05 | 0 |  | 0 | $1.43 \mathrm{e}-05$ | 0 |  |
| - | (6.60e-06) | - |  | - | (3.05e-06) | - |  |
| 0 | 0 | 6.12e-05 |  | 0 | 0 | $9.35 \mathrm{e}-06$ |  |
| - | - | (5.95e-06) |  |  | - | $(2.43 \mathrm{e}-06)$ |  |
| $\delta_{1, h}$ |  |  |  | $\delta_{1, h}$ |  |  |  |
| 1 | 1 | -1 |  | 1 | 1 | -1 |  |
| - | - | - |  | - | - | - |  |
| $\sqrt{\text { diag }(\Omega)} \times 1200$ |  |  |  | $\sqrt{\operatorname{diag}(\Omega)} \times 1200$ |  |  |  |
| $3 \mathrm{~m}$ | 2 yr | 3 yr | 4 yr | 3 m | 2 yr | 3 yr | 4 yr |
| 0.2247 | 0.1324 | 0.1286 | 0.1112 | 0.2230 | 0.1274 | 0.1236 | 0.1077 |

Maximum likelihood estimates with asymptotic quasi-maximum likelihood standard errors. Left: $\mathbb{A}_{3}(3)$ model with diagonal matrices $\Phi_{h}^{\mathrm{Q}}$ and $\Phi_{h}$. Right: $\mathbb{A}_{3}(3)$ model. The identifying restrictions $\mu_{h}=0$, and $\delta_{1, h}=$ $(1,1,-1)$ are imposed during estimation.
mean of the non-Gaussian factors. The economic implication of this restriction for the $\mathbb{A}_{1}(3)$ model is that the level factor does not depend on the past values of slope and curvature factors. This is apparently counterintuitive. If the slope is high in the last period, i.e., the long rate is much higher than the short rate (more than explained by compensating for risk), then it means the market expects the short rate will increase in the future. On average, the next periods' short rate or level will increase.

Table 4: Maximum likelihood estimates for two $\mathbb{U}_{1}(4)\left(\phi, \phi^{2}, \psi\right)$ models.

| $G=3, H=1$ | LLF $=$ | 37331.25 |  | $G=3, H=1$ | LLF $=$ | 37241.05 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \mu_{g} \\ 2.11 \mathrm{e}-04 \\ (5.04 \mathrm{e}-07) \\ \Phi_{g} \\ 1.0724 \\ (0.0020) \\ -0.0788 \\ (0.0008) \\ -0.0321 \\ (0.0000) \end{gathered}$ | $\begin{gathered} -1.88 \mathrm{e}-04 \\ (3.66 \mathrm{e}-07) \\ \\ 0.1181 \\ (0.0008) \\ 0.8736 \\ (0.0015) \\ -0.0372 \\ (0.0001) \end{gathered}$ | $\begin{gathered} -2.37 \mathrm{e}-04 \\ (2.39 \mathrm{e}-06) \\ \\ 0.1107 \\ (0.0009) \\ -0.0555 \\ (0.0005) \\ 0.6347 \\ (0.0070) \end{gathered}$ |  | $\mu_{g}$ $7.42 \mathrm{e}-04$ $(8.80 \mathrm{e}-05)$ $\Phi_{g}$ 1.1316 $(0.0427)$ -0.2881 $(0.0213)$ 0.0348 $(0.0162)$ | $\begin{gathered} -1.17 \mathrm{e}-03 \\ (8.42 \mathrm{e}-05) \\ \\ 0.3251 \\ (0.1009) \\ 0.4463 \\ (0.0715) \\ 0.0349 \\ (0.0233) \end{gathered}$ | $\begin{gathered} 8.49 \mathrm{e}-06 \\ (5.76 \mathrm{e}-06) \\ \\ 0.0520 \\ (0.0161) \\ -0.0923 \\ (0.0149) \\ 0.9995 \\ (0.0029) \end{gathered}$ |  |
| $\begin{gathered} \hline \mu_{g}^{\mathrm{Q}} \\ 0 \\ -\Phi_{g}^{\mathrm{Q}} \\ 0.9868 \\ (0.0004) \end{gathered}$ | $\begin{gathered} 0 \\ - \\ 0.9738 \end{gathered}$ | $\begin{gathered} 0 \\ - \\ 0.4931 \\ (0.0019) \end{gathered}$ | $\begin{gathered} \delta_{0} \\ 0.0061 \\ (0.0000) \end{gathered}$ | $\begin{gathered} \hline \mu_{g}^{\mathrm{Q}} \\ 0 \\ -\Phi_{g}^{\mathrm{Q}} \\ 0.9073 \\ (0.0045) \end{gathered}$ | $\begin{gathered} 0 \\ - \\ 0.8231 \end{gathered}$ | $\begin{gathered} 0 \\ - \\ 0.9967 \\ (0.0004) \end{gathered}$ | $\begin{gathered} \hline \delta_{0} \\ 0.0115 \\ (0.0007) \end{gathered}$ |
| $\begin{gathered} \Sigma_{0, g} \\ 1.16 \mathrm{e}-03 \\ (2.41 \mathrm{e}-06) \\ -1.23 \mathrm{e}-03 \\ (2.83 \mathrm{e}-06) \\ 5.04 \mathrm{e}-05 \\ (9.23 \mathrm{e}-08) \\ \Sigma_{1, g} \\ 7.05 \mathrm{e}-04 \\ (1.44 \mathrm{e}-06) \\ 0 \\ - \\ 0 \\ - \end{gathered}$ | 0 <br> $2.44 \mathrm{e}-04$ <br> $(1.14 \mathrm{e}-07)$ <br> $-4.27 \mathrm{e}-04$ <br> $(2.10 \mathrm{e}-06)$ <br> 0 <br> $\frac{-}{0}$ <br> - <br> - | $\begin{gathered} \frac{0}{0} \\ \frac{-}{1.66 \mathrm{e}-10} \\ (3.90 \mathrm{e}-13) \\ 0 \\ \frac{-}{0} \\ \frac{-}{0} \\ \hline \end{gathered}$ |  | $\Sigma_{0, g}$ <br> $1.21 \mathrm{e}-03$ <br> $(7.24 \mathrm{e}-05)$ <br> $-1.30 \mathrm{e}-03$ <br> $(4.63 \mathrm{e}-06)$ <br> $-3.67 \mathrm{e}-04$ <br> $(1.06 \mathrm{e}-04)$ <br> $\Sigma_{1, g}$ <br> $8.35 \mathrm{e}-04$ <br> $(4.03 \mathrm{e}-05)$ <br> 0 <br> 0 | 0 <br> $2.13 \mathrm{e}-05$ <br> $(4.40 \mathrm{e}-05)$ <br> $7.05 \mathrm{e}-05$ <br> $(1.43 \mathrm{e}-04)$ <br> 0 <br> $\frac{-}{0}$ <br> - <br> 0 | $\frac{0}{0}$ <br> - <br> $3.31 \mathrm{e}-04$ <br> $(9.73 \mathrm{e}-05)$ <br> 0 <br> $\frac{0}{0}$ <br> - <br> - |  |
| $\begin{gathered} \nu_{h} \\ 1 \end{gathered}$ | $\begin{gathered} \Phi_{h} \\ 0.9598 \\ (0.0086) \end{gathered}$ | $\begin{gathered} \Sigma_{h} \\ 0.0100 \end{gathered}$ |  | $\begin{gathered} \nu_{h} \\ 1.0658 \\ (0.0319) \end{gathered}$ | $\begin{gathered} \Phi_{h} \\ 0.9539 \\ (0.0101) \end{gathered}$ | $\begin{gathered} \Sigma_{h} \\ 0.0100 \end{gathered}$ |  |
| $\begin{gathered} \delta_{1, g} \\ 1 \\ \hline \end{gathered}$ | $1$ | $1$ |  | $\begin{gathered} \delta_{1, g} \\ 1 \\ \hline \end{gathered}$ | $1$ | $1$ |  |
| $\begin{gathered} \sqrt{\operatorname{diag}(\Omega)} \times 1200 \\ 3 \mathrm{~m} \\ 0.2266 \end{gathered}$ | $\begin{gathered} 2 \mathrm{yr} \\ 0.1298 \end{gathered}$ | $\begin{gathered} 3 \mathrm{yr} \\ 0.1316 \end{gathered}$ | $\begin{gathered} 4 \mathrm{yr} \\ 0.1101 \end{gathered}$ | $\begin{gathered} \sqrt{\operatorname{diag}(\Omega)} \times 1200 \\ 3 \mathrm{~m} \\ 0.2266 \end{gathered}$ | $\begin{gathered} 2 \mathrm{yr} \\ 0.1298 \end{gathered}$ | $\begin{gathered} 3 \mathrm{yr} \\ 0.1316 \end{gathered}$ | $\begin{gathered} 4 \mathrm{yr} \\ 0.1101 \end{gathered}$ |

Maximum likelihood estimates with quasi-maximum likelihood standard errors for two unspanned models. Left: $\mathbb{U}_{1}(4)\left(\phi>\phi^{2}>\psi\right)$ model. Right: $\mathbb{U}_{1}(4)\left(\psi>\phi>\phi^{2}\right)$ model. The USV and the identifying restrictions $\Sigma_{h}=0.01, \mu_{g}^{\mathrm{Q}}=0$, and $\delta_{1, g}=(1,1,1)$ are imposed during estimation.

Four factor USV models The two best fitting USV models are the $\mathbb{U}_{1}(4)\left(\phi>\phi^{2}>\psi\right)$ and $\mathbb{U}_{1}(4)\left(\psi>\phi>\phi^{2}\right)$ models, whose estimates are in Table 4. See Section 4.2.2 for the definition of the models. We calculate the likelihood for USV models by the particle filter, see Creal(2012). The likelihood for the best fitting $\mathbb{U}_{1}(4)\left(\phi>\phi^{2}>\psi\right)$ model is 37331.25, which is lower than the unrestricted $\mathbb{A}_{3}(3)$ model but substantially higher than other spanned models.

The bond loadings for USV models are not as flexible compared to spanned models due to the USV restrictions explained in Section 4.2.2. The first USV model constrains the two largest eigenvalues of $\Phi^{\mathrm{Q}}$ for the level and slope factors to be related as $\phi$ and $\phi^{2}$. Without any restrictions on the eigenvalues of $\Phi^{\mathrm{Q}}$ as in the $\mathbb{A}_{0}(3)$ and $\mathbb{A}_{1}(3)$ models, these are estimated to be 0.995 and 0.954 . In the $\mathbb{U}_{1}(4)\left(\phi>\phi^{2}>\psi\right)$ model, if the level factor has $\phi=0.995$, the USV restriction would require the slope factor to be more persistent $\phi^{2}=0.990$ than it would be without the restriction (0.954). Conversely, if the model tried to fit the slope factor first, the USV restriction would not allow the level factor to be persistent enough. As a compromise, the two eigenvalues in the $\mathbb{U}_{1}(4)\left(\phi>\phi^{2}>\psi\right)$ model are closer to each other than what the data would like with estimated values $\phi=0.9868$ and $\phi^{2}=0.9738$. Consequently, the loadings on the level and slope factors in this model lie in between the loadings for spanned models, see Figure 1. Due to the more restrictive loadings, it is not surprising that the average pricing errors for this model are larger than for spanned models. Moreover, the Gaussian factors whose eigenvalues share the relationship $\phi$ and $\phi^{2}$ are highly correlated with a correlation of -0.928 . This number is 0.43 in absolute value for the $\mathbb{A}_{0}(3)$ and $\mathbb{A}_{1}(3)$ models for example.

Estimation of an $\mathbb{A}_{0}(3)$ that includes the same restrictions on $\Phi_{g}^{\mathrm{Q}}$ as the $\mathbb{U}_{1}(4)\left(\phi>\phi^{2}>\right.$ $\psi$ ) model but no stochastic volatility has a likelihood of 37040.5. This indicates that this single USV restriction is rejected relative to the benchmark Gaussian $\mathbb{A}_{0}(3)$ model of Table 2 by a likelihood ratio test. On the other hand, the addition of unspanned stochastic volatility factors increases the likelihood by $37331.25-37040.5=290.75$. The primary source is a significantly better fit of the dynamics of volatility, as we discuss further below.

When the USV restriction is imposed on the second and third largest eigenvalues as in the $\mathbb{U}_{1}(4)\left(\psi>\phi>\phi^{2}\right)$ model of Table 4, it constrains the bond loadings of the slope and curvature factors because the eigenvalues in $\Phi_{g}^{Q}$ associated with these factors now share the relationship $\phi$ and $\phi^{2}$. This restriction causes them to be closer than they would otherwise have been if left unrestricted. The $\mathbb{U}_{1}(4)\left(\phi, \phi^{2}, \phi^{4}\right)$ model imposes even stronger restrictions
on $\Phi_{g}^{\mathrm{Q}}$ because it only has a single free parameter. It has likelihood 36889.44 (parameter estimates not reported), which is well below the benchmark $\mathbb{A}_{0}(3)$ model.

Four factor spanned models Finally, we consider two four factor spanned models: the Gaussian $\mathbb{A}_{0}(4)$ model and the non-Gaussian $\mathbb{A}_{1}(4)$ model. There are a total of 35 parameters in the $\mathbb{A}_{0}(4)$ model and only 20 of these parameters enter the numerical optimizer, while there are 39 parameters in the $\mathbb{A}_{1}(4)$ model and 15 of these can be concentrated out. Parameter estimates and standard errors for both models are in Table 5. While adding another Gaussian factor increases the likelihood relative to the $\mathbb{A}_{0}(3)$ model to 37194.34 for the $\mathbb{A}_{0}(4)$, the additional factor is not as important as adding an USV factor.

Repeated eigenvalues When we estimated the $\mathbb{A}_{1}(4)$ model, we found that it had repeated eigenvalues and our estimates in Table 5 have imposed them using the Jordan decomposition. If we use a diagonal matrix for $\Phi^{\mathbb{Q}}$, the matrix $B_{1}$ will be singular and one element in $\Phi^{\mathbb{Q}}$ is unidentified. ${ }^{18}$ To illustrate this point, Table 6 reports different sets of parameter values all with the same likelihood. Across the four local maxima, the values of $\Phi_{h}^{\mathrm{Q}}$, the last eigenvalue of $\Phi_{g}^{\mathrm{Q}}$, and the log-likelihood function are almost identical but the first two eigenvalues of $\Phi_{g}^{\mathrm{Q}}$ vary across different optima. The last column of Table 6 shows the results when we impose repeated eigenvalues (from the model reported in Table 2). The estimates of $\Phi_{h}^{\mathrm{Q}}$, the last eigenvalue of $\Phi_{g}^{\mathrm{Q}}$ and the likelihood function have the same values as before. However, the first two eigenvalues of $\Phi_{g}^{\mathrm{Q}}$ are identical by definition and are equal to the average of the first two eigenvalues in those local maxima. The log-likelihood value also does not change.

[^11]where $\lambda_{1}$ and $\lambda_{2}$ are the unique eigenvalues.

Table 5: Maximum likelihood estimates for the $\mathbb{A}_{0}(4)$ and $\mathbb{A}_{1}(4)$ models.


Maximum likelihood estimates with quasi-maximum likelihood standard errors. Left: Gaussian $\mathbb{A}_{0}(4)$ model. Right: non-Gaussian $\mathbb{A}_{1}(4)$ model. The identifying restrictions $\mu_{g}^{\mathbb{Q}}=0, \delta_{1, g}=\iota$, and $\delta_{1, h}=1$ are imposed during estimation.

Figure 2: Estimated conditional volatility of yields from four different affine models.


Estimated conditional volatility of yields from different affine models compared to the multivariate generalized autoregressive score model and the $\mathbb{A}_{0}(3)$ with constant volatility. Across the columns are the one month, one year, and 5 year maturities. Top row: $A_{1}(3)$ model. Second row: $A_{3}(3)$ model. Third row: $\mathbb{U}_{1}(4)(\phi>$ $\left.\phi^{2}>\psi\right)$ model. Bottom row: $\mathbb{U}_{1}(4)\left(\psi>\phi>\phi^{2}\right)$ model.

Table 6: Repeated Eigenvalues

|  | Local 1 | Local 2 | Local 3 | Repeated |
| :--- | ---: | ---: | ---: | ---: |
| $\Phi_{h}^{\mathbb{Q}}$ | 0.9952 | 0.9952 | 0.9952 | 0.9952 |
| $\Phi_{g}^{\mathbb{Q}}$ | 0.9130 | 0.9164 | 0.9126 | 0.9121 |
|  | 0.9112 | 0.9075 | 0.9115 | - |
|  | 0.7021 | 0.7025 | 0.7021 | 0.7021 |
| LLF | 36729.22 | 36729.20 | 36729.22 | 36729.22 |

Estimates from the $\mathbb{A}_{1}(4)$ model when repeated eigenvalues are not imposed compared to when they are. The table illustrates how this can create identification problems in affine models.

### 6.2 Volatility

The blue lines in Figure 2 are the conditional volatilities from four different models; across the rows are the $\mathbb{A}_{1}(3), \mathbb{A}_{3}(3), \mathbb{U}_{1}(4)\left(\phi>\phi^{2}>\psi\right)$ and $\mathbb{U}_{1}(4)\left(\psi>\phi>\psi^{2}\right)$ models. ${ }^{19}$ The three columns represent maturities of 1 month, 1 year, and 5 years. The volatilities for the USV models are the filtered (one-sided) estimates calculated from the particle filter. To provide a point of comparison, we also plot in these graphs the unconditional volatility from the $\mathbb{A}_{0}(3)$ model in green and in red estimates of the conditional volatilities from the multivariate generalized autoregressive score model of Creal, Koopman, and Lucas(2011) and Creal, Koopman, and Lucas(2013). ${ }^{20}$

The estimated volatilities from spanned models (first two rows) are much less volatile than GAS volatility. A similar observation was made by Collin-Dufresne, Goldstein, and Jones(2009). With only a single volatility factor, the $\mathbb{A}_{1}(3)$ model does not fit yield volatility at any maturity. The $\mathbb{A}_{3}(3)$ model adds flexibility with two more factors, which improves the fit for volatility at shorter horizons, especially for the recent episode of low volatility. At longer horizons, the fit to volatility appears to be the same as the $\mathbb{A}_{1}(3)$ model. This is because the estimated level (volatility) factor is similar across both the $\mathbb{A}_{1}(3)$ and $\mathbb{A}_{3}(3)$ models, and the long term volatility loads mostly on it. Ultimately, spanned models lack

[^12]flexibility because the non-Gaussian state variables $h_{t}$ serve a dual role: they must simultaneously fit the conditional mean and variance. The maximum likelihood estimator chooses the parameter vector $\theta$ to fit the conditional mean first before fitting the conditional variance.

USV models are designed to fit volatility by separating the role of Gaussian and nonGaussian factors. The $\mathbb{U}_{1}(4)\left(\phi>\phi^{2}>\psi\right)$ model performs much better than spanned models at fitting the volatility across different maturities, although it only has a single stochastic volatility factor. It does a particularly good job for short and medium maturities. At longer maturities, it fits the high volatility periods of the early 1980's well, although misses the period of low volatility early in the sample.

Our results suggest, however, that not all USV models fit yield volatility equally well and researchers must be careful when choosing USV restrictions. We demonstrate this point by comparing the performance of the two best USV models $\mathbb{U}_{1}(4)\left(\phi>\phi^{2}>\psi\right)$ and $\mathbb{U}_{1}(4)\left(\psi>\phi>\phi^{2}\right)$. Instead of having stochastic volatility on the level factor, the $\mathbb{U}_{1}(4)\left(\psi>\phi>\phi^{2}\right)$ model has stochastic volatility on the slope factor. It fits the volatility at shorter maturities equally well but, at longer maturities, it exhibits almost no stochastic volatility. This is because the eigenvalue associated with the slope factor that has stochastic volatility is $\phi=0.9073$ as opposed to $\phi=0.9868$ in the first USV model. The bond loadings on this factor decay rapidly as maturity increases, meaning that long maturities have no stochastic volatility. To summarize, although USV models are designed to fit the volatility, the restrictions needed to impose USV are not unique and the choice of which restriction to impose is not innocuous.

## 7 Conclusion

We provide new estimation procedures for non-Gaussian affine term structure models with spanned or unspanned stochastic volatility. The new estimation approach for spanned models leverages the fact that many of the parameters can be concentrated out of the likelihood
function. By optimizing the concentrated likelihood, it provides exactly the same solution as maximizing the original likelihood. But, it improves the estimation dramatically by reducing the number of parameters that need to be maximized numerically. We demonstrate the improvement in performance with our method. Using our procedure, we show what characteristics of spanned non-Gaussian models cause local maxima to exist and how alternative local maxima may have dramatically different economic implications. We apply a similar idea to the concentrated likelihood to estimate unspanned models.

Estimating a wide range of popular models, we find that models with spanned volatility have similar cross sectional fit for yields. They fit better than the USV models, because the latter impose restrictions on the cross section in order to introduce unspanned volatility factors. Models with unspanned volatility fit the volatility better by design. The choice of how to impose USV restrictions is not innocuous as some USV models can severely limit yield volatility at particular maturities.

USV models make an effort to fit the volatility of yields. Future work on term structure models aiming to fit both the conditional mean and volatility of yields simultaneously will likely require (1) multiple unspanned volatility factors, and (2) the ability to relax the restrictions that USV impose on the cross section.
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## Appendix A Distributions

We start by defining several of the distributions found in the paper, which are useful for implementing the procedures in practice. The notation for these distributions is local to the appendix.

## Appendix A. 1 Gamma and multivariate gamma distributions

A univariate gamma r.v. $w_{t+1} \sim \operatorname{Gamma}\left(\nu_{h}, \kappa\right)$ has p.d.f $p\left(w_{t+1} \mid \nu_{h}, \kappa\right)=\frac{1}{\Gamma\left(\nu_{h}\right)} w_{t+1}^{\nu_{h}-1} \kappa^{-\nu_{h}} \exp \left(-\frac{w_{t+1}}{\kappa}\right)$ and Laplace transform $\mathbb{E}\left[\exp \left(u w_{t+1}\right)\right]=\left(\frac{1}{1-\kappa u}\right)^{\nu_{h}}$, which exists only if $\kappa u<1$. The mean and variance are $\mathbb{E}\left(w_{t+1}\right)=\nu_{h} \kappa$ and $\mathbb{V}\left(w_{t+1}\right)=\nu_{h} \kappa^{2}$.

A multivariate gamma random vector $h_{t+1} \sim \operatorname{Mult}$. Gamma $\left(\nu_{h}, \Sigma_{h}, \mu_{h}\right)$ can be obtained by shifting and rotating a vector of uncorrelated gamma r.v.'s. It can be written as $h_{t+1}=\mu_{h}+\Sigma_{h} w_{t+1}$ where $w_{t+1}$ is an $H \times 1$ vector with elements $w_{i, t+1} \sim \operatorname{Gamma}\left(\nu_{h, i}, 1\right)$ for $i=1, \ldots, H$. The $H \times 1$ vector of (non-negative) location parameters is $\mu_{h}, \Sigma_{h}$ is a full rank $H \times H$ matrix of (non-negative) scale parameters, and $\nu_{h}>0$ is a $H \times 1$ vector of shape parameters. The p.d.f of $h_{t+1}$ can be determined by a standard change-of-variables

$$
p\left(h_{t+1} \mid \nu_{h}, \Sigma_{h}, \mu_{h}\right)=\left|\Sigma_{h}^{-1}\right| \prod_{i=1}^{H} \frac{1}{\Gamma\left(\nu_{h, i}\right)}\left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}\left[h_{t+1}-\mu_{h}\right]\right)^{\nu_{h, i}-1} \exp \left(-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}\left[h_{t+1}-\mu_{h}\right]\right)
$$

where $\mathrm{e}_{i}$ is an $H \times 1$ unit vector that selects out the $i$-th element of a vector. The mean and variance are $\mathbb{E}\left[h_{t+1}\right]=\mu_{h}+\Sigma_{h} \nu_{h}$ and $\mathbb{V}\left[h_{t+1}\right]=\Sigma_{h} \operatorname{diag}\left(\nu_{h}\right) \Sigma_{h}^{\prime}$. The Laplace transform is

$$
\begin{aligned}
\mathbb{E}\left[\exp \left(u^{\prime} h_{t+1}\right)\right] & =\int_{0}^{\infty} \exp \left(u^{\prime} h_{t+1}\right) p\left(h_{t+1} \mid \nu_{h}, \Sigma_{h}, \mu_{h}\right) d h_{t+1} \\
& =\exp \left(u^{\prime} \mu_{h}\right) \int_{0}^{\infty} \exp \left(u^{\prime} \Sigma_{h} w_{t+1}\right) \prod_{i=1}^{H} \frac{1}{\Gamma\left(\nu_{h, i}\right)} w_{i, t+1}^{\nu_{h, i}-1} \exp \left(-w_{t+1}\right) d w_{t+1} \\
& =\exp \left(u^{\prime} \mu_{h}\right) \prod_{i=1}^{H}\left(\frac{1}{1-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} u}\right)^{\nu_{h, i}}=\exp \left(u^{\prime} \mu_{h}-\sum_{i=1}^{H} \nu_{h, i} \log \left[1-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} u\right]\right)
\end{aligned}
$$

The Laplace transform exists only if $\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} u<1$ for $i=1, \ldots, H$.

## Appendix A. 2 Multivariate non-central gamma distributions

A $H \times 1$ non-central gamma (NCG) random vector $h_{t+1} \sim \operatorname{Mult.-N.C.G.~}\left(\nu_{h}, \Phi_{h} h_{t}, \Sigma_{h}, \mu_{h}\right)$ is a Poisson mixture of multivariate gamma r.v.'s

$$
\begin{aligned}
h_{t+1} & =\mu_{h}+\Sigma_{h} w_{t+1} \\
w_{i, t+1} & \sim \operatorname{Gamma}\left(\nu_{h, i}+z_{i, t+1}, 1\right) \quad i=1, \ldots, H \\
z_{i, t+1} & \sim \operatorname{Poisson}\left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} \Sigma_{h} w_{t}\right) \quad i=1, \ldots, H
\end{aligned}
$$

The process $h_{t}$ remains positive and well-defined as long as $\mu_{h} \geq 0, \Sigma_{h}^{-1} \Phi_{h} \Sigma_{h} \geq 0$, and elements of $\Sigma_{h}$ cannot be negative. The conditional mean and variance are

$$
\begin{aligned}
\mathbb{E}\left(h_{t+1} \mid h_{t}\right) & =\left(I_{H}-\Phi_{h}\right) \mu_{h}+\Sigma_{h} \nu_{h}+\Phi_{h} h_{t} \\
\mathbb{V}\left(h_{t+1} \mid h_{t}\right) & =\Sigma_{h} \operatorname{diag}\left(\nu_{h}-2 \Sigma_{h}^{-1} \Phi_{h} \mu_{h}\right) \Sigma_{h}^{\prime}+\Sigma_{h} \operatorname{diag}\left(2 \Sigma_{h}^{-1} \Phi_{h} h_{t}\right) \Sigma_{h}^{\prime}
\end{aligned}
$$

A standard multivariate NCG random variable (i.e. the discrete-time CIR process) is obtained by setting $\mu_{h}=0$ and letting $\Sigma_{h}$ be a diagonal matrix. Further properties of the univariate NCG process are described in Gouriéroux and $\operatorname{Jasiak}(2006)$.

As long as $\Sigma_{h}$ has full rank, the p.d.f. can be found by integrating out the Poisson r.v.'s

$$
\begin{aligned}
p\left(h_{t+1} \mid \nu_{h}, \Phi_{h} h_{t}, \Sigma_{h}, \mu_{h}\right)= & \left|\Sigma_{h}^{-1}\right| \exp \left(-\sum_{i=1}^{H} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}\left[h_{t+1}-\mu_{h}\right]+\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}\left[h_{t}-\mu_{h}\right]\right) \\
& \prod_{i=1}^{H}\left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}\left[h_{t+1}-\mu_{h}\right]\right)^{\nu_{h, i}-1} \\
& \sum_{z_{i, t}=0}^{\infty} \frac{1}{\Gamma\left(\nu_{h, i}+z_{i, t}\right)} \frac{1}{z_{i, t}!}\left[\left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}\left[h_{t+1}-\mu_{h}\right]\right)\left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}\left[h_{t}-\mu_{h}\right]\right)\right]^{z_{i, t}}
\end{aligned}
$$

Using the definition of the modified Bessel function of the first kind ${ }^{21}$, the p.d.f. can be expressed as

$$
\begin{aligned}
p\left(h_{t+1} \mid \nu_{h}, \Phi_{h} h_{t}, \Sigma_{h}, \mu_{h}\right)= & \left|\Sigma_{h}^{-1}\right| \exp \left(-\sum_{i=1}^{H} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}\left[h_{t+1}-\mu_{h}\right]+\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}\left[h_{t}-\mu_{h}\right]\right) \\
& \prod_{i=1}^{H}\left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}\left[h_{t+1}-\mu_{h}\right]\right)^{\frac{\nu_{h, i}-1}{2}}\left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}\left[h_{t}-\mu_{h}\right]\right)^{-\frac{\nu_{h, i}-1}{2}} \\
& I_{\nu_{h, i}-1}\left(2 \sqrt{\left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}\left[h_{t+1}-\mu_{h}\right]\right)\left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}\left[h_{t}-\mu_{h}\right]\right.}\right)
\end{aligned}
$$

${ }^{21}$ This is defined as $I_{\lambda}(x)=\left(\frac{x}{2}\right)^{\lambda} \sum_{z=0}^{\infty} \frac{1}{\Gamma(\lambda+z+1) z!}\left(\frac{x^{2}}{4}\right)^{z}$, see Abramowitz and Stegun(1964).

The Laplace transform can be derived from the law of iterated expectations

$$
\begin{aligned}
\mathbb{E}\left[\exp \left(u^{\prime} h_{t+1}\right)\right] & =\mathbb{E}_{z}\left(\mathbb{E}_{h \mid z}\left[\exp \left(u^{\prime} h_{t+1}\right)\right]\right) \\
& =\mathbb{E}_{z}\left(\exp \left(u^{\prime} \mu_{h}\right) \prod_{i=1}^{H}\left(\frac{1}{1-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} u}\right)^{\nu_{h, i}+z_{i}}\right) \\
& =\exp \left(u^{\prime} \mu_{h}\right) \prod_{i=1}^{H}\left(\frac{1}{1-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} u}\right)^{\nu_{h, i}} \mathbb{E}_{z}\left(\prod_{i=1}^{H}\left(\frac{1}{1-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} u}\right)^{z_{i}}\right) \\
& =\exp \left(u^{\prime} \mu_{h}\right) \prod_{i=1}^{H}\left(\frac{1}{1-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} u}\right)^{\nu_{h, i}} \prod_{i=1}^{H} \exp \left(\frac{\left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}\left[h_{t}-\mu_{h}\right]\right) \mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} u}{1-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} u}\right) \\
& =\exp \left(u^{\prime} \mu_{h}+\sum_{i=1}^{H} \frac{\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} u}{1-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} u} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}\left(h_{t}-\mu_{h}\right)-\sum_{i=1}^{H} \nu_{h, i} \log \left(1-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} u\right)\right)
\end{aligned}
$$

where $\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} u$ denotes the $i$-th element of the $H \times 1$ vector $\Sigma_{h}^{\prime} u$. The Laplace transform exists only if $\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} u<1$ for $i=1, \ldots, H$.

## Appendix A. 3 Mixture of Gaussian and mult. NCG distributions

From standard results in statistics, the multivariate $(G \times 1)$ Gaussian r.v. $g_{t+1} \sim \mathrm{~N}\left(g_{t+1} \mid \mu_{g}, \Sigma_{g} \Sigma_{g}^{\prime}\right)$ has Laplace transform $\mathbb{E}\left[\exp \left(u^{\prime} g_{t+1}\right)\right]=\exp \left(\mu_{g}^{\prime} u+\frac{1}{2} u^{\prime} \Sigma_{g} \Sigma_{g}^{\prime} u\right)$ for any real $(G \times 1)$ vector $u$. Consider a $(G+H) \times 1$ vector $x_{t+1}=\left(h_{t+1}^{\prime}, g_{t+1}^{\prime}\right)^{\prime}$ where $h_{t+1}$ is an $H \times 1$ vector having a multivariate NCG distribution $p\left(h_{t+1} \mid \nu_{h}, \Phi_{h} h_{t}, \Sigma_{h}, \mu_{h}\right)$ and $g_{t+1}$ is a $G \times 1$ vector of conditionally Gaussian r.v. $g_{t+1} \sim$ $\mathrm{N}\left(\mu_{g}+\Sigma_{g h} h_{t+1}, \Sigma_{g} \Sigma_{g}^{\prime}\right)$. Let $u=\left(u_{h}^{\prime}, u_{g}^{\prime}\right)^{\prime}$ where $u_{h}$ and $u_{g}$ are $H \times 1$ and $G \times 1$ vectors, respectively. Using the law of iterated expectations, the Laplace transform is

$$
\begin{aligned}
\mathbb{E}\left[\exp \left(u^{\prime} x_{t+1}\right)\right]= & \mathbb{E}\left[\exp \left(u_{g}^{\prime} g_{t+1}\right) \exp \left(u_{h}^{\prime} h_{t+1}\right)\right]=\mathbb{E}_{h}\left[\mathbb{E}_{g \mid h}\left[\exp \left(u_{g}^{\prime} g_{t+1}\right)\right] \exp \left(u_{h}^{\prime} h_{t+1}\right)\right] \\
= & \mathbb{E}_{h}\left[\exp \left(\left(\mu_{g}+\Sigma_{g h} h_{t+1}\right)^{\prime} u_{g}+\frac{1}{2} u_{g}^{\prime} \Sigma_{g} \Sigma_{g}^{\prime} u_{g}\right) \exp \left(u_{h}^{\prime} h_{t+1}\right)\right] \\
= & \exp \left(u_{g}^{\prime} \mu_{g}+\frac{1}{2} u_{g}^{\prime} \Sigma_{g} \Sigma_{g}^{\prime} u_{g}\right) \mathbb{E}_{h}\left[\exp \left(\left[u_{g}^{\prime} \Sigma_{g h}+u_{h}^{\prime}\right] h_{t+1}\right)\right] \\
= & \exp \left(u_{g}^{\prime} \mu_{g}+\frac{1}{2} u_{g}^{\prime} \Sigma_{g} \Sigma_{g}^{\prime} u_{g}+u_{g h}^{\prime} \mu_{h}-\sum_{i=1}^{H} \nu_{h, i} \log \left(1-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} u_{g h}\right)\right. \\
& \left.+\sum_{i=1}^{H} \frac{\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} u_{g h}}{1-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} u_{g h}} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}\left(h_{t}-\mu_{h}\right)\right)
\end{aligned}
$$

where $u_{g h}=\Sigma_{g h}^{\prime} u_{g}+u_{h}$ is an $H \times 1$ vector. The Laplace transform exists only if $\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} u_{g h}<1$ for $i=1, \ldots, H$. This is the key expression for solving for closed-form zero-coupon bond prices.

## Appendix B Bond pricing

Bond prices can be solved by induction. Guess that bond prices are $P_{t}^{n}=\exp \left(\bar{a}_{n}+\bar{b}_{n, h}^{\prime} h_{t}+\bar{b}_{n, g}^{\prime} g_{t}\right)$ for some coefficients $\bar{a}_{n}, \bar{b}_{n, h}$, and $\bar{b}_{n, g}$. At maturity $n=1$ when the payoff is $P_{t+1}^{0}=1$, we find

$$
P_{t}^{1}=\mathrm{E}_{t}^{\mathrm{Q}}\left[\exp \left(-r_{t}\right) P_{t+1}^{0}\right]=\exp \left(-\delta_{0}-\delta_{1, h}^{\prime} h_{t}-\delta_{1, g}^{\prime} g_{t}\right)
$$

such that $\bar{a}_{1}=-\delta_{0}, \bar{b}_{1, g}=-\delta_{1, g}$ and $\bar{b}_{1, h}=-\delta_{1, h}$. Next, consider an $n$-period bond whose price in the next period is $P_{t+1}^{n-1}$. We find

$$
\begin{aligned}
P_{t}^{n} & =\mathrm{E}_{t}^{\mathrm{Q}}\left[\exp \left(-r_{t}\right) P_{t+1}^{n-1}\right]=\mathrm{E}_{t}^{\mathrm{Q}}\left[\exp \left(-\delta_{0}-\delta_{1, h}^{\prime} h_{t}-\delta_{1, g}^{\prime} g_{t}\right) \exp \left(\bar{a}_{n-1}+\bar{b}_{n-1, h}^{\prime} h_{t+1}+\bar{b}_{n-1, g}^{\prime} g_{t+1}\right)\right] \\
& =\exp \left(-\delta_{0}-\delta_{1, h}^{\prime} h_{t}-\delta_{1, g}^{\prime} g_{t}+\bar{a}_{n-1}\right) \mathrm{E}_{t}^{\mathrm{Q}}\left[\exp \left(\bar{b}_{n-1, h}^{\prime} h_{t+1}+\bar{b}_{n-1, g}^{\prime} g_{t+1}\right)\right]
\end{aligned}
$$

where the expectation is taken with respect to the distribution of the random vector $x_{t+1}=\left(h_{t+1}^{\prime}, g_{t+1}^{\prime}\right)^{\prime}$ under $\mathbb{Q}$ such that

$$
\begin{array}{ll}
h_{t+1} & \stackrel{\mathrm{Q}}{\sim} \text { Mult-NCG }\left(\nu_{h, i}^{\mathrm{Q}}, \Phi_{h}^{\mathrm{Q}} h_{t}, \Sigma_{h}, \mu_{h}\right) \\
g_{t+1} \stackrel{\stackrel{\mathrm{Q}}{\sim}}{ } \mathrm{~N}\left(\mu_{g}^{\mathrm{Q}}+\Phi_{g}^{\mathrm{Q}} g_{t}+\Phi_{g h}^{\mathrm{Q}} h_{t}+\Sigma_{g h}\left[h_{t+1}-\left(\left(I_{H}-\Phi_{h}^{\mathrm{Q}}\right) \mu_{h}+\Sigma_{h} \nu_{h}^{\mathrm{Q}}+\Phi_{h}^{\mathrm{Q}} h_{t}\right)\right], \Sigma_{g, t} \Sigma_{g, t}^{\prime}\right)
\end{array}
$$

This expectation has the same form as the Laplace transform provided in Appendix A. Using $\mathrm{e}_{i}$ to denote a $H \times 1$ unit vector, we find

$$
\begin{aligned}
P_{t}^{n}= & \exp \left(-\delta_{0}-\delta_{1, g}^{\prime} g_{t}-\delta_{1, h}^{\prime} h_{t}+\bar{a}_{n-1}+\frac{1}{2} b_{n-1, g}^{\prime} \Sigma_{g, t} \Sigma_{g, t}^{\prime} \bar{b}_{n-1, g}\right. \\
& +\left[\mu_{g}^{\mathrm{Q}}+\Phi_{g}^{\mathrm{Q}} g_{t}+\Phi_{g h}^{\mathrm{Q}} h_{t}-\Sigma_{g h}\left(\left(I_{H}-\Phi_{h}^{\mathrm{Q}}\right) \mu_{h}+\Sigma_{h} \nu_{h}^{\mathrm{Q}}+\Phi_{h}^{\mathrm{Q}} h_{t}\right)\right]^{\prime} \bar{b}_{n-1, g} \\
& \left.+\left[\Sigma_{g h}^{\prime} \bar{b}_{n-1, g}+b_{n-1, h}\right]^{\prime} \mu_{h}+\sum_{i=1}^{H} \frac{\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} \bar{b}_{n-1, g h}}{1-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} \bar{b}_{n-1, g h}} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}^{\mathrm{Q}}\left[h_{t}-\mu_{h}\right]-\sum_{i=1}^{H} \nu_{h, i}^{\mathrm{Q}} \log \left(1-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} \bar{b}_{n-1, g h}\right)\right) \\
= & \exp \left(-\delta_{0}+\bar{a}_{n-1}+\mu_{g}^{\mathrm{Q} \prime} \bar{b}_{n-1, g}+\left[\Sigma_{g h}^{\prime} \bar{b}_{n-1, g}+b_{n-1, h}\right]^{\prime} \mu_{h}-\left(\left(I_{H}-\Phi_{h}^{\mathrm{Q}}\right) \mu_{h}+\Sigma_{h} \nu_{h}^{\mathrm{Q}}\right)^{\prime} \Sigma_{g h}^{\prime} \bar{b}_{n-1, g}\right. \\
& +\frac{1}{2} b_{n-1, g}^{\prime} \Sigma_{g, t} \Sigma_{g, t}^{\prime} \bar{b}_{n-1, g}-\sum_{i=1}^{H} \nu_{h, i}^{\mathrm{Q}} \log \left(1-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} \bar{b}_{n-1, g h}\right)-\sum_{i=1}^{H} \frac{\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} \bar{b}_{n-1, g h}}{1-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} \bar{b}_{n-1, g h}} \mathrm{e}^{\prime} \Sigma_{h}^{-1} \Phi_{h}^{\mathrm{Q}} \mu_{h} \\
& +\left[\bar{b}_{n-1, g}^{\prime} \Phi_{g}^{\mathrm{Q}}-\delta_{1, g}^{\prime}\right] g_{t} \\
& \left.+\sum_{i=1}^{H} \frac{\mathrm{e}^{\prime} \Sigma_{h}^{\prime} \bar{b}_{n-1, g h}}{1-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} \bar{b}_{n-1, g h}} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}^{\mathrm{Q}} h_{t}+\bar{b}_{n-1, g}^{\prime}\left(\Phi_{g h}^{\mathrm{Q}}-\Sigma_{g h} \Phi_{h}^{\mathrm{Q}}\right) h_{t}-\delta_{1, h}^{\prime} h_{t}\right) \\
= & \exp \left(-\delta_{0}+\bar{a}_{n-1}+\mu_{g}^{\mathrm{Q} \bar{b}_{n-1, g}+\mu_{h}^{\prime}\left[b_{n-1, h}+\Phi_{h}^{\mathrm{Q}} \Sigma_{g h}^{\prime} \bar{b}_{n-1, g}\right]-\nu_{h}^{\mathrm{Q} \prime} \Sigma_{h}^{\prime} \Sigma_{g h}^{\prime} \bar{b}_{n-1, g}}\right. \\
& +\frac{1}{2} b_{n-1, g}^{\prime} \Sigma_{0, g} \Sigma_{0, g}^{\prime} \bar{b}_{n-1, g}-\sum_{i=1}^{H} \nu_{h, i}^{\mathrm{Q}} \log \left(1-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} \bar{b}_{n-1, g h}\right)-\sum_{i=1}^{H} \frac{\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} \bar{b}_{n-1, g h}}{1-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} \bar{b}_{n-1, g h}} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}^{\mathrm{Q}} \mu_{h} \\
& +\left[\bar{b}_{n-1, g}^{\prime} \Phi_{g}^{\mathrm{Q}}-\delta_{1, g}^{\prime}\right] g_{t} \\
& +\left[\sum_{i=1}^{H} \frac{\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} \bar{b}_{n-1, g h}^{\prime}}{1-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} \bar{b}_{n-1, g h}^{\prime}} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}^{\mathrm{Q}}+\bar{b}_{n-1, g}^{\prime}\left(\Phi_{g h}^{\mathrm{Q}}-\Sigma_{g h} \Phi_{h}^{\mathrm{Q}}\right)-\delta_{1, h}^{\prime}\right. \\
& \left.+\frac{1}{2}\left(I_{H} \otimes \bar{b}_{n-1, g}^{\prime} \Sigma_{g} \Sigma_{g}^{\prime}\left(\iota_{H} \otimes \bar{b}_{n-1, g}\right)\right] h_{t}\right)
\end{aligned}
$$

where $\Sigma_{g} \Sigma_{g}^{\prime}$ is a $G H \times G H$ matrix with diagonal elements $\Sigma_{i, g} \Sigma_{i, g}^{\prime}$ for $i=1, \ldots, H$. The expression $\bar{b}_{n-1, g h}=\Sigma_{g h}^{\prime} \bar{b}_{n-1, g}+\bar{b}_{n-1, h}$ is an $H \times 1$ vector. The Laplace transform exists only if $\mathrm{e}_{i}^{\prime} \Sigma_{h}^{\prime} \bar{b}_{n-1, g h}<1$ for $i=1, \ldots, H$.

## Appendix C Factor rotations

## Appendix C. 1 Proof of Proposition 1

The necessary admissibility restrictions to keep the non-Gaussian factors positive are

1. $C_{h g}=0$;
2. $C_{h h}$ is restricted such that all elements $C_{h h} \Sigma_{h}$ are non-negative;
3. $c_{h}$ is restricted such that all elements in $c_{h}+C_{h h} \mu_{h}$ are non-negative;
4. $C_{h h}$ and $C_{g g}$ are full rank.

For some values of $\theta$, these restrictions may allow $c_{h}$ and $C_{h h}$ to be negative.
Under these restrictions, the process $\left(\tilde{h}_{t}^{\prime}, \tilde{g}_{t}^{\prime}\right)^{\prime}$ is a member of the same family of distributions as $\left(h_{t}^{\prime}, g_{t}^{\prime}\right)^{\prime}$ only under a new parameters $\tilde{\theta}$. The proof of this proposition is immediate by comparing the Laplace transform of these random variables before and after rotating them. The mapping between the new parameters $\tilde{\theta}$ and the original parameters $\theta$ is given by

$$
\begin{aligned}
\tilde{\mu}_{h}= & c_{h}+C_{h h} \mu_{h} \\
\tilde{\Phi}_{h}= & C_{h h} \Phi_{h} C_{h h}^{-1} \\
\tilde{\Sigma}_{h}= & C_{h h} \Sigma_{h} \\
\tilde{\mu}_{g}= & c_{g}+C_{g g} \mu_{g}-C_{g g} \Phi_{g} C_{g g}^{-1} c_{g}+C_{g h}\left(\left[I_{H}-\Phi_{h}\right] \mu_{h}+\Sigma_{h} \nu_{h}\right) \\
& -\left(C_{g h} \Phi_{h}-C_{g g} \Phi_{g} C_{g g}^{-1} C_{g h}+C_{g g} \Phi_{g h}\right) C_{h h}^{-1} c_{h} \\
\tilde{\Phi}_{g}= & C_{g g} \Phi_{g} C_{g g}^{-1} \\
\tilde{\Phi}_{g h}= & \left(C_{g h} \Phi_{h}-C_{g g} \Phi_{g} C_{g g}^{-1} C_{g h}+C_{g g} \Phi_{g h}\right) C_{h h}^{-1} \\
\tilde{\Sigma}_{g h}= & \left(C_{g h}+C_{g g} \Sigma_{g h}\right) C_{h h}^{-1} \\
\tilde{\Sigma}_{0, g} \tilde{\Sigma}_{0, g}^{\prime}= & C_{g g} \Sigma_{0, g} \Sigma_{0, g}^{\prime} C_{g g}^{\prime}-\sum_{i=1}^{H} C_{g g} \Sigma_{i, g} \Sigma_{i, g}^{\prime} C_{g g}^{\prime} \mathrm{e}_{i}^{\prime} C_{h h}^{-1} c_{h} \\
\tilde{\Sigma}_{i, g} \tilde{\Sigma}_{i, g}^{\prime}= & \sum_{j=1}^{H} C_{g g} \Sigma_{j, g} \Sigma_{j, g}^{\prime} C_{g g}^{\prime} \mathrm{e}_{j}^{\prime} C_{h h}^{-1} \mathrm{e}_{i}
\end{aligned}
$$

## Appendix D Stochastic discount factor

We define the stochastic discount factor as

$$
M_{t+1}=\frac{\exp \left(-r_{t}\right) p\left(g_{t+1} \mid \mathcal{I}_{t}, h_{t+1}, z_{t+1} ; \theta, \mathbb{Q}\right) p\left(h_{t+1} \mid \mathcal{I}_{t}, z_{t+1} ; \theta, \mathbb{Q}\right) p\left(z_{t+1} \mid \mathcal{I}_{t} ; \theta, \mathbb{Q}\right)}{p\left(g_{t+1} \mid \mathcal{I}_{t}, h_{t+1}, z_{t+1} ; \theta, \mathbb{P}\right) p\left(h_{t+1} \mid \mathcal{I}_{t}, z_{t+1} ; \theta, \mathbb{P}\right) p\left(z_{t+1} \mid \mathcal{I}_{t} ; \theta, \mathbb{P}\right)}
$$

where the distributions are conditionally Gaussian, conditionally gamma, and Poisson. This is the exact (non-linear) SDF with no approximations, which we use during estimation. For intuition, consider breaking the log-stochastic discount factor $m_{t+1}$ into three terms; one for each of the shocks that the economic agent
faces

$$
m_{t+1}=-r_{t}+m_{g, t+1}+m_{h, t+1}+m_{z, t+1}
$$

where $m_{i, t+1}$ is the compensation for risk $i$. Let $\lambda_{g}=\mu_{g}-\mu_{g}^{\mathbb{Q}}, \lambda_{h}=\nu_{h}-\nu_{h}^{\mathrm{Q}}, \Lambda_{g}=\Phi_{g}-\Phi_{g}^{\mathbb{Q}}, \Lambda_{h}=\Phi_{h}-\Phi_{h}^{\mathrm{Q}}$, and $\Lambda_{g h}=\Phi_{g h}-\Phi_{g h}^{\mathrm{Q}}$.

Starting with the Gaussian portion, we find

$$
m_{g, t+1}=-\frac{1}{2} \lambda_{g t}^{\prime} \lambda_{g t}-\lambda_{g t}^{\prime} \epsilon_{g, t+1}
$$

where $\epsilon_{g, t+1}=\Sigma_{g, t}^{-1} \varepsilon_{g, t+1}$ is a standard, zero mean Gaussian shock. The price of Gaussian risk is

$$
\lambda_{g t}=\Sigma_{g, t}^{-1}\left\{\left(\lambda_{g}+\Lambda_{g} g_{t}+\Lambda_{g h} h_{t}\right)-\Sigma_{g h}\left[\Sigma_{h} \lambda_{h}+\Lambda_{h}\left(h_{t}-\mu_{h}\right)\right]\right\}
$$

This is a clear generalization of the expression for Gaussian ATSMs. The key differences is a time-varying quantity of risk $\Sigma_{g, t}$.

Recall from the definition of the non-Gaussian process that $w_{t+1}=\Sigma_{h}^{-1}\left(h_{t+1}-\mu_{h}\right)$. We will write risk compensation in terms of $w_{t+1}$.

$$
\begin{aligned}
m_{h, t+1}= & \sum_{i=1}^{H}-\log \Gamma\left(\nu_{h, i}^{\mathrm{Q}}+z_{i, t+1}\right)+\left(\nu_{h, i}^{\mathrm{Q}}+z_{i, t+1}-1\right) \log \left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}\left(h_{t+1}-\mu_{h}\right)\right)-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}\left(h_{t+1}-\mu_{h}\right) \\
& \sum_{i=1}^{H} \log \Gamma\left(\nu_{h, i}+z_{i, t+1}\right)-\left(\nu_{h, i}+z_{i, t+1}-1\right) \log \left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}\left(h_{t+1}-\mu_{h}\right)\right)+\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}\left(h_{t+1}-\mu_{h}\right) \\
= & \sum_{i=1}^{H} \log \left(\frac{\Gamma\left(\nu_{h, i}+z_{i, t+1}\right)}{\Gamma\left(\nu_{h, i}^{\mathrm{Q}}+z_{i, t+1}\right)}\right)-\left(\nu_{h, i}-\nu_{h, i}^{\mathrm{Q}}\right) \log \left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}\left(h_{t+1}-\mu_{h}\right)\right) \\
\approx & \sum_{i=1}^{H} \log \left(\left[\nu_{h, i}+z_{i, t+1}\right]^{\left.\nu_{h, i}-\nu_{h, i}^{\mathrm{Q}}\right)-\lambda_{h, i} \log \left(w_{i, t+1}\right)}\right. \\
= & \sum_{i=1}^{H}-\lambda_{h, i}\left[\log \left(w_{i, t+1}\right)-\log \left(\nu_{h, i}+z_{i, t+1}\right)\right] \\
= & \sum_{i=1}^{H}-\lambda_{h, i}\left[\log \left(1+\frac{w_{i, t+1}-\nu_{h, i}-z_{i, t+1}}{\nu_{h, i}+z_{i, t+1}}\right)\right] \\
\approx & \sum_{i=1}^{H}-\frac{\lambda_{h, i}}{\sqrt{\nu_{h, i}+z_{i, t+1}}} \frac{w_{i, t+1}-\nu_{h, i}-z_{i, t+1}}{\sqrt{\nu_{h, i}+z_{i, t+1}}}
\end{aligned}
$$

This implies that the compensation for gamma risks is approximately ${ }^{22}$

$$
m_{h, t+1} \approx-\lambda_{w t}^{\prime} \epsilon_{w, t+1}
$$

where $\epsilon_{w, t+1, i}=\frac{w_{i, t+1}-\nu_{h, i}-z_{i, t+1}}{\sqrt{\nu_{i}+z_{i, t+1}}}$ is a gamma r.v. standardized to have mean zero and variance one. The market price of risk is $\lambda_{w t, i}=\frac{\lambda_{h, i}}{\sqrt{\nu_{h, i}+z_{i, t+1}}}$. We note that $\mathbb{V}\left(w_{i t} \mid z_{t}\right)=\nu_{h, i}+z_{i, t}$.

Consider the non-Gaussian part due to the Poisson distribution

$$
\begin{aligned}
m_{z, t+1}= & \sum_{i=1}^{H} z_{i, t+1} \log \left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}^{\mathrm{Q}}\left(h_{t}-\mu_{h}\right)\right)-\log \left(z_{i, t+1}!\right)-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}^{\mathrm{Q}}\left(h_{t}-\mu_{h}\right) \\
& -z_{i, t+1} \log \left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}\left(h_{t}-\mu_{h}\right)\right)+\log \left(z_{i, t+1}!\right)+\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}\left(h_{t}-\mu_{h}\right) \\
= & \sum_{i=1}^{H} z_{i, t+1} \log \left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}^{\mathrm{Q}}\left(h_{t}-\mu_{h}\right)\right)-z_{i, t+1} \log \left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}\left(h_{t}-\mu_{h}\right)\right)+\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}\left(\Phi_{h}-\Phi_{h}^{\mathrm{Q}}\right)\left(h_{t}-\mu_{h}\right) \\
= & \sum_{i=1}^{H} z_{i, t+1} \log \left(1-\frac{\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Lambda_{h} \Sigma_{h} w_{t}}{\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} \Sigma_{h} w_{t}}\right)+\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Lambda_{h} \Sigma_{h} w_{t} \\
\approx & \sum_{i=1}^{H}-z_{i, t+1} \frac{\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Lambda_{h} \Sigma_{h} \Sigma_{h}}{\mathrm{e}_{h}^{-1} \Phi_{h} \Sigma_{h} w_{t}}+\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Lambda_{h} \Sigma_{h} w_{t} \\
= & \sum_{i=1}^{H}-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Lambda_{h} \Sigma_{h} w_{t}\left(\frac{z_{i, t+1}-\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} \Sigma_{h} w_{t}}{\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} \Sigma_{h} w_{t}}\right) \\
= & \sum_{i=1}^{H}-\frac{\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Lambda_{h} \Sigma_{h} w_{t}}{\sqrt{\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} \Sigma_{h} w_{t}}} \epsilon_{z, t+1, i}
\end{aligned}
$$

The log stochastic discount factor is

$$
m_{z, t+1} \approx-\lambda_{z t}^{\prime} \epsilon_{z, t+1}
$$

where $\epsilon_{z, t+1}=\frac{z_{i, t+1}-e_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} \Sigma_{h} w_{t}}{\sqrt{e_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} \Sigma_{h} w_{t}}}$ is Poisson r.v. standardized to have mean 0 and variance 1 and $\lambda_{z t, i}=$ $\frac{\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Lambda_{h} \Sigma_{h} w_{t}}{\sqrt{\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} \Sigma_{h} w_{t}}}$.
${ }^{22}$ Our derivation uses the approximation that $\frac{\Gamma(a+x)}{\Gamma(b+x)} \propto x^{a-b}\left(1+O\left(\frac{1}{x}\right)\right)$ for large $x$. We also use the fact that $\log (1+x)=x$ for small x .

## Appendix E Log-likelihood for spanned models

Dropping the initial condition, the conditional log-likelihood for the general affine model is given by

$$
\begin{aligned}
\ell(\theta)= & \operatorname{CONST}-(T-1) \log \left|\operatorname{det}\left(B_{1}\right)\right|-\frac{T-1}{2} \log |\Omega|-\frac{1}{2} \sum_{t=2}^{T} \operatorname{tr}\left(\Omega^{-1} \eta_{t} \eta_{t}^{\prime}\right)-\frac{1}{2} \sum_{t=2}^{T} \log \left|\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right| \\
& -\frac{1}{2} \sum_{t=2}^{T} \operatorname{tr}\left(\left(\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right)^{-1} \varepsilon_{g t} \varepsilon_{g t}^{\prime}\right) \\
& -(T-1) \log \left|\Sigma_{h}\right|-\sum_{t=2}^{T} \sum_{i=1}^{H} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}\left(h_{t}-\mu_{h}\right)-\sum_{t=2}^{T} \sum_{i=1}^{H} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}\left(h_{t-1}-\mu_{h}\right) \\
& +\sum_{t=2}^{T} \sum_{i=1}^{H} \frac{\left(\nu_{h, i}-1\right)}{2} \log \left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}\left[h_{t}-\mu_{h}\right]\right)-\sum_{t=2}^{T} \sum_{i=1}^{H} \frac{\left(\nu_{h, i}-1\right)}{2} \log \left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}\left[h_{t-1}-\mu_{h}\right]\right) \\
& +\sum_{t=2}^{T} \sum_{i=1}^{H} \log I_{\nu_{h, i}-1}\left(2 \sqrt{\left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}\left[h_{t}-\mu_{h}\right]\right)\left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}\left[h_{t-1}-\mu_{h}\right]\right)}\right)
\end{aligned}
$$

where $I_{\lambda}(x)$ is the modified Bessel function of the first kind, see Abramowitz and Stegun(1964). We use $\mathrm{e}_{i}$ to denote the $H \times 1$ unit vector.

## Appendix F Proofs and Analytical Derivatives

In this appendix, we prove the propositions in the paper and derive the analytical derivatives. We begin with a preliminary lemma.

Lemma 1 The derivative of the concentrated log-likelihood function can be computed as the partial derivative of the log-likelihood function: $\frac{d \ell\left(\hat{\theta}_{c}\left(\theta_{m}\right), \theta_{m}\right)}{d \theta_{m}^{\prime}}=\frac{\partial \ell\left(\hat{\theta}_{c}, \theta_{m}\right)}{\partial \theta_{m}^{\prime}}$, where $\hat{\theta}_{c}\left(\theta_{m}\right)=\underset{\theta_{c}}{\arg \max } \ell\left(\theta_{c}, \theta_{m}\right)$

Proof: $\quad \frac{d \ell\left(\hat{\theta}_{c}\left(\theta_{m}\right), \theta_{m}\right)}{d \theta_{m}^{\prime}}=\frac{\partial \ell\left(\hat{\theta}_{c}, \theta_{m}\right)}{\partial \theta_{m}^{\prime}}+\left.\frac{\partial \ell\left(\theta_{c}, \theta_{m}\right)}{\partial \theta_{c}^{\prime}}\right|_{\theta_{c}=\hat{\theta}_{c}} \frac{d \hat{\theta}_{c}\left(\theta_{m}\right)}{d \theta_{m}^{\prime}}=\frac{\partial \ell\left(\hat{\theta}_{c}, \theta_{m}\right)}{\partial \theta_{m}^{\prime}}$, where $\left.\frac{\partial \ell\left(\theta_{c}, \theta_{m}\right)}{\partial \theta_{c}^{\prime}}\right|_{\theta_{c}=\hat{\theta}_{c}}=0$ by the definition of $\hat{\theta}_{c}$.

## Appendix F. 1 Proof of Proposition 2

Proof First, we show that optimizing the original likelihood and optimizing the concentrated likelihood lead to equivalent solutions. Solving $\max _{\theta} \ell(\theta)$ requires $\frac{\partial \ell\left(\theta_{c}, \theta_{m}\right)}{\partial \theta_{m}^{\prime}}=0$ and $\frac{\partial \ell\left(\theta_{m}, \theta_{c}\right)}{\partial \theta_{c}^{\prime}}=0$. The solution to $\max _{\theta_{m}} \ell\left(\hat{\theta}_{c}\left(\theta_{m}\right), \theta_{m}\right)$ has the property $\frac{d \ell\left(\hat{\theta}_{c}\left(\theta_{m}\right), \theta_{m}\right)}{d \theta_{m}^{\prime}}=0$. By Lemma $1, \frac{\partial \ell\left(\hat{\theta}_{c}, \theta_{m}\right)}{\partial \theta_{m}^{\prime}}=0$. This with $\left.\frac{\partial \ell\left(\theta_{c}, \theta_{m}\right)}{\partial \theta_{c}^{\prime}}\right|_{\theta_{c}=\hat{\theta}_{c}}=0$ by the definition of $\hat{\theta}_{c}$ constitute the two first order conditions for the original problem.

Second, showing $\hat{\theta}_{c}$ can be solved by least squares given $\theta_{m}$ is straightforward. A value for $\theta_{m}$ maps into a value for bond loadings $A$ and $B$ though (9)-(10), and therefore $x_{t}$ by (16). Given the factors, equation (11) is a linear regression with heteroskedasticity, hence GLS. Given yields, factors and bond loadings, $\Omega$ in equation (17) is the variance-covariance matrix in a linear regression with homoskedasticity, hence OLS.

## Appendix F. 2 Proof of Proposition 3

We use the result in Lemma 1 to derive the gradients for the concentrated log likelihood based on the original log-likelihood, which makes the derivation easier.

Proof A direct result of Lemma 1 is $\frac{d \ell\left(\hat{\theta}_{c}\left(\theta_{m}\right), \theta_{m}, A\left(\theta_{m}\right), B\left(\theta_{m}\right)\right)}{d \theta_{m}^{\prime}}=\frac{\partial \ell\left(\hat{\theta}_{c}, \theta_{m}, A\left(\theta_{m}\right), B\left(\theta_{m}\right)\right)}{\partial \theta_{m}^{\prime}}$. Applying the chain rule,

$$
\begin{aligned}
\frac{\partial \ell\left(\hat{\theta}_{c}, \theta_{m}, A\left(\theta_{m}\right), B\left(\theta_{m}\right)\right)}{\partial \theta_{m}^{\prime}}= & \frac{\partial \ell\left(\hat{\theta}_{c}, \theta_{m}, A, B\right)}{\partial \theta_{m}^{\prime}}+\frac{\partial \ell\left(\hat{\theta}_{c}, \theta_{m}, A, B\right)}{\partial A^{\prime}} \frac{\partial A\left(\theta_{m}\right)}{\partial \theta_{m}^{\prime}} \\
& +\frac{\partial \ell\left(\hat{\theta}_{c}, \theta_{m}, A, B\right)}{\partial \mathrm{vec}\left(B^{\prime}\right)^{\prime}} \frac{\partial \mathrm{vec}\left(B\left(\theta_{m}\right)^{\prime}\right)}{\partial \theta_{m}^{\prime}} .
\end{aligned}
$$

## Appendix F. 3 Gradients

Given Proposition 3, we can now provide the analytical gradient. Note that $\hat{\theta}_{c}=\left(\hat{\mu}_{g}, \hat{\Phi}_{g}, \hat{\Phi}_{g h}, \hat{\Omega}\right)$ are optimized by $\hat{\theta}_{c}=\underset{\theta_{c}}{\operatorname{argmax}} \ell\left(\theta_{c}, \theta_{m}\right)$ detailed in Proposition 2. For convenience, let $\hat{h}_{t}=\Sigma_{h}^{-1}\left(h_{t}-\mu_{h}\right)$ and $\hat{\hat{h}}_{t-1}=\Sigma_{h}^{-1} \Phi_{h}\left(h_{t-1}-\mu_{h}\right)$, and $\tilde{h}_{i t}=2 \sqrt{\left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}\left[h_{t}-\mu_{h}\right]\right)\left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}\left[h_{t-1}-\mu_{h}\right]\right)}$. We use the notation $S_{g}$ and $S_{h}$ to denote selection matrices that extract the Gaussian $g_{t}=S_{g} x_{t}$ and non-Gaussian factors $h_{t}=S_{h} x_{t}$ from $x_{t}$.

$$
\begin{aligned}
\frac{\partial \ell}{\partial \nu_{h, i}}= & -\sum_{t=2}^{T} \varepsilon_{g t}^{\prime}\left(\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right)^{-1} \Sigma_{g h} \Sigma_{h} \mathrm{e}_{i}+\frac{1}{2} \sum_{t=2}^{T} \log \left(\frac{\mathrm{e}_{i}^{\prime} \hat{h}_{t}}{\mathrm{e}_{i}^{\prime} \hat{\hat{h}}_{t-1}}\right) \\
& +\sum_{t=2}^{T} \frac{1}{I_{\nu_{h, i}-1}\left(\tilde{h}_{i t}\right)} \frac{\partial I_{\nu_{h, i}-1}\left(\tilde{h}_{i t}\right)}{\partial \nu_{h, i}} \\
\frac{\partial \ell}{\partial \operatorname{vec}\left(\Phi_{h}\right)^{\prime}}= & -\sum_{t=2}^{T} \operatorname{vec}\left(\Sigma_{g h}^{\prime}\left(\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right)^{-1} \varepsilon_{g t} h_{t-1}^{\prime}\right)^{\prime} \\
& -\sum_{t=2}^{T} \sum_{i=1}^{H} \operatorname{vec}\left(\left(\Sigma_{h}^{\prime}\right)^{-1} \mathrm{e}_{i}\left(h_{t-1}-\mu_{h}\right)^{\prime}\right)^{\prime}-\sum_{t=2}^{T} \sum_{i=1}^{H} \frac{\left(\nu_{h, i}-1\right)}{2 \mathrm{e}_{i}^{\prime} \hat{h}_{t-1}} \operatorname{vec}\left(\left(\Sigma_{h}^{\prime}\right)^{-1} \mathrm{e}_{i}\left(h_{t-1}-\mu_{h}\right)^{\prime}\right)^{\prime} \\
& +\sum_{t=2}^{T} \sum_{i=1}^{H}\left[\frac{\left(\nu_{h, i}-1\right)}{\tilde{h}_{i t}}+\frac{I_{\nu_{h, i}}\left(\tilde{h}_{i t}\right)}{I_{\nu_{h, i}-1}\left(\tilde{h}_{i t}\right)}\right] \frac{2 \mathrm{e}_{i}^{\prime} \hat{h}_{t}}{\tilde{h}_{i t}} \operatorname{vec}\left(\left(\Sigma_{h}^{\prime}\right)^{-1} \mathrm{e}_{i}\left(h_{t-1}-\mu_{h}\right)^{\prime}\right)^{\prime}
\end{aligned}
$$

where we have used the fact that $\frac{\partial I_{\lambda}(x)}{\partial x}=\frac{\lambda}{x} I_{\lambda}(x)+I_{\lambda+1}(x)$, see, Abramowitz and Stegun(1964). The derivative $\frac{\partial I_{\lambda}(x)}{\partial \lambda}$ is a complicated expression that is easier to compute numerically. The derivatives for the parameters that only enter the bond loadings are calculated in two steps via the chain rule. First, we take derivatives of $\ell$ w.r.t. the loadings $A_{1}, A_{2}, B_{1}$ and $B_{2}$. Then, we take derivatives of the bond loadings with respect to the model's parameters inside the bond loadings.

$$
\begin{aligned}
\frac{\partial \ell}{\partial \delta_{0}} & =\frac{\partial \ell}{\partial A^{\prime}} \frac{\partial A}{\partial \delta_{0}} \\
\frac{\partial \ell}{\partial \delta_{1, g}^{\prime}} & =\frac{\partial \ell}{\partial A^{\prime}} \frac{\partial A}{\partial \delta_{1, g}^{\prime}}+\frac{\partial \ell}{\partial \operatorname{vec}\left(B^{\prime}\right)^{\prime}} \frac{\partial \operatorname{vec}\left(B^{\prime}\right)}{\partial \delta_{1, g}^{\prime}} \\
\frac{\partial \ell}{\partial \delta_{1, h}^{\prime}} & =\frac{\partial \ell}{\partial A^{\prime}} \frac{\partial A}{\partial \delta_{1, h}^{\prime}}+\frac{\partial \ell}{\partial \operatorname{vec}\left(B^{\prime}\right)^{\prime}} \frac{\partial \operatorname{vec}\left(B^{\prime}\right)}{\partial \delta_{1, h}^{\prime}} \\
\frac{\partial \ell}{\partial \mu_{g}^{\mathrm{Q}^{\prime}}} & =\frac{\partial \ell}{\partial A^{\prime}} \frac{\partial A}{\partial \mu_{g}^{\mathrm{Q}^{\prime}}} \\
\frac{\partial \ell}{\partial \operatorname{vec}\left(\Phi_{g}^{\mathrm{Q}}\right)^{\prime}} & =\frac{\partial \ell}{\partial A^{\prime}} \frac{\partial A}{\partial \operatorname{vec}\left(\Phi_{g}^{\mathrm{Q}}\right)^{\prime}}+\frac{\partial \ell}{\partial \operatorname{vec}\left(B^{\prime}\right)^{\prime}} \frac{\partial \operatorname{vec}\left(B^{\prime}\right)}{\partial \operatorname{vec}\left(\Phi_{g}^{\mathrm{Q}}\right)^{\prime}} \\
\frac{\partial \ell}{\partial \operatorname{vec}\left(\Phi_{g h}^{\mathrm{Q}}\right)^{\prime}} & =\frac{\partial \ell}{\partial A^{\prime}} \frac{\partial A}{\partial \mathrm{vec}\left(\Phi_{g h}^{\mathrm{Q}}\right)^{\prime}}+\frac{\partial \ell}{\partial \operatorname{vec}\left(B^{\prime}\right)^{\prime}} \frac{\partial \operatorname{vec}\left(B^{\prime}\right)}{\partial \operatorname{vec}\left(\Phi_{g h}^{\mathrm{Q}}\right)^{\prime}} \\
\frac{\partial \ell}{\partial \nu_{h}^{\mathrm{Q}^{\prime}}} & =\frac{\partial \ell}{\partial A^{\prime}} \frac{\partial A}{\partial \nu_{h}^{\mathrm{Q}^{\prime}}} \\
\frac{\partial \ell}{\partial \operatorname{vec}\left(\Phi_{h}^{\mathrm{Q}}\right)^{\prime}} & =\frac{\partial \ell}{\partial A^{\prime}} \frac{\partial A}{\partial \operatorname{vec}\left(\Phi_{h}^{\mathrm{Q}}\right)^{\prime}}+\frac{\partial \ell}{\partial \operatorname{vec}\left(B^{\prime}\right)^{\prime}} \frac{\partial \operatorname{vec}\left(B^{\prime}\right)}{\partial \operatorname{vec}\left(\Phi_{h}^{\mathrm{Q}}\right)^{\prime}}
\end{aligned}
$$

The derivatives of the remaining parameters that enter both the loadings and the $\mathbb{P}$ dynamics are

$$
\begin{aligned}
\frac{d \ell}{d \operatorname{vec}\left(\Sigma_{h}\right)^{\prime}} & =\frac{\partial \ell}{\partial \operatorname{vec}\left(\Sigma_{h}\right)^{\prime}}+\frac{\partial \ell}{\partial A^{\prime}} \frac{\partial A}{\partial \operatorname{vec}\left(\Sigma_{h}\right)^{\prime}}+\frac{\partial \ell}{\partial \operatorname{vec}\left(B^{\prime}\right)^{\prime}} \frac{\partial \operatorname{vec}\left(B^{\prime}\right)}{\partial \operatorname{vec}\left(\Sigma_{h}\right)^{\prime}} \\
\frac{d \ell}{d \operatorname{vec}\left(\Sigma_{g h}\right)^{\prime}} & =\frac{\partial \ell}{\partial \operatorname{vec}\left(\Sigma_{g h}\right)^{\prime}}+\frac{\partial \ell}{\partial A^{\prime}} \frac{\partial A}{\partial \operatorname{vec}\left(\Sigma_{g h}\right)^{\prime}}+\frac{\partial \ell}{\partial \operatorname{vec}\left(B^{\prime}\right)^{\prime}} \frac{\partial \operatorname{vec}\left(B^{\prime}\right)}{\partial \operatorname{vec}\left(\Sigma_{g h}\right)^{\prime}} \\
\frac{d \ell}{d \operatorname{vech}\left(\Sigma_{0, g}\right)^{\prime}} & =\frac{\partial \ell}{\partial \operatorname{vech}\left(\Sigma_{0, g}\right)^{\prime}}+\frac{\partial \ell}{\partial A^{\prime}} \frac{\partial A}{\partial \operatorname{vech}\left(\Sigma_{0, g}\right)^{\prime}} \\
\frac{d \ell}{d \operatorname{vech}\left(\Sigma_{i, g}\right)^{\prime}} & =\frac{\partial \ell}{\partial \operatorname{vech}\left(\Sigma_{i, g}\right)^{\prime}}+\frac{\partial \ell}{\partial A^{\prime}} \frac{\partial A}{\partial \operatorname{vech}\left(\Sigma_{i, g}\right)^{\prime}}+\frac{d \ell}{\partial \operatorname{vec}\left(B^{\prime}\right)^{\prime}} \frac{\partial \operatorname{vec}\left(B^{\prime}\right)}{\partial \operatorname{vech}\left(\Sigma_{i, g}\right)^{\prime}} \\
\frac{d \ell}{d \mu_{h}^{\prime}} & =\frac{\partial \ell}{\partial \mu_{h}^{\prime}}+\frac{\partial \ell}{\partial A^{\prime}} \frac{\partial A}{\partial \mu_{h}^{\prime}}
\end{aligned}
$$

We need the following derivatives

$$
\begin{aligned}
\frac{\partial \ell}{\partial \operatorname{vec}\left(\Sigma_{h}\right)^{\prime}}= & -\sum_{t=2}^{T} \operatorname{vec}\left(\Sigma_{g h}^{\prime}\left(\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right)^{-1} \varepsilon_{g t} \nu_{h}^{\prime}\right)^{\prime}-(T-1) \operatorname{vec}\left(\left(\Sigma_{h}^{-1}\right)^{\prime}\right)^{\prime} \\
& +\sum_{t=2}^{T} \sum_{i=1}^{H} \operatorname{vec}\left(\left(\Sigma_{h}^{-1}\right)^{\prime} \mathrm{e}_{i} \hat{h}_{t}^{\prime}\right)^{\prime}+\sum_{t=2}^{T} \sum_{i=1}^{H} \operatorname{vec}\left(\left(\Sigma_{h}^{-1}\right)^{\prime} \mathrm{e}_{i} \hat{\hat{h}}_{t-1}^{\prime}\right)^{\prime} \\
& -\sum_{t=2}^{T} \sum_{i=1}^{H} \frac{\left(\nu_{h, i}-1\right)}{2 \mathrm{e}_{i}^{\prime} \hat{h}_{t}} \operatorname{vec}\left(\left(\Sigma_{h}^{-1}\right)^{\prime} \mathrm{e}_{i} \hat{h}_{t}^{\prime}\right)^{\prime}+\sum_{t=2}^{T} \sum_{i=1}^{H} \frac{\left(\nu_{h, i}-1\right)}{2 \mathrm{e}_{i}^{\prime} \hat{h}_{t-1}} \operatorname{vec}\left(\left(\Sigma_{h}^{-1}\right)^{\prime} \mathrm{e}_{i} \hat{h}_{t-1}^{\prime}\right)^{\prime} \\
& -\sum_{t=2}^{T} \sum_{i=1}^{H}\left[\frac{\left(\nu_{h, i}-1\right)}{\tilde{h}_{i t}}+\frac{I_{\nu_{h, i}}\left(\tilde{h}_{i t}\right)}{I_{\nu_{h, i}-1}\left(\tilde{h}_{i t}\right)}\right] \frac{2 e_{i}^{\prime} \hat{h}_{t}}{\tilde{h}_{i t}} \operatorname{vec}\left(\left(\Sigma_{h}^{-1}\right)^{\prime} \mathrm{e}_{i} \hat{h}_{t-1}^{\prime}\right)^{\prime} \\
& -\sum_{t=2}^{T} \sum_{i=1}^{H}\left[\frac{\left(\nu_{h, i}-1\right)}{\tilde{h}_{i t}}+\frac{I_{\nu_{h, i}}\left(\tilde{h}_{i t}\right)}{I_{\nu_{h, i}-1}\left(\tilde{h}_{i t}\right)}\right] \frac{2 e_{i}^{\prime} \hat{\hat{h}}_{t-1}}{\tilde{h}_{i t}} \operatorname{vec}\left(\left(\Sigma_{h}^{-1}\right)^{\prime} \mathrm{e}_{i} \hat{h}_{t}^{\prime}\right)^{\prime} \\
\frac{\partial \ell}{\partial \operatorname{vec}\left(\Sigma_{g h}\right)^{\prime}}= & \sum_{t=2}^{T} \operatorname{vec}\left(\left(\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right)^{-1} \varepsilon_{g t} \varepsilon_{h t}^{\prime}\right)^{\prime}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{\partial \ell}{\partial \operatorname{vech}\left(\Sigma_{0, g}\right)^{\prime}}=\sum_{t=2}^{T} \operatorname{vec}\left(\left[\left(\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right)^{-1} \varepsilon_{g t} \varepsilon_{g t}^{\prime}-I_{G}\right]\left(\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right)^{-1} \Sigma_{0, g}\right)^{\prime} \mathcal{D}_{G}^{L} \\
& \frac{\partial \ell}{\partial \operatorname{vech}\left(\Sigma_{i, g}\right)^{\prime}}=\sum_{t=2}^{T} \operatorname{vec}\left(\left[\left(\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right)^{-1} \varepsilon_{g t} \varepsilon_{g t}^{\prime}-I_{G}\right]\left(\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right)^{-1} \Sigma_{i, g} h_{i, t-1}\right)^{\prime} \mathcal{D}_{G}^{L} \\
& \frac{\partial \ell}{\partial \mu_{h}^{\prime}}=-\sum_{t=2}^{T} \varepsilon_{g t}^{\prime}\left(\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right)^{-1} \Sigma_{g h}\left(I_{H}-\Phi_{h}\right) \\
& +\sum_{t=2}^{T} \sum_{i=1}^{H} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}+\sum_{t=2}^{T} \sum_{i=1}^{H} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} \\
& -\sum_{t=2}^{T} \sum_{i=1}^{H} \frac{\left(\nu_{h, i}-1\right)}{2 \mathrm{e}_{i}^{\prime} \hat{h}_{t}} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}+\sum_{t=2}^{T} \sum_{i=1}^{H} \frac{\left(\nu_{h, i}-1\right)}{2 \mathrm{e}_{i}^{\prime} \hat{h}_{t-1}} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} \\
& -\sum_{t=2}^{T} \sum_{i=1}^{H}\left[\frac{\left(\nu_{h, i}-1\right)}{\tilde{h}_{i t}}+\frac{I_{\nu_{h, i}}\left(\tilde{h}_{i t}\right)}{I_{\nu_{h, i}-1}\left(\tilde{h}_{i t}\right)}\right] \frac{2}{\tilde{h}_{i t}}\left[\mathrm{e}_{i}^{\prime} \hat{h}_{t} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h}+\mathrm{e}_{i}^{\prime} \hat{\hat{h}}_{t-1} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1}\right] \\
& \frac{\partial \ell}{\partial A_{1}^{\prime}}=\sum_{t=2}^{T}\left[-\eta_{t}^{\prime} \Omega^{-1} B_{2} B_{1}^{-1}+\varepsilon_{g t}^{\prime}\left(\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right)^{-1}\left[\left(I_{G}-\Phi_{g}\right) S_{g}-\left(\Phi_{g h}+\Sigma_{g h}-\Sigma_{g h} \Phi_{h}\right) S_{h}\right] B_{1}^{-1}\right. \\
& +\frac{1}{2} \operatorname{vec}\left(\left(\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right)^{-1}\left[I_{G}-\varepsilon_{g t} \varepsilon_{g t}^{\prime}\left(\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right)^{-1}\right]\right)^{\prime} \sum_{i=1}^{H} \operatorname{vec}\left(\Sigma_{i, g} \Sigma_{i, g}^{\prime}\right) S_{h_{i}} B_{1}^{-1} \\
& +\sum_{t=2}^{T} \sum_{i=1}^{H} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} S_{h} B_{1}^{-1}-\sum_{t=2}^{T} \sum_{i=1}^{H} \frac{\left(\nu_{h, i}-1\right)}{2 \mathrm{e}_{i}^{\prime} \hat{h}_{t}} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} S_{h} B_{1}^{-1} \\
& +\sum_{t=2}^{T} \sum_{i=1}^{H} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} S_{h} B_{1}^{-1}+\sum_{t=2}^{T} \sum_{i=1}^{H} \frac{\left(\nu_{h, i}-1\right)}{2 e_{i}^{\prime} \hat{h}_{t-1}} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} S_{h} B_{1}^{-1} \\
& -\sum_{t=2}^{T} \sum_{i=1}^{H}\left[\frac{\left(\nu_{h, i}-1\right)}{\tilde{h}_{i t}}+\frac{I_{\nu_{h, i}}\left(\tilde{h}_{i t}\right)}{I_{\nu_{h, i}-1}\left(\tilde{h}_{i t}\right)}\right] \frac{2 e_{i}^{\prime} \hat{\hat{h}}_{t-1}}{\tilde{h}_{i t}} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} S_{h} B_{1}^{-1} \\
& -\sum_{t=2}^{T} \sum_{i=1}^{H}\left[\frac{\left(\nu_{h, i}-1\right)}{\tilde{h}_{i t}}+\frac{I_{\nu_{h, i}}\left(\tilde{h}_{i t}\right)}{I_{\nu_{h, i}-1}\left(\tilde{h}_{i t}\right)}\right] \frac{2 \mathrm{e}_{i}^{\prime} \hat{h}_{t}}{\tilde{h}_{i t}} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} S_{h} B_{1}^{-1} \\
& \frac{\partial \ell}{\partial A_{2}^{\prime}}=\sum_{t=2}^{T} \eta_{t}^{\prime} \Omega^{-1}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{\partial \ell}{\partial \operatorname{vec}\left(B_{1}^{\prime}\right)^{\prime}}=-(T-1) \operatorname{vec}\left(B_{1}^{-1}\right)^{\prime}+\sum_{t=2}^{T}\left[-\operatorname{vec}\left(x_{t} \eta_{t}^{\prime} \Omega^{-1} B_{2} B_{1}^{-1}\right)^{\prime}\right. \\
&+\operatorname{vec}\left(x_{t} \varepsilon_{g t}^{\prime}\left(\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right)^{-1}\left(S_{g}-\Sigma_{g h} S_{h}\right) B_{1}^{-1}\right)^{\prime} \\
&-\operatorname{vec}\left(x_{t-1} \varepsilon_{g t}^{\prime}\left(\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right)^{-1}\left(\Phi_{g} S_{g}+\left[\Phi_{g h}-\Sigma_{g h} \Phi_{h}\right] S_{h}\right) B_{1}^{-1}\right)^{\prime} \\
&+\frac{1}{2} \operatorname{vec}\left(\left(\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right)^{-1}\left[I_{G}-\varepsilon_{g t} \varepsilon_{g t}^{\prime}\left(\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right)^{-1}\right]\right)^{\prime} \sum_{i=1}^{H} \operatorname{vec}\left(\Sigma_{i, g} \Sigma_{i, g}^{\prime}\right)\left[S_{h_{i}} B_{1}^{-1} \otimes x_{t-1}^{\prime}\right] \\
&+\sum_{t=2}^{T} \sum_{i=1}^{H} \operatorname{vec}\left(x_{t} e_{i}^{\prime} \Sigma_{h}^{-1} S_{h} B_{1}^{-1}\right)^{\prime}-\sum_{t=2}^{T} \sum_{i=1}^{H} \frac{\left(\nu_{h, i}-1\right)}{2 e_{i}^{\prime} \hat{h}_{t}} \operatorname{vec}\left(x_{t} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} S_{h} B_{1}^{-1}\right)^{\prime} \\
&+\sum_{t=2}^{T} \sum_{i=1}^{H} \operatorname{vec}\left(x_{t-1} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} S_{h} B_{1}^{-1}\right)^{\prime} \\
&+\sum_{t=2}^{T} \sum_{i=1}^{H} \frac{\left(\nu_{h, i}-1\right)}{2 e_{i}^{\prime} \hat{h}_{t-1}} \operatorname{vec}\left(x_{t-1} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} S_{h} B_{1}^{-1}\right)^{\prime} \\
&-\sum_{t=2}^{T} \sum_{i=1}^{H}\left[\frac{\left(\nu_{h, i}-1\right)}{\tilde{h}_{i t}}+\frac{I_{\nu_{h, i}}\left(\tilde{h}_{i t}\right)}{I_{\nu_{h, i}-1}\left(\tilde{h}_{i t}\right)}\right] \frac{2 e_{i}^{\prime} \hat{\hat{h}}_{t-1}}{\tilde{h}_{i t}} \operatorname{vec}\left(x_{t} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} S_{h} B_{1}^{-1}\right)^{\prime} \\
&-\sum_{t=2}^{T} \sum_{i=1}^{H}\left[\frac{\left(\nu_{h, i}-1\right)}{\tilde{h}_{i t}}+\frac{I_{\nu_{h, i}}\left(\tilde{h}_{i t}\right)}{I_{\nu_{h, i}-1}\left(\tilde{h}_{i t}\right)}\right] \frac{2 e_{i}^{\prime} \hat{h}_{t}}{\tilde{h}_{i t}} \operatorname{vec}\left(x_{t-1} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} S_{h} B_{1}^{-1}\right)^{\prime} \\
& \frac{\partial \ell}{\partial \operatorname{vec}\left(B_{2}^{\prime}\right)^{\prime}}= \sum_{t=2}^{T} \operatorname{vec}\left(x_{t} \eta_{t}^{\prime} \Omega^{-1}\right)^{\prime} \\
&
\end{aligned}
$$

The derivatives of the bond loadings $A$ and $B$ with respect to each of the parameters can be computed recursively as a function of maturity along with the loadings $\bar{a}_{n}, \bar{b}_{n, g}$ and $\bar{b}_{n, h}$. The derivatives of the Gaussian loadings $B_{g}$ and the non-Gaussian loadings $B_{h}$ will have separate recursions. We use $\bar{b}_{n, g, \psi}$ to denote the derivatives of the Gaussian loadings $\bar{b}_{n, g}$ at maturity $n$ with respect to a parameter $\psi$. All recursions for the derivatives are written assuming that the $\psi$ is a full vector/matrix of parameters with no restrictions. In practice, if the matrix has fewer parameters than entries, then the user will have to multiply the respective recursion by a selection matrix. Let $\bar{d}_{n-1}=\operatorname{diag}\left(\iota_{H}-\Sigma_{h}^{\prime} \bar{b}_{n-1, g h}\right)$ be a diagonal $H \times H$ matrix. Let $\bar{c}_{n-1}^{\prime}=\left(\nu^{\mathrm{Q}^{\prime}} \bar{d}_{n-1}^{-1}-\mu_{h}^{\mathrm{Q}^{\prime}} \Phi_{h}^{\mathrm{Q}^{\prime}} \Sigma_{h}^{-1 \prime} \bar{d}_{n-1}^{-2}\right) \Sigma_{h}^{\prime}$ be an $1 \times H$ vector. The recursions for the derivatives of $A$ as a
function of maturity are

$$
\begin{aligned}
& \begin{array}{c}
\bar{a}_{n, \mu_{g}^{\mathrm{Q}}}^{\prime} \\
1 \times G
\end{array}=\bar{a}_{n-1, \mu_{g}^{\mathrm{Q}}}^{\prime}+\bar{b}_{n-1, g}^{\prime} \\
& \begin{array}{c}
\bar{a}_{n, \mu_{h}}^{\prime} \\
1 \times H
\end{array}=\bar{a}_{n-1, \mu_{h}}^{\prime}+\bar{b}_{n-1, h}^{\prime}+\bar{b}_{n-1, g}^{\prime} \Sigma_{g h} \Phi_{h}^{\mathrm{Q}}-\bar{b}_{n-1, g h}^{\prime} \Sigma_{h} \bar{d}_{n-1}^{-1} \Sigma_{h}^{-1} \Phi_{h}^{\mathrm{Q}} \\
& \underset{\substack{\bar{a}_{n, \nu_{h}^{\mathrm{Q}}}^{\prime} \\
1 \times H}}{\mathrm{~A}^{\prime}}=\bar{a}_{n-1, \nu_{h}^{\mathrm{Q}}}^{\prime}-\log \left(\iota_{H}^{\prime}-\bar{b}_{n-1, g h}^{\prime} \Sigma_{h}\right)-\bar{b}_{n-1, g}^{\prime} \Sigma_{g h} \Sigma_{h} \\
& \underset{1 \times G(G+1) / 2}{\bar{a}_{n, \Sigma_{0, g}}^{\prime}}=\bar{a}_{n-1, \Sigma_{0, g}}^{\prime}+\operatorname{vec}\left(\bar{b}_{n-1, g} \bar{b}_{n-1, g}^{\prime} \Sigma_{0, g}\right)^{\prime} \mathcal{D}_{G}^{L} \\
& \underset{\substack{\bar{a}_{n, \delta_{1 h}}^{\prime} \\
1 \times H}}{\prime}=\bar{a}_{n-1, \delta_{1 h}}^{\prime}+\mu_{h}^{\prime} \bar{b}_{n-1, h, \delta_{1 h}}+\bar{c}_{n-1}^{\prime} \bar{b}_{n-1, h, \delta_{1 h}} \\
& \underset{\substack{\bar{a}_{n, \Phi_{g h}^{\mathrm{Q}}}^{1 \times G H}}}{\overline{\mathrm{O}}^{\prime}}=\bar{a}_{n-1, \Phi_{g h}^{\mathrm{Q}}}^{\prime}+\mu_{h}^{\prime} \bar{b}_{n-1, h, \Phi_{g h}^{\mathrm{Q}}}+\bar{c}_{n-1}^{\prime} \bar{b}_{n-1, h, \Phi_{g h}^{\mathrm{Q}}} \\
& \bar{a}_{n, \Sigma_{i, g}}^{\prime}=\bar{a}_{n-1, \Sigma_{i, g}}^{\prime}+\mu_{h}^{\prime} \bar{b}_{n-1, h, \Sigma_{i, g}}+\bar{c}_{n-1}^{\prime} \bar{b}_{n-1, h, \Sigma_{i, g}} \quad i=1, \ldots, H \\
& 1 \times G(G+1) / 2 \\
& \underset{\substack{\bar{a}_{n, \Phi_{n}^{\mathrm{Q}}}^{\prime} \\
1 \times H^{2}}}{ }=\bar{a}_{n-1, \Phi_{h}^{\mathrm{Q}}}^{\prime}+\mu_{h}^{\prime} \bar{b}_{n-1, h, \Phi_{h}^{\mathrm{Q}}}+\bar{c}_{n-1}^{\prime} \bar{b}_{n-1, h, \Phi_{h}^{\mathrm{O}}} \\
& +\operatorname{vec}\left(\left(\Sigma_{g h}^{\prime} \bar{b}_{n-1, g}-\Sigma_{h}^{-11} \bar{d}_{n-1}^{-1} \Sigma_{h}^{\prime} \bar{b}_{n-1, g h}\right) \mu_{h}^{\prime}\right)^{\prime}
\end{aligned}
$$

$$
\begin{aligned}
& \begin{array}{c}
\bar{a}_{n, \delta_{1 g}}^{\prime} \\
1 \times G
\end{array}=\bar{a}_{n-1, \delta_{1 g}}^{\prime}+\mu_{h}^{\prime} \bar{b}_{n-1, h, \delta_{1 g}}+\bar{c}_{n-1}^{\prime} \bar{b}_{n-1, g h, \delta_{1 g}} \\
& +\left(\mu_{g}^{Q^{\prime}}+\mu_{h}^{\prime} \Phi_{h}^{\mathrm{Q}^{\prime}} \Sigma_{g h}^{\prime}-\nu_{h}^{\mathrm{Q}^{\prime}} \Sigma_{h}^{\prime} \Sigma_{g h}^{\prime}\right) \bar{b}_{n-1, g, \delta_{1 g}}+\bar{b}_{n-1, g}^{\prime} \Sigma_{0, g} \Sigma_{0, g}^{\prime} \bar{b}_{n-1, g, \delta_{1}} \\
& \underset{\substack{\bar{a}_{n, \Phi_{g}^{\mathrm{O}}}^{\prime} \\
1 \times G^{2}}}{\mathrm{a}^{\prime}}=\bar{a}_{n-1, \Phi_{g}^{\mathrm{Q}}}^{\prime}+\mu_{h}^{\prime} \bar{b}_{n-1, h, \Phi_{g}^{\mathrm{Q}}}+\bar{c}_{n-1}^{\prime} d \bar{b}_{n-1, g h, \Phi_{g}^{\mathrm{Q}}} \\
& +\left(\mu_{g}^{\mathrm{Q}^{\prime}}+\mu_{h}^{\prime} \Phi_{h}^{\mathrm{Q}^{\prime}} \Sigma_{g h}^{\prime}-\nu_{h}^{\mathrm{Q}^{\prime}} \Sigma_{h}^{\prime} \Sigma_{g h}^{\prime}\right) \bar{b}_{n-1, g, \Phi_{g}^{\mathrm{Q}}}+\bar{b}_{n-1, g}^{\prime} \Sigma_{0, g} \Sigma_{0, g}^{\prime} \bar{b}_{n-1, g, \Phi_{g}^{\mathrm{Q}}} \\
& \underset{\times H(H+1) / 2}{\bar{a}_{n, \Sigma_{h}}^{\prime}}=\bar{a}_{n-1, \Sigma_{h}}^{\prime}+\mu_{h}^{\prime} \bar{b}_{n-1, h, \Sigma_{h}}+\bar{c}_{n-1}^{\prime} \bar{b}_{n-1, h, \Sigma_{h}}+\operatorname{vec}\left(\Sigma_{h}^{-1 \prime} \bar{d}_{n-1}^{-1} \Sigma_{h}^{\prime} \bar{b}_{n-1, g h} \mu_{h}^{\prime} \Phi_{h}^{Q^{\prime} \Sigma_{h}^{-1 \prime}}\right)^{\prime} \\
& -\operatorname{vec}\left(\Sigma_{g h}^{\prime} \bar{b}_{n-1, g} \nu_{h}^{\prime}\right)^{\prime}+\operatorname{vec}\left(\bar{b}_{n-1, g h} \bar{c}_{n-1}^{\prime} \Sigma_{h}^{-1 \prime}\right)^{\prime}
\end{aligned}
$$

The derivative of $A$ with respect to $\delta_{0}$ is $\iota_{N}$ and the initial conditions are $\bar{b}_{1, g, \delta_{1 g}}=-I_{G}, \bar{b}_{1, h, \delta_{1 h}}=-I_{H}$ with
all other initial conditions starting at zero.

$$
\begin{aligned}
& \bar{b}_{n, g, \Phi_{g}^{\mathrm{Q}}}=\Phi_{g}^{\mathrm{Q}} \overline{\bar{b}}_{n-1, g, \Phi_{g}^{\mathrm{Q}}}+\left(I_{G} \otimes \bar{b}_{n-1, g}^{\prime}\right) \\
& \bar{b}_{n, h, \delta_{1 h}}^{G \times G^{2}}=\Phi_{h}^{Q \prime} \Sigma_{h}^{-1} \bar{d}_{n-1}^{-2} \Sigma_{h}^{\prime} \bar{b}_{n-1, h, \delta_{1 h}}-I_{H} \\
& \underset{\substack{\bar{b}_{n, h, \Phi_{g h}^{\mathrm{Q}}}^{H \times G H}}}{ }=\Phi_{h}^{\mathrm{Q} \Sigma_{h}^{-1} \bar{d}_{n-1}^{-2} \Sigma_{h}^{\prime} \bar{b}_{n-1, h, \Phi_{g h}^{\mathrm{Q}}}+I_{H} \otimes \bar{b}_{n-1, g}^{\prime}}
\end{aligned}
$$

$$
\begin{aligned}
& H \times G(G+1) / 2 \\
& \underset{\substack{\bar{b}_{n, h, \Phi_{h}^{Q}} \\
H \times H^{2}}}{ }=\Phi_{h}^{Q^{\prime}} \Sigma_{h}^{-1 \prime} \bar{d}_{n-1}^{-2} \Sigma_{h}^{\prime} \bar{b}_{n-1, h, \Phi_{h}^{Q}}-I_{H} \otimes \bar{b}_{n-1, g}^{\prime} \Sigma_{g h}+I_{H} \otimes \bar{b}_{n-1, g h}^{\prime} \Sigma_{h} \bar{d}_{n-1}^{-1} \Sigma_{h}^{-1} \\
& \bar{b}_{n, h, \Sigma_{g h}}=\Phi_{h}^{Q^{\prime}} \Sigma_{h}^{-1 \prime} \bar{d}_{n-1}^{-2} \Sigma_{h}^{\prime} \bar{b}_{n-1, h, \Sigma_{g h}}-\Phi_{h}^{Q^{\prime}} \Sigma_{h}^{-1 \prime}\left(I_{H}-\bar{d}_{n-1}^{-2}\right) \Sigma_{h}^{\prime} \otimes \bar{b}_{n-1, g}^{\prime} \\
& H \times G H \\
& \underset{\substack{\bar{b}_{n, h, \delta_{1 g}}^{H \times G} \\
H \times G}}{ }=\Phi_{h}^{Q^{\prime}} \Sigma_{h}^{-1} \bar{d}_{n-1}^{-2} \Sigma_{h}^{\prime} \bar{b}_{n-1, g h, \delta_{1 g}}+\left(\Phi_{g h}^{\mathrm{Q}}-\Sigma_{g h} \Phi_{h}^{\mathrm{Q}}\right)^{\prime} \bar{b}_{n-1, g, \delta_{1 g}} \\
& +\left(I_{H} \otimes \bar{b}_{n-1, g}^{\prime}\right) \Sigma_{g} \Sigma_{g}^{\prime}\left(\iota_{H} \otimes \bar{b}_{n-1, g, \delta_{1 g}}\right) \\
& \underset{\substack{\bar{b}_{n, h, \Phi_{g}^{\mathrm{Q}}}^{H \times G^{2}}}}{ }=\Phi_{h}^{\mathrm{Q}} \Sigma_{h}^{-1} \bar{d}_{n-1}^{-2} \Sigma_{h}^{\prime} \bar{b}_{n-1, g h, \Phi_{g}^{\mathrm{Q}}}+\left(\Phi_{g h}^{\mathrm{Q}}-\Sigma_{g h} \Phi_{h}^{\mathrm{Q}}\right)^{\prime} \bar{b}_{n-1, g, \Phi_{g}^{\mathrm{Q}}} \\
& +\left(I_{H} \otimes \bar{b}_{n-1, g}^{\prime}\right) \Sigma_{g} \Sigma_{g}^{\prime}\left(\iota_{H} \otimes \bar{b}_{n-1, g, \Phi_{g}^{\mathrm{O}}}\right) \\
& \underset{H \times H(H+1) / 2}{\bar{b}_{n, h, \Sigma_{h}}}=\Phi_{h}^{Q^{\prime} \Sigma_{h}^{-1}} \bar{d}_{n-1}^{-2} \Sigma_{h}^{\prime} \bar{b}_{n-1, h, \Sigma_{h}}-\left(\Phi_{h}^{\left.Q^{\prime} \Sigma_{h}^{-1 \prime} \otimes \bar{b}_{n-1, g h}^{\prime} \Sigma_{h} \bar{d}_{n-1}^{-1} \Sigma_{h}^{-1}\right)+\left(\Phi_{h}^{Q^{\prime}} \Sigma_{h}^{-1{ }^{\prime}} \bar{d}_{n-1}^{-2} \otimes \bar{b}_{n-1, g h}^{\prime}\right)}\right.
\end{aligned}
$$

where we also need to account for the derivatives of $\bar{b}_{n, g h}=\Sigma_{g h}^{\prime} \bar{b}_{n, g}+\bar{b}_{n, h}$ as

$$
\begin{aligned}
\bar{b}_{n-1, g h, \delta_{1 g}}^{H} & =\Sigma_{g h}^{\prime} \bar{b}_{n-1, g, \delta_{1 g}}+\bar{b}_{n-1, h, \delta_{1 g}} \\
\bar{b}_{n \times-1, g h, \Phi_{g}^{\mathrm{Q}}} & =\Sigma_{g h}^{\prime} \bar{b}_{n-1, g, \Phi_{g}^{\mathrm{Q}}}+\bar{b}_{n-1, h, \Phi_{g}^{\mathrm{Q}}}
\end{aligned}
$$

Notice that many of the derivatives of the loadings are zero for all maturities. These include $\bar{b}_{n, g, \mu_{h}}, \bar{b}_{n, h, \mu_{g}^{\mathrm{e}}, \bar{b}_{n, g, \delta_{1 n}},}^{G \times H} \begin{gathered}A \times G \\ G \times H\end{gathered}$
 $\begin{array}{lllllllllll}n, \Phi^{2} \\ G \times H^{2} & G \times H^{2} & G \times G(G+1) / 2 & H \times G(G+1) / 2 & G \times G H & H \times G(G+1) / 2 & G \times G H & & G \times H & H \times H\end{array}$

## Appendix G USV restrictions

## Appendix G. 1 Proof of Proposition 4

We provide proofs for the $\mathbb{U}_{1}(4)\left(\phi, \phi^{2}, \psi\right)$ and $\mathbb{U}_{1}(4)\left(\phi, \phi^{2}, \phi^{4}\right)$ models.

Proof for $\mathbb{U}_{1}(4)\left(\phi, \phi^{2}, \psi\right)$ : Showing $b_{n, h}=0$ is equivalent to $\bar{b}_{n, h}=0$. We prove $\bar{b}_{n, h}=0$ by induction over maturities $n$. First, at maturity $n=1$, we have $\bar{b}_{1, h}=-\delta_{1, h}=0$. Next, suppose $\bar{b}_{n, h}=0$, then under the restriction that $\Sigma_{g h}=0$, we find that $\bar{b}_{n, g h}=0$. Imposing the restrictions on $\Sigma_{1, g} \Sigma_{1, g}^{\prime}$ and from (6), the non-Gaussian bond loading recursion reduces to

$$
\bar{b}_{n+1, h}=\Phi_{g h, 1}^{\mathrm{Q}} \bar{b}_{n, g, 1}+\Phi_{g h, 2}^{\mathrm{Q}} \bar{b}_{n, g, 2}+\Phi_{g h, 3}^{\mathrm{Q}} \bar{b}_{n, g, 3}+\frac{1}{2} \bar{b}_{n, g, 1}^{2} \Sigma_{1, g, 11}^{2}
$$

The parameter restrictions on $\Phi_{g}^{\mathrm{Q}}$ together with (7) implies the solution for $\bar{b}_{n, g}: \bar{b}_{n, g, 1}=-\frac{1-\phi^{n}}{1-\phi} \delta_{1, g, 1}, \bar{b}_{n, g, 2}=$ $-\frac{1-\phi^{2 n}}{1-\phi^{2}} \delta_{1, g, 2}, \bar{b}_{n, g, 3}=-\frac{1-\psi^{n}}{1-\psi} \delta_{1, g, 3}$. Substituting these into the equation above gives

$$
\begin{aligned}
\bar{b}_{n+1, h}= & -\Phi_{g h, 1}^{\mathbb{Q}} \frac{1-\phi^{n}}{1-\phi} \delta_{1, g, 1}-\Phi_{g h, 2}^{\mathbb{Q}} \frac{1-\phi^{2 n}}{1-\phi^{2}} \delta_{1, g, 2}-\Phi_{g h, 3}^{\mathbb{Q}} \frac{1-\psi^{n}}{1-\psi} \delta_{1, g, 3} \\
& +\frac{1}{2} \frac{\left(1-\phi^{n}\right)^{2}}{(1-\phi)^{2}} \delta_{1, g, 1}^{2} \Sigma_{1, g, 11}^{2}
\end{aligned}
$$

Collect terms related to $\left(\phi^{n}\right)^{0},\left(\phi^{n}\right)^{1},\left(\phi^{n}\right)^{2}, \psi^{n}$, we get the following three equations

$$
\begin{aligned}
\bar{b}_{n+1, h}= & \left(-\Phi_{g h, 1}^{\mathrm{Q}} \frac{\delta_{1, g, 1}}{1-\phi}-\Phi_{g h, 2}^{\mathrm{Q}} \frac{\delta_{1, g, 2}}{1-\phi^{2}}-\Phi_{g h, 3}^{\mathrm{Q}} \frac{\delta_{1, g, 3}}{1-\psi}+\frac{1}{2} \frac{\delta_{1, g, 1}^{2}}{(1-\phi)^{2}} \Sigma_{1, g, 11}^{2}\right) \\
& +\left(\Phi_{g h, 3}^{\mathrm{Q}} \frac{\delta_{1, g, 3}}{1-\psi}\right) \psi^{n} \\
& +\left(\Phi_{g h, 1}^{\mathrm{Q}} \frac{\delta_{1, g, 1}}{1-\phi}-\frac{\delta_{1, g, 1}^{2}}{(1-\phi)^{2}} \Sigma_{1, g, 11}^{2}\right) \phi^{n} \\
& +\left(\Phi_{g h, 2}^{\mathrm{Q}} \frac{\delta_{1, g, 2}}{1-\phi^{2}}+\frac{1}{2} \frac{\delta_{1, g, 1}^{2}}{(1-\phi)^{2}} \Sigma_{1, g, 11}^{2}\right) \phi^{2 n}
\end{aligned}
$$

The restrictions on $\Phi_{g h}^{\mathrm{Q}}$ guarantee that the coefficients in front of $\left(\phi^{n}\right)^{0},\left(\phi^{n}\right)^{1},\left(\phi^{n}\right)^{2}, \psi^{n}$ are all zero. Hence, $\bar{b}_{n+1, h}=0$.

Proof for $\mathbb{U}_{1}(4)\left(\phi, \phi^{2}, \phi^{4}\right)$ : We prove $\bar{b}_{n, h}=0$ by induction. First, at maturity $n=1$, we have $\bar{b}_{1, h}=-\delta_{1, h}=0$. Next, suppose $\bar{b}_{n, h}=0$, then $\bar{b}_{n, g h}=0$ because $\Sigma_{g h}=0$ under the USV restrictions. From (6), the non-Gaussian loading simplifies to

$$
\begin{equation*}
\bar{b}_{n+1, h}=\Phi_{g h}^{Q} \bar{b}_{n, g}+\frac{1}{2} \bar{b}_{n, g}^{\prime} \Sigma_{1, g} \Sigma_{1, g}^{\prime} \bar{b}_{n, g} \tag{G.1}
\end{equation*}
$$

Substituting the parameter restrictions on $\Sigma_{1, g} \Sigma_{1, g}^{\prime}$ into the equation, we find

$$
\bar{b}_{n+1, h}=\Phi_{g h, 1}^{\mathrm{Q}} \bar{b}_{n, g, 1}+\Phi_{g h, 2}^{\mathrm{Q}} \bar{b}_{n, g, 2}+\Phi_{g h, 3}^{\mathrm{Q}} \bar{b}_{n, g, 3}+\frac{1}{2} \bar{b}_{n, g, 1}^{2} \Sigma_{1, g, 11}^{2}+\frac{1}{2} \bar{b}_{n, g, 2}^{2} \Sigma_{1, g, 22}^{2}
$$

The parameter restrictions on $\Phi_{g}^{\mathrm{Q}}$ together with (7) implies the solution for $\bar{b}_{n, g}: \bar{b}_{n, g, 1}=-\frac{1-\phi^{n}}{1-\phi} \delta_{1, g, 1}, \bar{b}_{n, g, 2}=$ $-\frac{1-\phi^{2 n}}{1-\phi^{2}} \delta_{1, g, 2}, \bar{b}_{n, g, 3}=-\frac{1-\phi^{4 n}}{1-\phi^{4}} \delta_{1, g, 3}$. Substituting these in, we find

$$
\begin{aligned}
\bar{b}_{n+1, h}= & -\Phi_{g h, 1}^{\mathrm{Q}} \frac{1-\phi^{n}}{1-\phi} \delta_{1, g, 1}-\Phi_{g h, 2}^{\mathrm{Q}} \frac{1-\phi^{2 n}}{1-\phi^{2}} \delta_{1, g, 2}-\Phi_{g h, 3}^{\mathrm{Q}} \frac{1-\phi^{4 n}}{1-\phi^{4}} \delta_{1, g, 3} \\
& +\frac{1}{2} \frac{\left(1-\phi^{n}\right)^{2}}{(1-\phi)^{2}} \delta_{1, g, 1}^{2} \Sigma_{1, g, 11}^{2}+\frac{1}{2} \frac{\left(1-\phi^{2 n}\right)^{2}}{\left(1-\phi^{2}\right)^{2}} \delta_{1, g, 2}^{2} \Sigma_{1, g, 22}^{2}
\end{aligned}
$$

Collect terms related to $\left(\phi^{n}\right)^{0},\left(\phi^{n}\right)^{1},\left(\phi^{n}\right)^{2},\left(\phi^{n}\right)^{4}$

$$
\begin{aligned}
\bar{b}_{n+1, h}= & \left(-\Phi_{g h, 1}^{\mathrm{Q}} \frac{\delta_{1, g, 1}}{1-\phi}-\Phi_{g h, 2}^{\mathrm{Q}} \frac{\delta_{1, g, 2}}{1-\phi^{2}}-\Phi_{g h, 3}^{\mathrm{Q}} \frac{\delta_{1, g, 3}}{1-\phi^{4}}+\frac{1}{2} \frac{\delta_{1, g, 1}^{2}}{(1-\phi)^{2}} \Sigma_{1, g, 11}^{2}+\frac{1}{2} \frac{\delta_{1, g, 2}^{2}}{\left(1-\phi^{2}\right)^{2}} \Sigma_{1, g, 22}^{2}\right) \\
& +\left(\Phi_{g h, 1}^{\mathrm{Q}} \frac{\delta_{1, g, 1}}{1-\phi}-\frac{\delta_{1, g, 1}^{2}}{(1-\phi)^{2}} \Sigma_{1, g, 11}^{2}\right) \phi^{n} \\
& +\left(\Phi_{g h, 2}^{\mathrm{Q}} \frac{\delta_{1, g, 2}}{1-\phi^{2}}+\frac{1}{2} \frac{\delta_{1, g, 1}^{2}}{(1-\phi)^{2}} \Sigma_{1, g, 11}^{2}-\frac{\delta_{1, g, 2}^{2}}{\left(1-\phi^{2}\right)^{2}} \Sigma_{1, g, 22}^{2}\right) \phi^{2 n} \\
& +\left(\Phi_{g h, 3}^{\mathrm{Q}} \frac{\delta_{1, g, 3}}{1-\phi^{4}}+\frac{1}{2} \frac{\delta_{1, g, 2}^{2}}{\left(1-\phi^{2}\right)^{2}} \Sigma_{1, g, 22}^{2}\right) \phi^{4 n}
\end{aligned}
$$

The restrictions on $\Phi_{g h}^{\mathrm{Q}}$ guarantee that the coefficients in front of $\left(\phi^{n}\right)^{0},\left(\phi^{n}\right)^{1},\left(\phi^{n}\right)^{2},\left(\phi^{n}\right)^{4}$ are all zero. Therefore, $\bar{b}_{n+1, h}=0$.

## Appendix H EM algorithm

## Appendix H. 1 Intermediate quantity

Given the identifying restriction $\mu_{h}=0$, we drop this parameter for convenience. To to be consistent with spanned models, we work with the conditional likelihood starting at the second time period. The two components of the intermediate quantity $Q\left(\theta \mid \theta^{(i)}\right)=Q_{1}\left(\theta_{m, b}, \theta_{c} \mid \theta^{(i)}\right)+Q_{2}\left(\theta_{m, h} \mid \theta^{(i)}\right)$ are

$$
\begin{aligned}
Q_{1}\left(\theta_{m, b}, \theta_{c} \mid \theta^{(i)}\right)= & -(T-1) \log \left|\operatorname{det}\left(B_{1}\right)\right|-\frac{T-1}{2} \log |\Omega|-\frac{1}{2} \sum_{t=2}^{T} \operatorname{tr}\left(\Omega^{-1} \eta_{t} \eta_{t}^{\prime}\right) \\
& -\frac{1}{2} \sum_{t=2}^{T} \mathbb{E}\left[\log \left|\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right|\right]-\frac{1}{2} \sum_{t=2}^{T} \operatorname{tr}\left(\mathbb{E}\left[\left(\Sigma_{g, t-1} \Sigma_{g, t-1}^{\prime}\right)^{-1}\right] \varepsilon_{g t} \varepsilon_{g t}^{\prime}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
Q_{2}\left(\theta_{m, h} \mid \theta^{(i)}\right)= & -(T-1) \log \left|\Sigma_{h}\right|-\sum_{t=1}^{T-1} \sum_{i=1}^{H} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \mathbb{E}\left[h_{t}\right]-\sum_{t=1}^{T-1} \sum_{i=1}^{H} \mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} \mathbb{E}\left[h_{t-1}\right] \\
& +\sum_{t=1}^{T-1} \sum_{i=1}^{H} \frac{\left(\nu_{h, i}-1\right)}{2} \mathbb{E}\left[\log \left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} h_{t}\right)\right]-\sum_{t=1}^{T-1} \sum_{i=1}^{H} \frac{\left(\nu_{h, i}-1\right)}{2} \mathbb{E}\left[\log \left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} h_{t-1}\right)\right] \\
& +\sum_{t=1}^{T-1} \sum_{i=1}^{H} \mathbb{E}\left[\log I_{\nu_{h, i}-1}\left(2 \sqrt{\left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} h_{t}\right)\left(\mathrm{e}_{i}^{\prime} \Sigma_{h}^{-1} \Phi_{h} h_{t-1}\right)}\right)\right]
\end{aligned}
$$

Maximizing $Q_{1}\left(\theta_{m, b}, \theta_{c} \mid \theta^{(i)}\right)$ is similar to estimation of a Gaussian ATSM in the sense that it shares many of the same parameters. When maximizing $Q_{1}\left(\theta_{m, b}, \theta_{c} \mid \theta^{(i)}\right)$, the analytical gradient of the intermediate quantity follows immediately from the gradients of the original likelihood for spanned models in Appendix E.

There are several options for maximizing $Q_{2}\left(\theta_{m, h} \mid \theta^{(i)}\right)$, all of which lead to different types of EM algorithms. Each EM algorithm will lead to the same maximum but they will converge at a different rate.

- Option \#1: Maximize the intermediate quantity $Q_{2}\left(\theta_{m, h} \mid \theta^{(i)}\right)$ numerically over $\theta_{m, h}$ as above.
- Option $\# 2$ : From the definition of the non-Gaussian process $h_{t+1}$ in (2)-(4), there is also the latent Poisson mixing variable $z_{t}$, which can be introduced as an additional latent variable. When calculating the expectations of $Q_{2}\left(\theta_{m, h} \mid \theta^{(i)}\right)$, one can take the expectations of both $z_{t}$ and $h_{t}$. The advantage of introducing $z_{t}$ is that the maximization of $\Phi_{h}$ can be performed analytically.
- Option \#3: Alternatively, instead of optimizing over the intermediate quantity $Q_{2}\left(\theta_{m, h} \mid \theta^{(i)}\right)$ at each iteration, a valid EM algorithm can be implemented by optimizing the log-likelihood over $\theta_{m, h}$. In general, the log-likelihood is unknown for this class of models (hence use of the EM algorithm). However, when $H=1$, we can use the particle filtering algorithm of Malik and $\operatorname{Pitt}(2011)$ to approximate and maximize the $\log$-likelihood $\log p\left(Y_{1: T}^{(1)} ; \theta\right)$ over $\theta_{m, h}$.

For the results in the paper, we used the third option.

## Appendix H. 2 Particle filter

We implement a basic particle filter for the E-step in (a.). Let $q\left(h_{t} \mid h_{t-1}^{(m)}, g_{t+1}, g_{t}, \theta\right)$ be an importance density whose tails are heavier than the target distribution.

For $t=1, \ldots, T$, run:

- For $m=1, \ldots, M$, draw from a proposal distribution: $h_{t}^{(m)} \sim q\left(h_{t} \mid h_{t-1}^{(m)}, g_{t+1}, g_{t}, \theta\right)$.
- For $m=1, \ldots, M$, calculate the importance weight: $w_{t}^{(m)} \propto \hat{w}_{t-1}^{(m)} \frac{p\left(g_{t+1} \mid g_{t}, h_{t}^{(m)}, \theta\right) p\left(h_{t}^{(m)} \mid h_{t-1}^{(m)}, \theta\right)}{q\left(h_{t}^{(m)} \mid h_{t-1}^{(m)}, g_{t+1}, g_{t}, \theta\right)}$
- For $m=1, \ldots, M$, normalize the weights: $\hat{w}_{t}^{(m)}=\frac{w_{t}^{(m)}}{\sum_{m=1}^{M} w_{t}^{(m)}}$.
- Calculate the effective sample size: $\operatorname{ESS}_{t}=\frac{1}{\sum_{m=1}^{M}\left(\hat{w}_{t}^{(m)}\right)^{2}}$
- If $\operatorname{ESS}_{t}<0.5 M$ resample $\left\{h_{t}^{(m)}\right\}_{m=1}^{M}$ with probabilities $\left\{\hat{w}_{t}^{(m)}\right\}_{m=1}^{M}$ and set $\hat{w}_{t}=1 / M$.

At time $t=1$, the initial proposal distribution $q\left(h_{1} ; \theta\right)$ does not depend on any previous particles. Simple proposal distributions are to draw from the transition density $p\left(h_{t+1} \mid h_{t} ; \theta\right)$ of the model (2)-(4) or from an Euler approximation to the continuous-time CIR process.

To calculate the expectations within the intermediate quantity $Q\left(\theta \mid \theta^{(i)}\right)$, we use the algorithm of Godsill, Doucet, and West(2004) that draws samples from the posterior. We store the normalized particles and weights during the forwards pass of the particle filter $\left\{\hat{w}_{t}^{(m)}, h_{t}^{(m)}\right\}_{m=1}^{M}$ for $t=1, \ldots, T$. Then, on a backwards pass, we sample $\tilde{h}_{T}=h_{T}^{(m)}$ with probability $\hat{w}_{T}^{(m)}$ and then for $t=T-1, \ldots, 1$

- For $m=1, \ldots, M$, calculate backwards weights $w_{t+1 \mid t}^{(m)} \propto w_{t}^{(m)} p\left(\tilde{h}_{t+1} \mid h_{t}^{(m)} ; \theta\right)$.
- For $m=1, \ldots, M$, normalize the weights: $\hat{w}_{t+1 \mid t}^{(m)}=\frac{w_{t+1 \mid t}^{(m)}}{\sum_{m=1}^{M} w_{t+1 \mid t}^{(m)}}$.
- Sample $\tilde{h}_{t}=h_{t}^{(m)}$ with probability $\hat{w}_{t+1 \mid t}^{(m)}$

We repeat this backwards pass a large number of times taking a draw $\left\{\tilde{h}_{0}, \ldots, \tilde{h}_{T-1}\right\}$ each time. Using these draws, we calculate the expectations in the EM algorithm.

For the final climb after the EM algorithm, we optimize over the whole parameter space using the algorithm from Malik and $\operatorname{Pitt}(2011)$. To implement this particle filter, we resample at every time period instead of when $\mathrm{ESS}_{t}<0.5 \mathrm{M}$. And, we use the resampling algorithm described in their appendix.


[^0]:    ${ }^{1}$ In this paper, we do not consider the class of non-Gaussian ATSMs built from the non-central Wishart process of Gouriéroux, Jasiak, and Sufana(2009).

[^1]:    ${ }^{2}$ The same basic ideas can be used to develop Bayesian procedures based on Markov-chain Monte Carlo (MCMC) algorithms. Instead of concentrating the parameters out, these parameters can be integrated out of their full conditional distributions, meaning that the remaining parameters of the model can be drawn from their full conditional distributions without conditioning on ( $\mu_{g}, \Phi_{g}, \Phi_{g h}, \Omega$ ). This typically improves convergence of the MCMC algorithm.

[^2]:    ${ }^{3}$ The stationary distribution is only known for special sub-classes of the affine family of models. In this paper, we assume a diffuse initial condition and start from $t=2$. This provides an analytical solution for the first order conditions of the likelihood. If a researcher wants to include the stationary distribution as the initial condition, we recommend using our procedure first, and then using these estimates as starting values to optimize the likelihood with the initial condition. While including the initial conditions enforces stationarity, it can also introduce a downward bias in estimates of the autoregressive parameters; see, e.g. Bauer, Rudebusch, and $\mathrm{Wu}(2012)$.

[^3]:    ${ }^{4}$ There are several versions of the EM algorithm all of which lead to the MLE; see Meng and Rubin(1993). These authors discuss issues such as concentrating the intermediate quantity as well as sequentially maximizing the intermediate quantity over subsets of $\theta$.

[^4]:    ${ }^{5}$ USV models are an example of a non-linear, non-Gaussian state space model; see, e.g. Cappé, Moulines, and Rydén(2005) and Creal(2012). General approaches for estimating non-Gaussian state space models include importance sampling (Durbin and Koopman(2012) and Richard and Zhang(2007)), particle filters (see Malik and Pitt(2011)), and MCMC (see Jacquier, Johannes, and Polson(2007)).
    ${ }^{6}$ Particle filters are simulation-based algorithms used for filtering and smoothing of latent state variables in non-linear, non-Gaussian state space models; see, e.g. Creal(2012) for a survey.

[^5]:    ${ }^{7}$ The work by Adrian, Crump, and Moench(2012) and Diez de Los Rios(2013) are also similar in spirit to these methods. They focus only on Gaussian models. Our discussion here applies to these papers as well.

[^6]:    ${ }^{8}$ For special cases such as repeated eigenvalues in Jordan form, there are additional restrictions, which we discuss below.
    ${ }^{9}$ For the case where $\Phi_{g}^{\mathrm{Q}}$ has real distinct eigenvalues, it is a diagonal matrix with diagonal elements in descending order.
    ${ }^{10}$ In theory, $\delta_{1 h}=0$ is also admissible and creates additional local maxima. We would like to thank an anonymous referee for pointing this out. Unlike a Gaussian model, the Jensen's inequality term prevents $b_{n, h}$ from being zero for maturities $n \geq 2$ even when $\delta_{1 h}=0$. In practice, this model is not well identified, as the factor loadings coming from the Jensen's inequality term are extremely small and close to 0 . We found that the likelihood values under this restriction are significantly smaller in such models.

[^7]:    ${ }^{11}$ Papers that document the potential existence of USV factors include Heidari and $\mathrm{Wu}(2003)$, Li and Zhao(2006), Trolle and Schwartz(2009), Collin-Dufresne, Goldstein, and Jones(2009), and Andersen and Benzoni(2010).
    ${ }^{12}$ We do not consider the case where the eigenvalues may be identical and we restrict our attention to eigenvalues that are less than one.

[^8]:    ${ }^{13}$ This model has been widely considered as the benchmark non-Gaussian ATSM, see Dai and Singleton(2000), Cheridito, Filipovic, and Kimmel(2007), Collin-Dufresne, Goldstein, and Jones(2008), and AïtSahalia and $\operatorname{Kimmel}(2010)$ for examples.
    ${ }^{14}$ To make the comparison as parallel as we can, we write the likelihood function the same way, impose the same identifying restrictions, and use the same scaling and initial values for the parameters except that the conventional method has additional parameters entering the numerical optimizer.
    ${ }^{15}$ We consider two log-likelihoods to be numerically identical if they agree up to 2 decimal points. In practice, the log likelihood values are identical up to 8 decimal points.

[^9]:    ${ }^{16}$ We collect the autoregressive parameters together in matrices as

    $$
    \Phi=\left(\begin{array}{cc}
    \Phi_{h} & 0 \\
    \Phi_{g h} & \Phi_{g}
    \end{array}\right) \quad \Phi^{\mathrm{Q}}=\left(\begin{array}{cc}
    \Phi_{h}^{\mathrm{Q}} & 0 \\
    \Phi_{g h}^{\mathrm{Q}} & \Phi_{g}^{\mathrm{Q}}
    \end{array}\right)
    $$

[^10]:    ${ }^{17}$ Unlike Gaussian models, the bond loading recursions $\bar{b}_{n, h}$ for multi-factor non-Gaussian models in (6) are non-linear difference equations. The stability conditions for these equations appear to be determined by more than the eigenvalues of $\Phi_{h}^{\mathrm{Q}}$. We leave the conditions for stability of $\bar{b}_{n, h}$ for future research.

[^11]:    ${ }^{18}$ For a matrix with repeated eigenvalues, the Jordan decomposition imposes the additional restrictions necessary to obtain identification. With two repeated eigenvalues in $\Phi_{g}^{\mathrm{Q}}$, the Jordan decomposition is

    $$
    \Phi_{g}^{\mathbb{Q}}=\left[\begin{array}{ccc}
    \lambda_{1} & 1 & 0 \\
    0 & \lambda_{1} & 0 \\
    0 & 0 & \lambda_{2}
    \end{array}\right]
    $$

[^12]:    ${ }^{19}$ The volatilities from the remaining models have the same qualitative features and are not shown.
    ${ }^{20}$ The generalized autoregressive score model with time-varying covariance matrix is similar to a multivariate GARCH model. To make the volatilities of yields comparable across models, we use a VAR(1) for the conditional mean of yields $Y_{t}^{(1)}$ and allow the errors to have time-varying volatilities and correlations.

