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ABSTRACT

This paper studies the cyclical nature of individual income risk using a confidential dataset from the U.S. Social Security Administration, which contains (uncapped) earnings histories for millions of individuals. The base sample is a nationally representative panel containing 10 percent of all U.S. males from 1978 to 2010. We use these data to decompose individual income growth during recessions into “between-group” and “within-group” components. To study the former, we group individuals along several observable characteristics at the time a recession hits. We find two variables to be excellent predictors of fortunes during a recession. First, prime-age workers that enter a recession with high average earnings suffer substantially less compared with those who enter with low average earnings. Second, we estimate “individual betas” (analogous to “stock betas” in finance) and examine their out-of-sample predictive power. We find that the earnings of high-beta individuals (those that exhibited higher sensitivity to prior recessions and expansions) fall significantly more during subsequent recessions. Next, we turn to within-group differences. Contrary to past research, we do not find the variance of idiosyncratic income shocks to be countercyclical. Instead, it is the left-skewness of shocks that is strongly countercyclical. That is, during recessions, the upper end of the shock distribution collapses—large upward income movements become less likely—whereas the bottom end expands—large drops in income become more likely. Thus, while the dispersion of shocks does not increase, shocks become more left skewed and, hence, risky during recessions. Finally, we find that the cyclical nature of income risk is dramatically different for the top 1 percent compared with all other individuals—even relative to those in the top 2 to 5 percent.
1 Introduction

From 2007 to 2009, US male workers experienced an average decline in their annual labor earnings of 6.5 percent. While this figure represents a very steep decline compared with any other post-war recession, it is dwarfed by the dispersion of income growth rates across workers during the same recession: for example, a quarter of workers saw their labor earnings rise by more than 16 percent, one in ten saw a rise of more than 65 percent, whereas another one in ten saw their incomes fall by more than 55 percent. Moreover, despite the 6.5 percent decline in mean earnings just noted, the median worker actually experienced a slight rise in earnings—of 0.1%—during these two years. The goal of this paper is to understand this wide dispersion of fortunes and how it varies over the business cycle. More specifically, we seek to decompose income changes during a business cycle “episode” (i.e., recession or expansion) into a component that can be predicted based on the observable characteristics of individuals (prior to the episode) and a separate “residual” component that represents purely idiosyncratic shocks that hit individuals that are ex ante very similar. The first one represents the “between-group” component of business cycle risk, whereas the second can be thought of as the “within-group” component.

An important advantage of our analysis is the very rich dataset that we employ. Basically, our main panel dataset is a 10% random sample of all US males who had a Social Security number between the ages of 25 and 60 from 1978 to 2010. This dataset has three important advantages. First, earnings records in our dataset are uncapped (no top-coding), allowing us to study individuals with very high incomes.\(^1\) Second, the substantial sample size allows us to employ flexible non-parametric methods and still obtain extremely precise estimates. To give some idea about the size of the sample, the bulk of our analysis is conducted with a sample that has on average 5 million individuals in each year for a total of more than 175 million individual-year observations during this period. The smallest subsample we use (in one experiment) contains more than 1.5 million individuals that are observed for at least 30 years (between ages 25 and 60). Third, thanks to their records-based nature, the data contain very little measurement error, which is a serious issue with survey-based micro datasets. One drawback is possible underreporting (due to, e.g., cash earnings), which can be a concern at the lower end of the earnings distribution.

\(^1\)Kopczuk et al. (2010) also employ an SSA dataset with uncapped earnings (after 1978), whereas Haider and Solon (2006), Schulhofer-Wohl (2011), Bonhomme and Hospido (2012, Spain), and Bönke et al. (2011, Germany) used datasets with earnings capped at the Social Security contribution limit.
The panel aspect of our dataset allows us to use individuals’ earnings and employment histories to construct observable characteristics as of the beginning of a business cycle episode. For example, we can ask whether individuals that entered a recession with a high average income are affected differently during the recession relative to those that entered with a low average income. How about individuals who were rising stars (i.e., had fast income growth rate) versus those whose careers were stagnant when the recession hit? Similarly, are some individuals’ incomes inherently more sensitive to business cycle fluctuations than others’, perhaps because of their occupations, the industry they work in, or the nature of their skill sets, etc.? Finally, how does age factor into any of these patterns? To answer these questions systematically, we group individuals along four observable dimensions at the time a business cycle episode begins: (i) age, (ii) pre-episode average income, (iii) pre-episode income growth rate, and (iv) individual-specific inherent sensitivity to business cycles as measured by the comovement of a worker’s labor income during other expansions and recessions (denoted by $\beta^i$).

Our main findings can be summarized as follows. First, we study the cyclical nature of idiosyncratic shocks, once observable factors are accounted for. Contrary to past research, we find that income shock variances are not countercyclical. However, uncertainty does have a significant countercyclical component, but it comes from the left-skewness increasing during recessions. That is, during recessions, the upper end of the income shock distribution collapses—large upward income movements become less likely—whereas the bottom end expands—large drops in income become more likely. The two scenarios—countercyclical variance versus left-skewness—are shown in Figure 1. Therefore, relative to the earlier literature that argued for increasing variance—which results in some individuals receiving much more positive shocks during recessions—our results are even more pessimistic: Uncertainty increases in recessions without an increasing chance of upward movements.

We then turn to the systematic component of business cycle risk. We find substantial between-group variation across individuals that differ in pre-episode average income and/or in their $\beta^i$’s. For example, when we rank prime-age (35–54) male workers based on their 2002–06 average income, those in the 10th percentile of this distribution experienced a fall in their income during the Great Recession (2007–2010) that was about 18 percent worse than that experienced by those who ranked in the 90th percentile. In fact, average income loss during this recession was almost a linear (upward sloping) function of pre-recession
average income all the way up to the 95th percentile (Figure 19). Interestingly, this good fortune of high-income workers did not extend to the very top: those in the top 1%, based on their 2002–2006 average income, experienced an average loss that was 21 percent worse than that of workers in the 90th percentile. Although these magnitudes are largest for the Great Recession, the same general patterns emerged in the other recessions too. For example, the 1980–83 double dip recession is very similar to the Great Recession for all but the top 5 percentiles. But the large income loss for the top 1% was not observed during that recession at all. In fact, this appears to be a more recent phenomenon: The worst episode for the top 1% was the (otherwise mild) 2000–02 recession, when their average (log) income loss exceeded that of those in the 90th percentile by almost 30 log points (about 35 percent).

A second variable that is an excellent predictor of business cycle risk is $\beta^i$. To show this, we estimate individual-specific $\beta^i$s for each worker by excluding a given episode, and then ask how much that $\beta^i$ allows us to predict income loss during the excluded episode. For example, for the 1980–83 recession, individuals who are in the 90th percentile of the $\beta^i$ distribution — those with very procyclical incomes — experienced an income loss that was 16 percent worse than that of those in the 10th percentile. The opposite pattern emerges during expansions: For example, from 1994 to 1996, those with high $\beta^i$ experienced an income growth that was, on average, 15 percent higher (in two years) than that of those with low $\beta^i$. 
1.1 Literature Discussion

The spirit of our analysis is similar to the literature that decomposed wage inequality trends into between-group and within-group components (among many others, Juhn et al. (1993), Lemieux (2006), and Autor et al. (2008)). But there are several notable differences. First, our focus is on growth rates rather than levels, which is feasible with the panel dimension of our dataset. Second, relying on repeated cross-sections, that literature had to confine itself to the few observable characteristics that were available in the cross-section, such as age, education, and, sometimes, sector. With longitudinal data, we are able to define groups of individuals based on their history, such as individuals with high versus low past average income and/or income growth rates and those whose incomes are procyclical versus countercyclical, among others. Finally, we focus on business cycle variation whereas that literature examined secular trends.\footnote{This paper is also similar in spirit to the asset pricing literature that has paid close attention to a factor structure in stock returns. In a series of influential papers, Fama and French (1992, 1993) built a three-factor model of stock returns that includes a market factor, a “high book-to-market value” factor, and a “small cap” factor. Campbell et al. (2001) investigated the behavior of idiosyncratic volatility in stocks and found it to have increased over time. Their notion of idiosyncratic risk is quite similar to ours and allows for (and removes) components of stock returns that have a cyclical factor structure, i.e., the part that comoves with the market as well as with industry returns. Our formulation is more flexible in certain ways in that we are less parametric (they allow for a linear term as in our $\beta c$). But we allow full non-linearity in lifetime income and find that to be important (especially above the 90th and below the 10th percentile).}

The cyclical patterns of idiosyncratic labor income risk have received attention from both macro and financial economists. In an infinite-horizon model with permanent shocks, Constantinides and Duffie (1996) showed that one can generate a high equity premium (Mehra and Prescott (1985)) if idiosyncratic shocks have countercyclical variance. Storesletten et al. (2004) used a clever empirical identification scheme to estimate the cyclicity of shock variances.\footnote{They observed that if shocks are persistent and countercyclical, then, at a given age, cohorts that have lived through more recessions should have a larger cross-sectional dispersion of income than those who have not.} Using the Panel Study of Income Dynamics (PSID), they estimated the variance of AR(1) innovations to be three times higher during recessions. They did not, however, investigate the cyclicality of the skewness of shocks, nor did they allow for a factor structure as we do here. Moreover, note that the question of interest is “the cyclical changes in the dispersion of income growth rate,” which involves a difference-in-difference-in-difference! It is extremely challenging to answer such a question without a very large and clean dataset.
Our findings are more in line with the way Mankiw (1986) modeled idiosyncratic shocks. Basically, he showed that one can resolve the equity premium puzzle if idiosyncratic shocks have countercyclical left-skewness—as found in the current paper. In a related context, Brav et al. (2002) found that accounting for the countercyclical skewness of individual consumption growth helps generate a high equity premium with a reasonable risk aversion parameter.

An early literature on the sources of business cycle fluctuations debated the distinction between countercyclical dispersion versus a systematic factor structure. In a provocative paper, Lilien (1982) provided some evidence showing that the dispersion of employment growth across sectors was time-varying in a way that was correlated with the unemployment rate. He interpreted this finding as evidence that sectoral shifts caused the cyclical fluctuations in the unemployment rate. Abraham and Katz (1986) challenged this conclusion by showing that a factor structure in which different sectors loaded differently onto an aggregate factor could generate the same correlation between dispersion and unemployment, even though the driving force was an aggregate shock.

Finally, in a related strand of literature, Bloom et al. (2011) fit an AR(1) process to firm-level total factor productivity (TFP) time series (for 25 years) and allow a fixed aggregate shock and fixed firm effect. They find that the residual of the AR(1) has a larger cross-sectional dispersion during recessions. While the skewness also appears to be more negative, the difference is not statistically significant. In contrast to that paper, we do allow a full factor structure (loading factor on their aggregate shock) and allow the loading factor to vary with observables. Of course, we study individual labor income, whereas they focus on firm-level TFP, so the two sets of results do not necessarily contradict each other.

2 The Data

We employ a unique, confidential, and very large panel dataset on earnings histories from the U.S. Social Security Administration records. For our baseline analysis, we draw a 10 percent random sample of US males—covering 1978 to 2010—directly from the Master Earnings File (MEF) of Social Security records.4

4Our focus on males is motivated by the fact that this group had a relatively stable employment rate and labor supply during this period. In contrast, female labor participation increased substantially during this period. Because our dataset contains only labor earnings but no hours information, including women in the analysis would have introduced an important confounding factor, which we wished to avoid.
The Master Earnings File. The MEF is the main source of earnings data for the Social Security Administration and grows every year with the addition of new earnings information received directly from employers (Form W-2 for wage and salary workers), as well as from the Internal Revenue Service (for self-employed workers, from Schedule-SE and the unreported wages and tips line item on Form 1040). The MEF includes data for every individual in the United States who has a Social Security number. The dataset contains basic demographic characteristics, such as year of birth, sex, race, type of work (farm or non-farm, employment or self-employment), self-employment taxable income, and several other variables. Wage earnings data are uncapped (no top-coding) and include wages and salaries, bonuses, and exercised stock-options as reported on the W-2 form (Box 1). The self-employment earnings variable is capped at the Medicare taxable limit until 1993 and is uncapped starting in 1994 (with the removal of the limit). For more information, see Panis et al. (2000) and Olsen and Hudson (2009). Finally, the labor earnings of a worker are computed as the sum of wage earnings and two-thirds of self-employment income when applicable. The two-thirds factor arises to account for the fact that part of self-employment income is the return on capital invested in the business. Finally, all nominal variables were converted into real ones using the PCE deflator with 2005 taken as the base year.

Creating the 10 Percent Sample. To construct a nationally representative panel of males, we proceed as follows. For 1978, a sample of 10% of US males are selected based on a fixed subset of digits of (a transformation of) the Social Security Number (SSN). Because these digits of the SSN are randomly assigned, this procedure easily allows randomization. For each subsequent year, new individuals are added to account for the newly issued SSNs in the United States; those individuals who are deceased are removed (from that year forward). This process yields a representative sample of 10% of US males every year.

Sample Selection Criteria. We include in our base sample an individual-year observation in which the individual (i) is between the ages of 25 and 60 and (ii) has annual labor

\footnote{Our earnings measure does not include deferred compensation, such as through 401(k), 403(b), and 457(b) plans, because information on these is not available consistently throughout the period. See Olsen and Hudson (2009) for details.}

\footnote{This is an admittedly rough adjustment as the capital share of self-employment income is likely to vary not only across sectors but also between any two establishments. However, we found the substantive findings in this paper to be robust even to using wage/salary income alone, so further tweaking this adjustment is unlikely to make a material difference.}
Table I: Summary Statistics of the 10 Percent Sample

<table>
<thead>
<tr>
<th>Year</th>
<th>Mean labor earnings ($)</th>
<th>Mean wage earnings</th>
<th>Change in log average earnings per person ×100</th>
<th>Change in average log earnings per worker ×100</th>
<th>Average age</th>
<th>Number of observations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(in constant 2005 dollars)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Base sample</td>
</tr>
<tr>
<td>1978</td>
<td>45,864</td>
<td>47,189</td>
<td>—</td>
<td>—</td>
<td>39.5</td>
<td>3,980,599</td>
</tr>
<tr>
<td>1979</td>
<td>44,366</td>
<td>45,538</td>
<td><strong>-0.80</strong></td>
<td>1.13</td>
<td>39.4</td>
<td>4,162,909</td>
</tr>
<tr>
<td>1980</td>
<td>42,872</td>
<td>44,043</td>
<td><strong>-1.68</strong></td>
<td><strong>-3.53</strong></td>
<td>39.3</td>
<td>4,264,881</td>
</tr>
<tr>
<td>1981</td>
<td>43,000</td>
<td>44,201</td>
<td>0.05</td>
<td>1.37</td>
<td>39.3</td>
<td>4,379,317</td>
</tr>
<tr>
<td>1982</td>
<td>42,295</td>
<td>43,588</td>
<td><strong>-2.12</strong></td>
<td><strong>-3.58</strong></td>
<td>39.2</td>
<td>4,356,208</td>
</tr>
<tr>
<td>1983</td>
<td>42,308</td>
<td>43,651</td>
<td><strong>-3.49</strong></td>
<td>0.54</td>
<td>39.2</td>
<td>4,436,667</td>
</tr>
<tr>
<td>1984</td>
<td>43,627</td>
<td>45,045</td>
<td>1.17</td>
<td>6.30</td>
<td>39.1</td>
<td>4,536,586</td>
</tr>
<tr>
<td>1985</td>
<td>44,582</td>
<td>46,006</td>
<td>1.51</td>
<td>4.34</td>
<td>39.1</td>
<td>4,712,759</td>
</tr>
<tr>
<td>1986</td>
<td>45,681</td>
<td>47,194</td>
<td>1.00</td>
<td>3.62</td>
<td>39.1</td>
<td>4,821,170</td>
</tr>
<tr>
<td>1987</td>
<td>45,258</td>
<td>46,769</td>
<td><strong>-0.12</strong></td>
<td>1.97</td>
<td>39.1</td>
<td>4,962,472</td>
</tr>
<tr>
<td>1988</td>
<td>45,970</td>
<td>47,538</td>
<td>1.06</td>
<td>3.78</td>
<td>39.1</td>
<td>5,113,613</td>
</tr>
<tr>
<td>1989</td>
<td>44,291</td>
<td>45,717</td>
<td><strong>-1.42</strong></td>
<td>0.59</td>
<td>39.2</td>
<td>5,237,707</td>
</tr>
<tr>
<td>1990</td>
<td>44,003</td>
<td>45,473</td>
<td><strong>-0.66</strong></td>
<td>0.28</td>
<td>39.3</td>
<td>5,280,612</td>
</tr>
<tr>
<td>1991</td>
<td>43,880</td>
<td>45,052</td>
<td><strong>-0.42</strong></td>
<td><strong>-0.93</strong></td>
<td>39.5</td>
<td>5,330,263</td>
</tr>
<tr>
<td>1992</td>
<td>45,494</td>
<td>46,731</td>
<td>1.08</td>
<td>3.00</td>
<td>39.7</td>
<td>5,353,365</td>
</tr>
<tr>
<td>1993</td>
<td>45,850</td>
<td>47,126</td>
<td>0.23</td>
<td>3.23</td>
<td>39.9</td>
<td>5,427,052</td>
</tr>
<tr>
<td>1994</td>
<td>44,719</td>
<td>45,482</td>
<td><strong>-1.00</strong></td>
<td>2.29</td>
<td>40.0</td>
<td>5,526,103</td>
</tr>
<tr>
<td>1995</td>
<td>45,536</td>
<td>46,343</td>
<td>1.06</td>
<td>3.68</td>
<td>40.2</td>
<td>5,638,754</td>
</tr>
<tr>
<td>1996</td>
<td>46,642</td>
<td>47,507</td>
<td>0.98</td>
<td>3.78</td>
<td>40.4</td>
<td>5,697,737</td>
</tr>
<tr>
<td>1997</td>
<td>48,803</td>
<td>49,698</td>
<td>2.13</td>
<td>6.22</td>
<td>40.7</td>
<td>5,776,734</td>
</tr>
<tr>
<td>1998</td>
<td>51,236</td>
<td>52,168</td>
<td>2.17</td>
<td>6.96</td>
<td>40.9</td>
<td>5,839,855</td>
</tr>
<tr>
<td>1999</td>
<td>52,762</td>
<td>53,682</td>
<td>1.58</td>
<td>4.27</td>
<td>41.1</td>
<td>5,935,054</td>
</tr>
<tr>
<td>2000</td>
<td>55,035</td>
<td>55,985</td>
<td>2.09</td>
<td>4.01</td>
<td>41.3</td>
<td>6,019,909</td>
</tr>
<tr>
<td>2001</td>
<td>55,201</td>
<td>56,208</td>
<td><strong>-1.29</strong></td>
<td>1.69</td>
<td>41.5</td>
<td>6,031,253</td>
</tr>
<tr>
<td>2002</td>
<td>52,732</td>
<td>53,710</td>
<td><strong>-2.59</strong></td>
<td><strong>-2.68</strong></td>
<td>41.6</td>
<td>5,981,791</td>
</tr>
<tr>
<td>2003</td>
<td>52,815</td>
<td>53,879</td>
<td><strong>-0.06</strong></td>
<td>0.41</td>
<td>41.8</td>
<td>5,998,431</td>
</tr>
<tr>
<td>2004</td>
<td>53,211</td>
<td>54,179</td>
<td>0.33</td>
<td>2.13</td>
<td>41.9</td>
<td>6,041,125</td>
</tr>
<tr>
<td>2005</td>
<td>53,559</td>
<td>54,462</td>
<td>0.36</td>
<td>2.09</td>
<td>42.1</td>
<td>6,091,447</td>
</tr>
<tr>
<td>2006</td>
<td>54,482</td>
<td>55,413</td>
<td>0.91</td>
<td>3.10</td>
<td>42.1</td>
<td>6,134,682</td>
</tr>
<tr>
<td>2007</td>
<td>55,283</td>
<td>56,273</td>
<td>0.67</td>
<td>2.00</td>
<td>42.1</td>
<td>6,140,373</td>
</tr>
<tr>
<td>2008</td>
<td>53,982</td>
<td>54,833</td>
<td><strong>-1.63</strong></td>
<td><strong>-1.27</strong></td>
<td>42.2</td>
<td>6,061,807</td>
</tr>
<tr>
<td>2009</td>
<td>51,149</td>
<td>52,328</td>
<td><strong>-4.62</strong></td>
<td><strong>-6.76</strong></td>
<td>42.3</td>
<td>5,775,199</td>
</tr>
<tr>
<td>2010</td>
<td>52,206</td>
<td>53,222</td>
<td>0.46</td>
<td>1.30</td>
<td>42.3</td>
<td>5,736,414</td>
</tr>
</tbody>
</table>

Note: Mean labor earnings and wage income are computed for individuals that exceed the minimum income threshold in the corresponding year. The two samples have similar age structures with a maximum age gap of 0.2. To save space, we only report the average age for the base (labor earnings) sample.
earnings (i.e., wage/salary plus self-employment earnings) that exceeds a time-varying minimum threshold. This minimum, denoted $Y_{\text{min},t}$, is equal to one-half of the legal minimum wage times 13 weeks of full-time work (40 hours per week). This condition is standard in the literature (see, e.g., Juhn et al. (1993) and Autor et al. (2008)) and allows us to focus on a subset of workers with a reasonably strong labor market attachment. To abstract from compositional changes, we focus exclusively on males (for whom the average employment rate has been relatively stable) and exclude females, given the large transitional dynamics involving their labor supply behavior during this period. Below, we will impose further conditions for each individual to be included in different experiments.

Table I reports some key summary statistics for the base sample, as well as a secondary sample that excludes self-employed workers—hence called the “wage income sample.” The table reports key statistics on average earnings, average age, change in measures of average earnings over time, and the number of observations in each year. Similarly, Figure 2 displays the number of individuals that satisfy these selection criteria, as well as the total number of individuals in each year. The sample starts with about four million individuals in 1978 and grows to about six million individuals in 2010. Notice that the number

---

7More concretely, those with self-employment income exceeding $Y_{\text{min},t}$ are excluded from the base sample to obtain this secondary sample, for reasons explained in Section 6.
of individuals in the sample does not follow population growth (black line marked with diamonds) one-for-one, because inclusion in the base sample also requires participating in the labor market in a given year (hence the slowdown in sample growth in the 2000s and the fall during the Great Recession).

Figure 3 plots the levels of labor income that correspond to selected percentiles of the income distribution in each year. For example, the lowest income that qualifies a male worker in the top 10% (e.g., above the 90th percentile) has been steady at approximately $98,000 since year 2000. In 2011, a worker must be making more than $310,400 to be in the top 1%. This threshold was highest in 2007 when it reached $336,000.

Recessionary vs. Expansionary Episodes. Since the main focus of this analysis is on business cycle variation, we need to be clear about how a given year is classified as a recession or an expansion year. Because our labor earnings data are annual and recessions can start or end in any quarter during the year, this is not always straightforward.

The start date of a recession is determined as follows. If the (National Bureau of Economic Research) NBER peak of the previous expansion takes place in the first half of a given year, that year is classified as the first year of the new recession. If the peak is in the
second half, the recession starts in the subsequent year. The ending date of a recession is a bit more open to interpretation for our purposes, because the NBER “troughs” are often not followed by a rapid fall in unemployment rates and rise in individual wages. This can be seen in Figure 4. For example, whereas the NBER announced the start date of the expansion as March of 1991, the unemployment rate continued to rise and in fact peaked in the summer of 1992. Similarly, while the NBER trough was November 2001, the unemployment rate continued to rise and remained high until mid-2003. With these considerations in mind, we settled on the following dates for the last three recessions: 1991–92, 2001–02, and 2008–10. We opt to treat the 1980 to 1983 period as a single recession, given the extremely short duration of the intervening expansion, the anemic growth it brought (i.e., essentially zero growth for our average wage income measure; see column 4 of Table I), and the lack of a significant fall in the unemployment rate (Figure 4). Based on this classification, there are three full expansions and four recessions during our sample period.

3 Inequality Over the Business Cycle: First Look

In this section, we study some statistics of the income distribution to gain some insights into the basic facts about the evolution over time. The difference of the analysis in this section from previous work (e.g., Juhn et al. (1993), Autor et al. (2008), and others) is the panel dimension of our data. This allows us to document the moments of the earnings growth at different horizons, which is informative about the short-run and long-run dynamics of earnings.

3.1 Evolution of Inequality: Cross-Sectional Data

We begin by briefly establishing some facts on the evolution of cross-sectional inequality. This analysis does not require the panel dimension and provides a comparison to the existing work.

Figure 5 plots the log differential between the 90th and 50th percentiles of the labor income distribution, as well as the log differential between the 50th and 10th percentiles. In fact, two of the recessions we study start in the first quarter (1980 and 2001) and one starts in the fourth quarter (2007), so the classification of these is clear. Only one recession starts in the third quarter of 1990 and we shift the starting date to 1991 as per the rule described.
(hereafter abbreviated as L90-50 and L50-10, respectively). A couple of remarks are in order. First, it is useful to compare this figure to the Current Population Survey (CPS) data, which has been used extensively in the previous literature to document wage inequality trends. An important point to keep in mind is that studies that used the CPS have typically focused on hourly wage inequality, whereas our dataset only contains information on annual (wage and labor) earnings. With this difference in mind, note that Autor et al. (2008, figure 3) report a level of L90-50 of 55 log points in 1978, which rises by about 30 log points until 2005. In this paper, the level of L90-50 is 72 log points (most likely higher because of the dispersion in labor supply) and rises by about 28 log points until 2005, which is very similar to Autor et al. (2008)'s numbers. In both datasets, the rise in L90-50 is secular and is remarkably stable over three decades. Thus, even though the difference between hourly wage and annual income matters for the levels, it has little effect on the secular trend during this period.

Second, turning to the bottom end, the CPS data shows slightly different patterns, depending on whether one uses CPS March weekly wages or May/ORG hourly data. But the

---

9 Fitting a quadratic polynomial to the L90-50 reveals a very small negative curvature, indicating an ever so slight slowdown in the rate of increase of inequality at the top.
general pattern is a rapidly widening L50-10 gap from 1978 to 1987, which then stays flat or declines, depending on the dataset. In our case, the rise in L50-10 happens between 1979 and 1983, which then stays relatively flat until 2000, after which time it starts rising again. It seems safe to conjecture that labor supply heterogeneity could be more important at the bottom end and could account for some of the gap between the two datasets. Another source of difference could be underreporting of income in our administrative dataset, or over-reporting in the CPS. Some papers on measurement error adopt this latter interpretation (e.g., Gottschalk and Huynh (2010)). Notice also that the level of L50-10 is much higher in our sample—about 125 log points in 1978 compared with 65 log points in the CPS, which again can be explained by a combination of labor supply heterogeneity and under- or over-reporting.\footnote{In our sample, the average wage income at the 10th percentile is $8,520 per year. If an individual works 52 weeks a year at a wage of $5.85 per hour (legal minimum wage in 2007), he has to work 28 hours per week, which does not appear to be an unreasonable figure.} Overall, the two datasets reveal the same pattern at the top end, while having similar but slightly different behavior at the bottom.

\textbf{Cyclical Inequality.} Of course, the focus of this paper is on the cyclical behavior of inequality and risk. To this end, Figure 6 displays the 1-year change in L90-50 and L50-10
Figure 6: Change in Top and Bottom End Income Inequality

(i.e., the rate of change in Figure 5). To reduce short-term mean reversion in inequality, the solid lines plot the 2-year difference in each inequality measure (divided by two), which is smoother. This time-differencing eliminates the secular trend and allows us to focus on the cyclical change in inequality.

First, notice the cyclical movement in the bottom-end inequality, rising in every one of the four recessions and falling (into the negative territory) subsequently. The increases in the 1980–83 and 2001–02 recessions are especially pronounced as is the fall during the 1990s. The change in the top-end inequality is also cyclical, rising during the 1980–83 and 1991–92 recessions. Compared with the bottom-end inequality though, L90-50 rises virtually throughout the period. Overall, the combination of these two pieces shows that inequality itself is clearly countercyclical.

3.2 From Levels to Growth Rates

As noted earlier, the previous figure can be obtained using repeated cross-sections. Now, we turn to the properties of the income growth (or change) distribution, making use of the
Figure 7: Histogram of $\Delta y^i_t$: US Data (2007–09) vs. Normal Density with Same Median and Standard Deviation

Figure 7 plots the histogram of the 2007–09 log income change distribution. The histogram is truncated at $\pm 3$, which contains 99.65% of the probability mass. A Gaussian density with the same median and standard deviation is superimposed on this graph for comparison. As seen here, the most striking feature of the data histogram is that it is extremely leptokurtic—i.e., it has a much higher kurtosis (of 10.32) than a Normal distribution (of 3). This can be seen in the figure, with the empirical density having a very pointy center, narrow shoulders, and long tails. To provide a more detailed look, Table II reports, for various time periods, the fractions of individuals whose incomes change less than certain thresholds. Comparing these results with a Normal distribution (last column) with zero mean and the same standard deviation as the 1995–96 period, it is evident that income changes in the US data are far more concentrated near the mean. For example, between 1995 and 1996, about 25.4 percent of individuals had log income changes of less

\[11\] There are a few studies that have examined the time-series properties of income growth from panel data, although these papers focused on secular trends rather than cyclical behavior (Dynan et al. (2007), Congressional Budget Office (2008), Sabelhaus and Song (2009, 2010), Kopczuk et al. (2010), Solon and Shin (2011), and Moffitt and Gottschalk (2012)).

\[12\] The general patterns discussed here broadly hold true in other time periods.
Table II: Fraction of Individuals with Selected Ranges of Log Income Change

<table>
<thead>
<tr>
<th>$x$</th>
<th>1995–96</th>
<th>2007–08</th>
<th>2008–09</th>
<th>2007–09</th>
<th>$N(0.00, 0.513^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.056</td>
<td>0.060</td>
<td>0.067</td>
<td>0.040</td>
<td>0.015</td>
</tr>
<tr>
<td>0.05</td>
<td>0.254</td>
<td>0.262</td>
<td>0.278</td>
<td>0.197</td>
<td>0.078</td>
</tr>
<tr>
<td>0.10</td>
<td>0.432</td>
<td>0.439</td>
<td>0.451</td>
<td>0.348</td>
<td>0.154</td>
</tr>
<tr>
<td>0.15</td>
<td>0.550</td>
<td>0.550</td>
<td>0.556</td>
<td>0.456</td>
<td>0.229</td>
</tr>
<tr>
<td>0.25</td>
<td>0.670</td>
<td>0.675</td>
<td>0.674</td>
<td>0.592</td>
<td>0.374</td>
</tr>
<tr>
<td>0.50</td>
<td>0.807</td>
<td>0.810</td>
<td>0.805</td>
<td>0.752</td>
<td>0.670</td>
</tr>
<tr>
<td>1.00</td>
<td>0.919</td>
<td>0.919</td>
<td>0.914</td>
<td>0.884</td>
<td>0.949</td>
</tr>
</tbody>
</table>

Note: The standard deviation of the Normal density is chosen to match the data for the 1995–96 period. The empirical distributions are all bimodal. The lower mode for the 2007–09 income growth distribution is at −3.91% (~0.47% nominal growth) and the higher one is at 2.09%.

than 5 log points, and about 44 percent of individuals had changes of less than 10 log points. (These figures are broadly similar for the recession years of 2007–08 and 2008–09.) The corresponding fractions are 7.8 percent and 15.4 percent under a Normal distribution.

The properties of the two-year income growth distribution during the Great Recession are very similar to the one-year change described above, with a slightly smaller kurtosis. Excess kurtosis will reappear throughout our analysis in several important variables and will play a crucial role for understanding some of our main results. Moreover, Figure 7 also shows a pronounced left-skewness in the empirical density, with large drops in income more likely during a recession than large increases.

Properties of Income Shocks Over Time. It will be useful to distinguish between income growth over short and long horizons. To this end, in much of the following analysis, we examine 1-year and 5-year income growth rates and think of these as roughly corresponding to “transitory” and “persistent” income shocks. A more rigorous justification for this interpretation will be provided below.

The top panel of Figure 8 plots the evolution of the top and bottom ends of the transitory income shock (i.e., $\Delta y$) distribution. The first obvious and important observation is that the top and bottom of the shock distributions (L90-50 and L50-10, respectively) move in opposite directions over the cycle. In particular, L50-10 rises strongly during recessions, implying that there is an increased chance of larger downward movements during
recessions. In contrast, the top end of the income growth distribution (L90-50) dips consistently in every recession, implying a smaller chance of large upward movements during recessions. In other words, relative to the median shock, the top end compresses, whereas the bottom end expands during recessions. Similarly, the bottom panel of Figure 8 plots the corresponding graph for persistent (5-year) income shocks. The striking co-movement of the L90-50 and L50-10 is clearly seen here (the cross-correlation of the two series is –0.67), arguably even more strongly than in the transitory shocks.

Several remarks are in order. First, the fact that L90-50 and L50-10 move in opposite directions implies that L90-10 (which measures overall dispersion of income shocks) changes little over the business cycle, because the fall in L90-50 partially cancels the rise in L50-10. An alternative measure of shock dispersion—the variance—is plotted in Figure 9 for both persistent and transitory shocks, which shows that the variance does not increase much during recessions (notice the very small variation on the y-axis). Perhaps the only exception is the 2001–02 recession, during which time the transitory shock variance increases. In the coming sections, this point will be examined further and will be made more rigorously. This observation will provide one of the key conclusions of this paper, given how clearly it contradicts a commonly held belief that idiosyncratic income shock variances are strongly countercyclical (e.g., Storesletten et al. (2004)).

Second, looking at transitory shocks, L90-50 displays a clear downward trend during this time period. A fitted linear trend implies an 11 log points drop from 1979 to 2010. The interpretation is that the likelihood of large upward movements has become less likely during this period. We see a similar, but less pronounced, trend in the L50-10, which indicates that the likelihood of large falls has also become somewhat smaller. Overall though, both the L90-10 and the variance of income growth (Figure 9) display a clear downward trend. Notice that this conclusion is in contrast to the conventional wisdom since the 1990s that income shock variances have generally risen since the 1980s (Moffitt and Gottschalk (1995)). However, it is consistent with a number of recent papers that use administrative data (e.g., Sabelhaus and Song (2010) and others). In this paper, we will not dwell much on this trend, except when it is relevant for our analysis of the cyclical

\[13\] Moreover, Solon and Shin (2011) investigate the robustness of the finding from the PSID that the variance of 1-year income changes trends up over time. They show (figure 2 of their paper) that whether or not self-employment income is included in the measure of labor income makes a big difference to the trends, especially after 1990. In particular, focusing on wages and salaries implies no rise in variance, whereas including business income (farm, business, etc.) implies a 15 log point rise in the variance.
Figure 8: Top and Bottom Ends of Wage Income Change Distribution
changes in income risk.

Third, and finally, the L90-50 of the shock distribution falls in recessions, even though the L90-50 of the level distribution rises as we saw in Figure 6. Thus, top-end inequality rises in recessions, whereas the probability of individuals getting very positive income shocks becomes smaller. This is something that we would need to understand and we will dig deeper to that end.

The finding described above—that the top end of the shock distribution compresses during recessions, while at the same time the bottom end expands—suggests that one important cyclical change could be found in the skewness of shocks. Figure 10 plots the evolution over time of the skewness of 1- and 5-year income growth distributions. As can be seen here, during recessions income growth becomes more left-skewed (negative skewness increases) and the magnitude is large. Below, we return to this point and sharpen it by conditioning income changes on narrowly defined groups of individuals.
4 Panel Analysis

The analysis so far intended to provide a general look at how income shocks vary over the business cycle. While this analysis was useful for this purpose, one can imagine that the properties of income shocks vary systematically with individual characteristics and heterogeneity. For example, young and old workers can face different income shock distributions than prime-age workers with more stable jobs. Similarly, workers at different parts of the income distribution could experience different types of income risks. The substantial number of individuals in our sample allows us to account for such variation without making any strong parametric assumptions.

4.1 A Framework for Empirical Analysis

Let $\tilde{y}_t^i$ denote individual $i$’s log labor earnings in year $t$, and let $V_{t-1}^i$ denote a vector of (possibly time-varying) individual characteristics that are used to group individuals as of
Consider the following representation:

\[ \tilde{y}^i_t = g(\theta, h_t) + \lambda_t + z^i_t + \varepsilon^i_t \]  
\[ z^i_t = z^i_{t-1} + \eta^i_t, \] 

where \( g(\theta, h_t) \) is a flexible function of age \((h)\) that captures lifecycle effects in log labor earnings, the transitory and persistent shocks are drawn from \( \varepsilon^i_t \sim H(\varepsilon|V^i_{t-1}, \lambda_t) \) and \( \eta^i_t \sim G(\eta|V^i_{t-1}, \lambda_t) \) with zero conditional mean, and \( \lambda_t \) denotes the aggregate shock in the economy. Therefore, this specification allows the distributions of both persistent and transitory shocks to vary across groups and over the business cycle.

Now define labor earnings net of systematic lifecycle effects: \( y^i_t \equiv \tilde{y}^i_t - g(\theta, h_t) \). To study between-group and within-group variation over the business cycle, take the \( k \)th difference of income in equation (1) and modify to allow for a factor structure:

\[ y^i_{t+k} - y^i_t = f(V^i_{t-1})(\lambda_{t+k} - \lambda_t) \]
\[ + \left[ (\eta_{t+k} + \eta_{t+k-1} + ... + \eta_t) \right] + (\varepsilon^i_{t+k} - \varepsilon^i_t). \]

The specification in (3) allows for three different types of business cycle effects. First, the factor structure—captured by the introduction of the function \( f \)—allows the conditional mean of income growth to vary systematically over the business cycle across different groups of workers. Second, both types of shocks have variances that can potentially vary with the business cycle in a way that is also different across groups of workers.

In our implementation, we will consider a vector \( V^i_{t-1} \) that includes time-varying observable individual characteristics (age, past average income, and past income growth rate as of period \( t - 1 \)) as well as a fixed unobservable factor loading that is explained later below. An assumption that will be maintained in the analysis is that these characteristics vary slowly with time, so that \( V^i_t \approx V^i_{t+k} \) for small \( k \).

This formulation allows the effects of aggregate shocks to be transmitted differently to groups that differ in their labor market characteristics at the time a recession hits or an expansion gets underway. Of course, even individuals within these finely defined groups will likely experience different income growth rates during recessions and expansions, which
will be captured by the permanent and transitory shocks above. These capture the within-
group variation in shocks and we will also quantify the cyclical nature of such shocks.

**Between-Group Variation in Shocks.** It is useful to look at equation (3) again, this
time taking the mean conditional on each group:

\[
E(y_{t+k}^i - y_t^i | V_{t-1}^i) = f(V_{t-1}^i)(\lambda_{t+k} - \lambda_t) + \underbrace{E(\eta_{t+k} + \eta_{t+k-1} + \ldots + \eta_t | V_{t-1}^i)}_{=0} + E(\varepsilon_{t+k}^i - \varepsilon_t^i | V_{t-1}^i),
\]

We have

\[
E(y_{t+k}^i - y_t^i | V_{t-1}^i) = f(V_{t-1}^i)(\lambda_{t+k} - \lambda_t).
\]

Equation (4) provides a simple expression for between-group variation in income growth.
Taking the means within each group eliminates both permanent and transitory shocks
(since they average zero by assumption). Between any two periods \(t\) and \(t+k\), each group
has a different loading factor \(f(V_{t-1}^i)\) on the aggregate shock \((\lambda_{t+k} - \lambda_t)\). The key object
of interest is \(f(V_{t-1}^i)\), whose shape will tell us about the factor structure of income changes
over the business cycle. Below, we will group individuals by four observable characteristics and examine how much of the variation in income shocks can be explained by these
different characteristics.

One drawback of this measure is that the left hand side of equation (4) can only be
computed using individuals whose incomes are positive in year \(t\) and \(t+k\) (otherwise log
income will be minus infinite). This restriction could bias the results if the fraction of
individuals who are dropped from the sample varies systematically with \(V_{t-1}^i\) and over
the business cycle, which is quite possible. Later, in Section 5.2, we examine whether
this bias could be important. As another way to address this concern, we look at an
alternative measure for the left hand side of (4). Basically, for a given group \(V_{t-1}^i\), we use
all individuals to compute the average income of that group in \(t\) and \(t+k\) and then take
the logs to compute

\[
f_2(V_{t-1}^i) \equiv \log E(Y_{t+k}^i | V_{t-1}^i) - \log E(Y_t^i | V_{t-1}^i).
\]

This measure now includes both the intensive margin and the extensive margin of

income changes between two periods. It will be our preferred measure in Section 6, although we will also compare it to the original measure $f$.

**Within-Group Variation in Shocks.** One focus of this analysis will be on simple measures of income shock volatility, conditional on individual characteristics. That is, fix a group of workers that have the same vector $V_{t-1}^i$ at time $t$. Computing the within-group variance, we get:

$$\text{var}(y_{t+k}^i - y_t^i | V_{t-1}^i) = \left( \sum_{s=1}^k \text{var}(\eta_s | V_{t-1}^i) \right) + \left( \text{var}(\varepsilon_t | V_{t-1}^i) + \text{var}(\varepsilon_{t+k} | V_{t-1}^i) \right).$$

Two points to note from this formula. First, as we consider longer time differences (larger $k$), the variance reflects more of the permanent shocks as seen by the addition of the $k$ innovation variances and given that there are always two variances from the transitory component regardless of $k$. For example, computing this variance over 5 years that spans a recession (say 1979–84 or 1989–94) would allow us to measure how the variance of permanent shocks changes during recessions. It will also contain transitory components, but for two years that are not part of a recession (1979 and 1984, for example). Second, looking at short-term variance, say $k = 1$, yields a formula that contains only one permanent shock variance and two transitory shock variances. So, as we increase the length of the period over which the variance is computed, the computed statistic shifts from being informative about transitory shock variances towards more persistent variation. In the analysis below, we will consider $k = 1$ and $k = 5$. And with some abuse of language, we refer to them as transitory and persistent variances, respectively.

Finally, each of these variances can also differ across groups of individuals. Below, we will compute various statistics, including variances, separately for each one of these groups to investigate the nature of such variation.

### 4.2 Grouping Individuals into $V_{t-1}^i$

Let $t$ denote the generic time period that marks the beginning of a business cycle episode. We now describe how we group individuals based on their characteristics at time $t - 1$. 
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Each individual is identified by four characteristics that can be used to form groups. Not every characteristic will be used in the formation of groups in every experiment.

1. **Age.** Individuals are divided into seven age groups. The first six groups are five-year wide (25–29, 30–34, ..., 50–54) and the last one is covers six years: 55–60.

2. **Pre-Episode Average Income.** A second dimension individuals differ along is their average income (and especially where they rank relative to others). For a given year $t$, we consider all individuals who (i) were in the sample between $t-5$ and $t-1$ and (ii) during those five years, had at least three years of income above $Y_{\text{min},t}$, including in year $t-1$. In every experiment that uses average earnings, our sample contains only individuals who satisfy these additional criteria. Furthermore, as noted above, we are interested in average earnings to see how a worker ranks in the income distribution relative to his peers. But even within the narrow age groups defined above, age variation can skew the rankings in favor of older workers. For example, between ages 25 and 29, average earnings grows by 35.4% in our sample, and between 30 and 34, they grow by 18.3%. So, unless this lifecycle component is accounted for, a 29 year old worker in the first age group would appear in a higher income percentile than the same worker when he was 25. This would confound age and income effects, which ought to be avoided.

To adjust for this, we proceed as follows. First, using all income observations from our base sample from 1978 to 2010, we run a pooled regression of log earnings on age and cohort dummies without a constant to characterize the age profile of log earnings. We then scale the age dummies (denoted with $d_h$) so as to match the average log earnings of 25 year old individuals used in the regression. Then for a worker of age $h$ in year $t$, we normalize his earnings for each year from $t-5$ to $t-1$ with the (exponential of the) corresponding age dummy in that year: $Y_{i,t-s}/e^{d_h-s}$. We then average these earnings from $t-5$ to $t-1$ (and set earnings below $Y_{\text{min},t}$ to equal the threshold). This 5-year average earnings is denoted with $Y_{t-1}^{*}$.\footnote{We have also tried an alternative measure of average earnings that weighs each observation inversely with their distance from year $t-1$, to further bunch together individuals whose incomes are similar at more recent dates. To this end, for a given $t$, define the weight $w_{t,s} = (6-s)1\{Y_{t-s} \geq Y_{\text{min},t}\}$, which is zero for ineligible observations and declines with $s$ otherwise. Average earnings are: $Y_{t-5,t-1}^{*} = N_t^{-1} \Sigma_{s=1}^{5} w_{t,s} Y_{t-s}$, where $N_t$ is an appropriate scaling factor: $N_t = \Sigma_{s=1}^{5} w_{t,s}$. This made almost no change to the results reported here.}
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3. Pre-Episode Income Growth. A third dimension is (recent) income growth. This could be an indicator of individuals whose careers are on the rise, as opposed to being stagnant, even after controlling for average income as done above. For this purpose, we compute $\Delta_5(y_{t-1}) \equiv (y_{t-1} - y_{t-s})/(s-1)$, where $s$ is the earliest year after $t - 6$ in which the individual has income above the threshold.

Putting Them Together. The most detailed grouping we explore conditions jointly on the three variables described above. To form these groups, we first sort individuals within each age group according to $Y_{i,t-1}$ and then separately according to $\Delta_5(y_{i,t-1})$. Along each dimension, we compute the thresholds for the $N_{Y}$ and $N_{\Delta}$ quantiles, respectively. We use these thresholds to assign each individual into groups formed by the intersection of age, recent average income, and income growth categories. This process yields a total of $7 \times N_{Y} \times N_{\Delta}$ groups. This conditioning allows us to treat individuals within each group as fairly similar at time $t$. To give an idea about the bounds of a typical group, for the analysis below on the Great Recession, one such group will consist of individuals who (i) were between the ages of 35 and 39 in year 2006, (iii) earned an average annual income ($Y_{i,t-1}$) between $32,033 and $33,455 from 2002 to 2006, and (iii) experienced an annual income growth rate between $1.30\%$ to $1.49\%$ per year from 2002 to 2006. It is clear that this is a very finely defined group of individuals.\textsuperscript{15}

In the next two sections, we examine income changes between year $t$ and $t + k$ (where $k$ varies by experiment) both between and within each of these groups. Below, we shall also consider another classification of individuals—based on their inherent sensitivity to business cycles. That is somewhat more involved and is thus postponed until later.\textsuperscript{16}
Figure 11: Percentiles of Income Growth Distribution: Recession vs Expansion
5 Within-Group Shocks

We begin with the cyclicality of idiosyncratic shocks—i.e., within-group variation in income growth rates. An important question is whether or not idiosyncratic shocks have countercyclical variances, an idea popular in the existing literature. By idiosyncratic shocks, we mean income changes experienced by individuals who are ex ante (immediately prior to the shock) very similar based on their observable characteristics.

To study this question, we first condition on age and $Y_{i-t-1}$. A graphical construct that will be used to study within-group variation begins by plotting the quantiles of $Y_{i-t-1}$ for a given age group on the x-axis and plots the entire distribution of future income growth rates for that quantile on the y-axis. We denote these conditional distributions with $F(y_{t+k} - y_t | Y_{i-t-1})$.

Figure 11 is the first use of this graphical construct and contains a lot of information that will be referred to repeatedly in the rest of this section. The top panel displays P90, P50 (median), and P10 of the distribution of long-run changes, $y_{t+5} - y_t$, (on the y-axis) for each percentile of $Y_{i-t-1}$ (on the x-axis). To compare recessions and expansions, we averaged each one of these percentiles, separately over the four recessions (lines marked with “circles”) and three expansions (solid blue lines) during our sample period.\(^{17}\)

We begin by commenting on the variation in these percentiles as we move to the right along the x-axis. Interestingly, the following pattern holds in both recessions and expansions: At any point in time, individuals with the lowest levels of past average income

\(^{15}\)Information on detailed SIC codes is available, so, in principle, we could further classify individuals based on their 3- or 4-digit industry. Our preliminary results indicated that little was gained by this step, so we did not pursue this approach.

\(^{16}\)One observable characteristic that has often been used in the literature on wage inequality is educational attainment. The MEF does not contain any information on education, so we cannot use it in our analysis. Having said that, papers that investigated the cyclicality of the skill premium (i.e., between-education-group differences) found only a modest correlation with the business cycle. For example, both Castro and Coen-Pirani (2008, Table 2) and Balleer and van Rens (2011, Table 1) report a correlation of skill premium with GDP and productivity close to zero (ranging from –0.15 to 0.20). Therefore, this omission is probably not an important shortcoming of our analysis.

\(^{17}\)For 5-year changes, recession years can be defined in a number of ways since many 5-year periods cover a given recession. We have experimented with different choices and found them to make little difference to the substantive conclusions drawn here. The reported results are for a simple definition that includes one 5-year change for each recession that starts one year before the recession begins. Specifically, the recession graph averages over four 5-year periods starting in $t = 1979, 1989, 1999,$ and 2005 (since this is the latest possible 5-year change covering the Great Recession). Expansions average over all 5-year changes that do not coincide with a recession year. That is, periods starting in $t = 1983, 1984, 1993, 1994,$ and 2002.
Figure 12: Dispersion of Transitory and Persistent Income Changes
face the largest dispersion of income shocks \((y_{t+k} - y_t)\) looking forward. That is, L90-10 is widest for these individuals and falls in a very smooth fashion moving to the right. Indeed, workers who are between the 80th and 90th percentiles of the \(Y_{t-1}^i\) distribution face the smallest dispersion of shocks looking ahead. As we continue moving to the right (into the top 10%), the shock distribution widens again and does so monotonically as a function of past income. Notice that P10 and P90 of the \(y_{t+5}^i - y_t^i\) distribution look like the mirror image of each other relative to the median, so the variation in L90-10 as we move to the right is driven by similar variations in P90 and P10 individually.

Turning to the bottom panel, the same graph is plotted now for \(y_{t+1} - y_t\) (transitory shocks).\(^{18}\) Precisely, the same qualitative features are seen here with low- and high-income individuals facing a wider dispersion of persistent shocks than those in the “safer” zones—between the 80th and 90th percentiles. Of course, the scales of both graphs are different: the persistent shock distribution (measured both in terms of L90-50 and L50-10) is much wider than the transitory shock distribution, which is to be expected.

To sum up, both graphs reveal extremely strong and systematic variation in the dispersion of persistent and transitory income shocks across individuals with different past income levels.\(^{19}\)

Now we turn to two key questions of interest. First, what happens to idiosyncratic shocks in recessions? Are idiosyncratic shock variances countercyclical? And second, how does any potential change in idiosyncratic shocks vary across income levels (i.e., the cross-partial derivative)? In other words, do we see the shock distribution of individuals in different income levels being affected differently by recessions?

**Are Shock Variances Countercyclical?** The countercyclicality of income shock variances has received much attention in the literature. These earlier studies have focused on the cyclicality of persistent shocks, so this is where we also start (top panel of Figure 11). First, both P90 and P10 shift downward by similar amounts from expansion to recession (with P10 shifting down a bit more, but the difference is not very large). As can be anticipated from this, the gap (L90-10) changes by little over the business cycle. Indeed, this


\(^{19}\)This finding clearly contradicts one of the standard assumptions in the income dynamics literature—that the variance of income shocks does not depend on the current or past level of income. We explore these implications in a separate ongoing project.
Figure 13: Ratio of Shock Dispersion: Recession over Expansion

is the case, as we shall see momentarily. Furthermore, following the same steps as the one used to construct these graphs, one can also compute the variance of $y_{t+5} - y_t$ conditional on $Y_{t-1}$ during recessions and expansions, which is plotted in the top panel of Figure 12. As seen here, the two graphs (for expansions and recessions) virtually overlap, over the entire range of (pre-episode) income levels. For transitory shocks (bottom panel), there is more of a gap, but the two lines are still quite close to each other.

To make the measurement of countercyclicality more precise, Figure 13 plots the ratios of (i) standard deviations and (ii) L90-10s for recessions over expansions. For persistent shocks (lines marked with circles and squares), both the standard deviation and L90-10 measures are only about 2% higher in recessions than in expansions. In other words, while we find some evidence of counter-cyclicality, the magnitude is minuscule. For comparison, Storesletten et al. (2004) used indirect methods to estimate a standard deviation of 0.13 for innovations during expansions and 0.21 for recessions. The ratio is 1.75 (marked on the figure for comparison) compared with the 1.02 we find in this paper. The figure also plots the same two ratios (L90-10 and standard deviations) for transitory shocks. Here we see a bit more action relative to persistent shocks: the standard deviation is higher by about 4% (averaged across the x-axis) and L90-10 is higher by about 7%. These findings suggest that to the extent that recessions involve larger dispersion of shocks, these are to be found
in short-term shocks without much long-term effects. Having said that, these numbers are still very small compared with the values used in the literature.

A second question that was raised above was whether the effects of recessions were felt differently in different parts of the income distribution. It is probably evident by now that the answer is, perhaps surprisingly, “no.” Even though shocks, on average, have systematically very different dispersions in different parts of the distribution, the cyclical change in this dispersion is remarkably flat across the quantiles of $Y_{t-1}$ (the cross-partial derivative is zero). This is seen in the three figures just discussed, but is most apparent in Figure 13, where the ratios are quite flat, especially for persistent shocks. Therefore, we conclude that when it comes to the variance of shocks, different income groups are affected similarly by business cycle fluctuations.

5.1 Countercyclical (Left-)Skewness

The obvious question now is: Do recessions have any effect on income shocks? The answer is yes, which could already be anticipated from Figure 11, by noting that while P90 and P10
move down together during recessions, P50 (the median of the shock distribution) remains extremely stable and moves down by only a little. This has important implications: L90-50 gets compressed during recessions, whereas L50-10 expands. In other words, for every income level \( Y_{t-1} \), when individuals look ahead during a recession, they see a much smaller chance of upward movements (relative to an expansion), but a much higher chance of large downward movements. In fact, this result is not specific to using P90 or P10, but is pervasive across the entire distribution of future income growth rates. This can be seen in Figure 14, which plots the change in selected percentiles above (and including) the median from an expansion to a recession (top panel). The bottom panel shows selected percentiles below the median. Starting from the top, and focusing on the middle part of the x-axis, we see that P99 falls by about 30 log points from an expansion to a recession, whereas P95 falls by 20, P90 falls by 15, P75 falls by 6, and P50 falls by 5 log points, respectively. As a result, the entire upper half of the shock distribution gets squeezed towards the median. In other words, the half of the population who experience income change above the median now experience ever smaller upward moves during recessions. Turning to the bottom panel, again P50 falls by 5 log points, whereas P25 falls by 9, and P10 falls by 20 log points respectively. Consequently, the bottom half of the shock distribution now expands, with “bad luck” meaning even “worse luck” during recessions.

From this analysis, a couple of conclusions can be drawn. First, idiosyncratic risk is countercyclical. However, this does not happen by a widening of the entire distribution (e.g., variance rising), but rather a shift towards a more left-skewed shock distribution. Although this is evident from the top end compressing and bottom end expanding, one can compute measures of skewness to document this. Figure 15 plots the skewness of shocks within each percentile. With higher order moments, one has to be careful about extreme observations. These are not likely to be outliers as with survey data, but even if they are genuine observations, we may want to be careful that a few observations do not affect the overall skewness measure. For this purpose, we use “Kelley’s measure” of skewness, which relies on the quantiles of the distribution and is robust to extreme observations. It is also very straightforward to interpret as we shall see in a moment. It is computed as the relative difference between the upper and lower tail inequalities: \( (\text{L90-50} - \text{L50-10})/\text{L90-10} \). A negative number indicates that the lower tail is larger than the upper tail, and vice versa for a positive number.

Turning to figure 15, first, notice that individuals in higher income percentiles face a
more negatively skewed shock distribution, consistent with the idea that the higher an individual’s income is, the more it has room to fall. Second, though, this negative skewness increases during recessions both for transitory and persistent shocks. For example, for individuals at the median of past income distribution, Kelley’s measure for persistent shocks averages –0.14 during expansions. This number has a simple interpretation. It says that the dispersion of shocks above P50 accounts for 43% of overall L90-10 dispersion. Similarly, dispersion below P50 accounts for the remaining 57% (hence (43% – 57%)/100% = –0.14) of L90-10. In recessions, however, this figure falls to –0.30, indicating that L90-50 accounts for 35% of L90-10 and the remaining 65% is due to L50-10. This is a substantial shift in the shape of the persistent shock distribution over the business cycle. The change in the skewness of transitory shocks is similar, if somewhat less pronounced. It goes from –0.14 down to –0.25 at the median. As seen in the figure, the increased left-skewness during recessions is pervasive—it takes place across the entire income distribution with similar magnitudes (except, perhaps, for the very low-income individuals in the left corner of the x-axis).

To understand how different this conclusion is from a simple countercyclical variance formulation, let us take a look back at Figure 1, which plots the densities of two Normal random variables: one with zero mean and a standard deviation of 0.13 (corresponding
to innovation variance in expansions according to Storesletten et al. (2004)) and a second one with a mean of –0.03 and a standard deviation of 0.21 (recession). As seen here, the substantial increase in variance and small fall in the mean implies that many individuals will receive larger positive shocks in recessions than in expansions under this formulation. For comparison, the left panel of Figure 16 plots the empirical densities of income change from the US data, comparing the 1995–96 period to the worst year of the Great Recession (2008–09). To highlight how the density changes, the right panel plots the difference between the two densities. As seen here, the right side of the shock distribution is compressed while at the same time the left tail expands. Thus, recessions are times when it is quite unlikely for anybody to make a large upward move in incomes, whereas the risk of falling off the income ladder becomes significantly higher.

Interestingly, in one of the earliest papers on cyclical changes in income risk, Mankiw (1986) postulated that in recessions, a fraction $\lambda$ of individuals all draw the same negative shock which adds up to $-\mu$. So, ex ante, each person views a recession as a state where, with probability $\lambda$, their income will drop by $-\mu/\lambda$. Thus, negative shocks are concentrated among a subset of individuals in recessions. This structure induces a left-skewness of the same sort discovered in our analysis here, unlike the countercyclical variance structure proposed by Constantinides and Duffie (1996) and others.

Figure 16: Histogram of $\Delta(\log Y_t)$: US Data 1995–96 vs. 2008–09
5.2 Extensive Margin of Business Cycle Risk

The analysis so far in this section has been based on changes in log income, which required us to drop individuals with zero income in a given year \( t \) or \( t + k \). In this sense, these results characterized the income risk of individuals who spend at least part of both years in the labor market (i.e., excluding the long-term unemployed). On average, an excluded individual will have more than 18 months of zero income (so that he appears with zero income during an entire calendar year). Given that long-term unemployment is not very common in the United States, this probability is not very high. However, it is still a real risk whose likelihood probably changes over the business cycle.

Here, we provide a measure of this risk using the same graphical construct as above. For each percentile of past average income, Figure 17 plots the gap (expansions minus recessions) in the fraction of individuals who were employed (at least part year) in \( t \) and also had labor income (higher than \( Y_{\text{min}} \)) in \( t + 1 \). Put differently, the figure plots the rise in the risk of full year non-employment during recessions relative to expansions as a function of past income. Notice that, except for the lowest 30 percentiles, the rise is less than 1% of workers in that quantile and in fact averages close to 0.5%. It is safe to conjecture that such a small change in the composition of individuals over the business cycle is not likely
to affect the results presented so far, which mostly relied on the 90th and 10th percentiles of the \( yt+k - y_t \) distributions.

Second, to the extent that this compositional change does affect the results (for the lower 30 percentiles for example), which direction would the bias go? It is clear from Figure 17 that more individuals with zero income are dropped during recessions. If these individuals were somehow included, these observations would register as large negative income changes, further amplifying the countercyclical skewness documented above. Thus, to the extent that full-year non-employed individuals were incorporated into the analysis above, they would strengthen the findings in the paper. Having said that, our conjecture is that this effect would be modest as long as one uses a robust statistic to measure dispersion and skewness, given the relatively modest change in composition, except at the very low end of the past income distribution.

### 6 Between-Group (Systematic) Business Cycle Risk

We now turn to the systematic, or between-group, component of income risk. The goal here is to understand the extent to which income growth during a business cycle episode can be predicted by available observable characteristics prior to the episode.

#### 6.1 Variation Across \( \bar{Y}_{t-1} \) Quantiles

**Recessions.** We begin with a simple and useful benchmark. Consider a specific episode such as the Great Recession, with an aggregate shock of \((\lambda_{2010} - \lambda_{2007})\), which is a constant scalar. Suppose further that \( V_{t-1}^i \) is a grouping based on age and pre-episode average income: so for each age group, we rank individuals by \( \overline{Y}_{2006}^i \) and group them into 100 percentile bins. For each percentile group, we compute the log mean income in 2007 and 2010 (including zero incomes when applicable) and compute \( f_2 \) as defined in equation (5).\(^{20}\) Now, if we estimate \( f_2 \) to be a constant (flat) function, this would tell us that, during the Great Recession, there was no systematic (between-group) variation in income growth across groups of individuals with different \( \overline{Y}_{t-1}^i \). If \( f_2 \) is upward sloping, that would

\(^{20}\)We will also construct the \( f \) function and compare with \( f_2 \) later.
indicate a factor structure in favor of individuals with high $\bar{Y}_{t-1}$.\(^{21}\)

Figure 18 plots the estimated function $f_2$ for the 2007–10 period, for each of the six age groups (the last one excluded) defined above. Several results can be seen here. First, $f_2$ looks quite different for the youngest two groups compared to the rest—but is virtually identical for all four age groups between ages 35 and 54. Motivated by this finding (which is also true in other periods we study), from now on we combine individuals aged 35 to 54 into one group and refer to them as “prime-age males.” For brevity, we also combine the first two age groups into one and refer to them as “young workers” (ages 25 to 34).

Second, and substantively more important, for prime-age males the $f_2$ function is upward sloping and rises almost linearly up to about the 90th percentile (with a mild concavity in the lowest 20 percentiles), subsequently tapers off, and then falls of a cliff at the very top income percentile. To see this pattern more clearly, Figure 19 plots the aggregated $f_2$ function for prime-age males for all four recessions during our sample period. For the 2007–10 recession (black line with squares), $f_2$ is upward sloping in an almost linear fashion and rises by about 17 log points between the 10th and 90th percentiles. So, workers with

\(^{21}\)This statement relies on shocks not exhibiting mean reversion. If $z_t$ was a mean-reverting process, $f_2$ would be downward sloping in $\bar{Y}_{2006}$. So any sign of upward slope despite this would be an indication of a factor structure.
Figure 19: Growth in Log Average Income during Recessions, Prime Aged (35–54) Males

a pre-recession average income in the 10th percentile saw their income decline by about 25 log points during the recession, compared with a decline of only 8 log points for workers in the 90th percentile.\(^{22}\) Clearly, this factor structure leads to a significant widening of the income inequality over much of the distribution. However, this good fortune of high income individuals does not extend to the very top: \(f_2\) first flattens beyond the 90th percentile and then for the top 1%, it actually falls very steeply. Specifically, those in the top 1% experienced an average loss of 27 log points compared with 12.5 log points for those in the 99th percentile. One conclusion we draw from this analysis is that individuals near the 90th percentile of the average income distribution (making about $100,000 per year) as of 2006 have suffered the smallest income loss of any income group during the recession. In this sense, these workers have been more resilient than both higher and lower income groups.

Turning to the other major recession in our sample—the 1979–83 episode—\(f_2\) looks very similar to the Great Recession period between the 10th percentile and about the

\(^{22}\)Recall that the income measure used in these computations, \(y_t\), is net of income growth due to lifecycle effects as explained in Section 4. This adjustment shifts the intercept of the \(f_2\) function downward, which should be considered when interpreting the reported income growth figures.
95th percentile, with the same linear shape and a slightly smaller slope. However, for individuals with very low average income (below the 10th percentile), the graph is downward sloping, indicating some mean reversion during the recession. Also, and perhaps surprisingly, there is no steep fall in income for the top 1% during this recession—in fact, these individuals experienced the highest income growth of all income groups during this recession. Overall, however, for the majority of workers, the 1979–83 recession was very similar to—slightly milder than—the Great Recession, both in terms of its between-group implications and its average effect. Of course, the former contains two actual recessions and lasts one extra year, which goes to show the severity of the latter.

Finally, we turn to the other two recessions during this period. Consistent with the general view that these were mild recessions, both of them feature modest falls in average income—about 3 log points for the median \((Y_{it-1})\) individual in these graphs. The 1990–92 recession also features mild but clear between-group differences, with \(f_2\) rising linearly by about 7 log points between the 10th and 90th percentiles. The 2000–02 recession overlaps remarkably well with the former up to about the 70th percentiles and then starts to diverge downward. In particular, there is a sharp drop after the 90th percentile. In fact, for the top 1%, this recession turns out to have the worse outcomes of all recessions—an average drop of 33 log points in two years!

Inspecting the behavior of \(f_2\) above the 90th percentile reveals an interesting pattern. For the first two recessions in our sample period, very high-income individuals fared better than anybody else in the population, whereas for the latest two recessions, there has been a remarkable reversal of these fortunes and the highest-income individuals suffered the most. We conjecture that this new pattern may have to do with the rise of bonuses in the compensation of highly paid workers, which are more likely to be procyclical than base salary. In any case, this is an interesting fact that deserves further study.

**Taking Stock.** To sum up our findings so far, there is a very clear systematic pattern to average income growth during recessions for prime-age males. For the substantial majority

\[23\text{We conjecture that this has more to do with the fact that for the 1979–83 recession, we were limited to using only year 1978 income to form groups (rather than taking 5-year averages in other periods), which led to a higher degree of mean reversion than would otherwise have been the case.}\]

\[24\text{It should be stressed that these two recessions last half as long as the other two longer recessions, so the slope of these graphs should be interpreted in this context. However, normalizing total income growth (the vertical axis in these graphs) by the duration of each recession is not necessarily a solution, because even during longer recessions, the largest income falls have been concentrated within one- or two-year periods (2008–09, for example).}\]
of individuals below the 90th percentile, income loss during a recession varies almost linearly with pre-recession average income. The slope of this relationship also varies with the severity of the recession: the severe recessions of 1979–83 and 2007–10 saw a gap between the 90th and 10th percentiles in the range of 15 log points, whereas the milder recessions of 1990–92 and 2000–02 saw a gap of 4–5 log points. Second, the fortunes of very high income individuals require a different classification, one that varies over time: more recent recessions have seen substantial income losses for high-income individuals, unlike anything seen in previous ones.

Before concluding, it is interesting to compare these patterns with those for younger workers: during the 2007–10 recession, $f_2$ is virtually flat for this group, indicating no significant between-group differences (and even a small rise for those in the 90th percentile and above). In other words, for young workers, the aggregate shock seemed to hit all income groups more or less with the same force (no clear factor structure). The same is true for the milder recessions of 1990–92 and 2000–02, which also show a generally flat shape between the 10th and 90th percentiles. The only deviation is for the lowest incomes during the 1979–83 recession—although the caveat noted above applies here as well. The top 1% also show a strong drop for three out of four recessions. Overall however, for
younger individuals, pre-recession income is a far less useful predictor of fortunes during a recession.

**Expansions.** The next two figures (21 and 22) plot the counterparts of the $f_2$ function during expansions for prime-age and young males, respectively. Broadly speaking, for all workers in all expansions, $f_2$ has a U-shape, which is in stark contrast to the upward sloping shape that emerges during recessions.

For prime-age males, there is a clear pattern for workers that entered the expansion with an average income above the median: the $f_2$ function is upward sloping, indicating further spreading out of the income distribution at the top during the expansion. For workers below the median, income behavior has varied across expansions. The 1990s expansion has been the most favorable, with a strong mean reversion raising the incomes of workers at the lower end relative to the median. The other two expansions show little factor structure in favor of low income workers—the function is quite flat, indicating that income changes have been relatively unrelated to past income. The pattern is somewhat different for younger workers: there is a pronounced U-shape for all expansions, showing a catching up for all workers below the median.
To summarize these patterns, Figure 23 aggregates $f_2$ across all age groups and combines separate recessions and expansions. As seen here, there is a clear U-shape emerging during expansions—indicating a compression of the income distribution at the bottom and expansion at the top. In contrast, the recessions reveal an upward sloping figure, indicating a widening of the entire distribution except at the very top (above the 95th percentile). Therefore, we conclude that the key cyclical impact of business cycles is felt below the median, which expands during recessions and compresses during expansions.

6.2 Rising Stars versus Stagnant Careers

We now control for two characteristics—$\bar{Y}_{t-1}^j$ and $\Delta_5(y_{t-1}^i)$—simultaneously. To this end, we proceed as follows. For each episode under study, we first sort individuals according to their $\bar{Y}_{t-1}^j$ and $\Delta_5(y_{t-1}^i)$ (independently in each dimension) and compute 40- and 50-quantile thresholds, respectively. We cross the two variables (indexed by $j$ and $p$) to obtain 2,000 cells, for each of which we compute the average (residual) labor earnings: $y_{t}^{jp}$ and $y_{t+k}^{jp}$. We then regress

25Because the two variables can be correlated, there is no presumption that every cell will contain the same number of observations (unlike the previous experiment with a single characteristic). Therefore, we
Two main results emerge. First, controlling for past income growth has virtually no effect on the relationship between the quantiles of average income and future income growth documented above. Thus, further conditioning does not alter the relationship documented so far. Second, past income growth itself has a significant effect on future income growth. This is shown in Figure 24, which plots average income growth during expansions (blue line with circle markers) and recessions (red line with square markers). While mean reversion is apparent in both cases, the gap between the two graphs is smallest in the middle and expands at both ends. The implication is that workers with the highest and lowest income drop cells that have less than 30% of the maximum number of observations.
growth rates prior to an episode do better during expansions than recessions. This is related to the fact documented earlier that the top of the income shock distribution collapses during recessions. Consequently, those individuals whose income would have grown relatively faster actually slow down during a recession.

6.3 Cyclical Incomes: Worker $\beta^i$'s

A different perspective on the factor structure and the systematic component of business cycle risk is the following. Can we predict the fortunes of a worker during a given recession if all we know is how his income changed in previous recessions and expansions? In other words, how useful is a notion of systematic risk in individual incomes?\footnote{This notion is directly analogous to the CAPM literature that seeks to identify the systematic component of each stock return.}

First, we begin with a version of (1), which we write here as:

$$y_{t,h}^i = \beta^i \times (\bar{y}_t^A - \bar{y}^A) + \left[ a^i + b^i h + c^i h^2 \right] + \xi_t^i,$$

where $\beta^i$ is the key individual-specific parameter that measures how sensitive an individ-
ual’s income is to business cycle fluctuations. The latter is captured by the movements in log average labor earnings, $\bar{y}_t^A$, which is normalized by its time series average $\bar{y}^A$ so as to have zero mean over time.\footnote{To compute $\bar{y}_t^A$ for a given year, we include all males between the ages of 25 and 60, including those with zero income. The first difference of this series was reported in column 4 of Table I.} Here $f(V_{t-1}^i) \equiv \beta^i$ and $\lambda_t \equiv \bar{y}_t^A$ and the lifecycle component allows for an individual-specific quadratic polynomial. Finally, $\xi_t^i$ is a potentially autocorrelated residual. The advantage of this specification is that by making the factor $\lambda_t$ observable and the loading term fixed over time, it allows us to estimate this regression separately for each individual using a time series of his earnings.

One goal of this analysis is to assess the out-of-sample predictive power of $\beta^i$ (that has not been used in estimating equation (7)) for an individual’s fortunes during a recession. Thus, for a given recession (e.g., 1979–83, 2007–10), we estimate the regression above by excluding that episode from our sample. (To save on notation, we do not explicitly indicate the episode that has been excluded using a subscript.) We first quantify the differences in income growth between groups of individuals with different levels of $\beta^i$. Furthermore, the analysis in the previous section has shown that past average income level and growth rate can be important predictors of fortunes during subsequent recessions.\footnote{At least two other papers have run regressions of the form (7). Solon et al. (1994) use PSID data and emphasize composition bias for understanding why this regression implies a small cyclicality when using aggregate data but much larger values with micro data. Schulhofer-Wohl (2011) uses a similar regression to measure the cyclicality of earnings for workers with low and high risk aversion using Social Security data that is capped at the taxable limit for most of the period.} Thus, we also want to quantify the effects of these three risk factors jointly $(\beta^i, \bar{Y}_{t-1}^i, \Delta_5(y_{t-1}^i))$. Because each factor may have very nonlinear effects—and these non-linear effects may also vary by the quantile of the income growth distribution—we will use, as before, an approach that is as non-parametric as possible.

The need to have a long time series of earnings requires us to focus on a subsample of cohorts that are between the ages of 22 to 31 in 1978. These individuals are guaranteed to have at least 30 years of data between the ages of 25 and 60 during our sample period (which may involve years with zero annual earnings). Moreover, because each regression is estimated by taking out a certain episode that ranges from 2 to 4 years, this leaves us with individuals who have at least 26 years of data that can be used for estimation. In addition, to ensure at least a moderately strong labor market attachment for individuals in our sample, we require an individual to have earnings above the minimum threshold during at least 2/3 of the sample period—22 years. There are 1,553,002 individuals that...
satisfy the described criteria and, hence, as many regressions.\(^{29}\)

So, how is equation (7) estimated? We include zero earnings into this regression by setting them equal to \(Y_{\min,t}\). Consequently, the distribution of \(y^i_t\) is very non-symmetric due to occasionally large drops to \(\log(Y_{\min,t})\). We conducted a Monte Carlo study, which suggested that a quantile regression for the median was more robust and yielded much less bias for \(\beta^i\) (as well as less bias for all other parameters.) Thus, we estimate equation (7) via a quantile regression for the median.

Table III reports summary statistics for the distribution of the estimated parameters of equation (7) using data from 1978 to 2006. The estimated \(\beta^i\)’s will be used subsequently for analyzing their predictive power for the 2007–10 income changes. Starting from \(\beta^i\), it has a mean of 0.74 and a large standard deviation of 4.13. The finding that the mean \(\beta^i\) is close to 1 is plausible, although one should not expect it to be exactly equal to 1 for at least two reasons. First, because we track a fixed set of cohorts, they represent a subsample of the population (whose age is also changing over time). Therefore, aggregating the left hand side does not yield the average labor earnings in the economy, which is the \(\overline{y}^i_t\) term on the right hand side. Second, because we include an individual-specific polynomial in age, this component can soak up some of the time variation in the left hand side. Considering these factors, the value of 0.74 is quite close to 1.

Second, notice that \(\beta^i\) has a high standard deviation of 4.13. The 10th percentile of the \(\beta^i\) distribution is –2.5 and the 90th percentile is 5.0, indicating that many individuals have significant cyclicality in their labor earnings. Furthermore, the distribution of \(\beta^i\) is very symmetric (skewness of zero) but extremely leptokurtic (kurtosis of 9.93). Finally, Table III also reports the distributions of other parameters. The common finding is one of substantial dispersion across individuals and very high kurtosis for all parameters estimated.

**Putting The Pieces Together: \(\beta^i\) and \(\overline{Y}^i_{t-1}\).** To estimate between-group differences, we proceed as before, now replacing \(\Delta\gamma_i(y^i_{t-1})\) with \(\beta^i\) in regression (6). Figure 26 plots the estimated coefficients \(\gamma_p\), for \(p = 1, \ldots, 40\), measuring the log average income growth by \(\beta^i\) quantile during five episodes—four recessions and a short expansion period: 1994–96. As mentioned above, this analysis is conducted with a fixed sample, which is aging over time. So, age effects should also be taken into account in interpreting patterns over different

\(^{29}\)The three oldest cohorts (aged 29 to 31 in 1978) are older than 60 years old in 2010. Therefore, these three cohorts are excluded from the analysis when we examine the 2007–2010 recession.
Table III: Individual-level Regressions: Characterizing Business-Cycle Comovement

\[ y_{i,t,h} = \beta^i \times (\bar{y}_t^i - \bar{y}^i) + [a^i + b^i h + c^i h^2] + \xi^i \]

<table>
<thead>
<tr>
<th></th>
<th>(\beta^i)</th>
<th>(a^i)</th>
<th>(b^i)</th>
<th>(c^i \times 100)</th>
<th>(\sigma_\xi)</th>
<th>pseudo-(R^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.744</td>
<td>9.819</td>
<td>0.077</td>
<td>-0.197</td>
<td>0.491</td>
<td>0.323</td>
</tr>
<tr>
<td>Std dev</td>
<td>4.13</td>
<td>1.277</td>
<td>0.162</td>
<td>0.505</td>
<td>0.466</td>
<td>0.206</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.05</td>
<td>-1.115</td>
<td>0.313</td>
<td>-0.772</td>
<td>1.680</td>
<td>0.059</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>9.93</td>
<td>7.22</td>
<td>6.93</td>
<td>7.48</td>
<td>8.312</td>
<td>4.73</td>
</tr>
<tr>
<td>P10</td>
<td>-2.558</td>
<td>8.181</td>
<td>-0.075</td>
<td>-0.795</td>
<td>0.034</td>
<td>0.072</td>
</tr>
<tr>
<td>P25</td>
<td>-0.695</td>
<td>9.406</td>
<td>0.00</td>
<td>-0.366</td>
<td>0.110</td>
<td>0.163</td>
</tr>
<tr>
<td>P50</td>
<td>0.380</td>
<td>10.082</td>
<td>0.058</td>
<td>-0.116</td>
<td>0.386</td>
<td>0.304</td>
</tr>
<tr>
<td>P75</td>
<td>1.938</td>
<td>10.543</td>
<td>0.142</td>
<td>0.004</td>
<td>0.721</td>
<td>0.470</td>
</tr>
<tr>
<td>P90</td>
<td>5.007</td>
<td>10.935</td>
<td>0.276</td>
<td>0.239</td>
<td>1.106</td>
<td>0.611</td>
</tr>
<tr>
<td>P95</td>
<td>7.963</td>
<td>11.258</td>
<td>0.370</td>
<td>0.461</td>
<td>1.376</td>
<td>0.683</td>
</tr>
<tr>
<td>P99</td>
<td>13.830</td>
<td>12.451</td>
<td>0.558</td>
<td>1.131</td>
<td>2.028</td>
<td>0.797</td>
</tr>
</tbody>
</table>

Note: A separate regression is estimated for each individual that is between ages 25 and 60 and has at least 30 years of potential income observations from 1978 to 2010 (cohorts aged 22 to 31 in 1978). There were a total of 1,553,002 individuals who satisfied these restrictions in our sample and, hence, as many regressions. The equation was estimated using quantile regression for the median using data from 1978 to 2006.

episodes over time. The graphs are all normalized to zero at the 10th percentile of \(\beta^i\) to separate the significant nonlinearities to the left of this point.

First, looking at the expansion episode (solid blue line), it slopes up throughout the entire range, consistent with the idea that individuals with high \(\beta^i\) have more procyclical earnings. Of course, the particular \(\beta^i\) used in this exercise is estimated excluding the 1994–96 period, so it is interesting to note the strong predictive power it has for those two years: individuals in the 90th percentile of the \(\beta^i\) distribution experience an income growth that is 13 log points higher than those in the 10th percentile during these two expansion years (1994 to 1996).

Turning to the recessionary episodes, the graphs flip and do so especially strongly for the first two recessions in this period. For example, during the 1979–83 recession, individuals in the 90th percentile of the \(\beta^i\) distribution had their income fall by 15 log points more than those in the 10th percentile. Similarly, during the 1990–92 recession, the gap in income growth between the 90th and 10th percentiles of \(\beta^i\) was +11 log points. The contrast with the subsequent expansion is striking: individuals with \(\beta^i\) in the 90th percentile had their
Log quantiles of \( \beta^i \). The red line with circle markers plots the log of average lifetime income for individuals within a \( \beta \) quantile. The blue line marked with squares plots the average of log lifetime income for individuals within a \( \beta \) quantile. Because of the dispersion of lifetime income across individuals with given \( \beta^i \) and Jensen’s inequality, the former is always higher than the latter.

Income fall by 15 log points more during the recession than did those with low \( \beta^i \) (those in the 10th percentile), only to have their fates reversed during the expansion: a 13 log point rise relative to the same group.

The last two recessions display a similar picture, although a bit more muted, which is likely due to the aging population. For example, during the Great recession, workers with a \( \beta^i \) in the 90th percentile saw their earnings fall by 4 log points more than those in the 10th percentile, whereas during the 2000–02 recession, the gap was reversed but remained very small (about +2 log points).

To conclude, these results reveal a very strong factor structure along two dimensions: pre-episode average income and \( \beta^i \). These patterns themselves also vary strongly between young and prime-age workers.

7 Conclusions

This paper has documented some new facts regarding between- and within-group variation in income growth rates over the business cycle. Using a very large and confidential
longitudinal dataset with little measurement error, we document three sets of empirical facts.

Our first set of findings concerns the cyclical nature of idiosyncratic shocks. Our analysis shows that income shock variances are not countercyclical. Instead it is the left-skewness of shocks that is countercyclical. That is, during recessions, the upper end of the shock distribution collapses—i.e., large upward wage movements become less likely—whereas the bottom end expands—i.e., large drops in income become more likely. Moreover, the center of the shock distribution is very stable and moves very little compared to either tail. This is also related to another fact not studied in detail in this paper: earnings changes are extremely leptokurtic. That is, most income changes from year to year are very small, but once in a while there is a substantial change in earnings. Consequently, in a given year, most observed income changes are small and change little from recession to expansions, which gives the distribution its very stable center. What does change (more significantly) is the behavior of the tails, which swing back and forth in unison over the business cycle. These swings lead to cyclical changes in skewness, but not so much in overall dispersion.

Second, we examine the systematic component of business cycle risk. We study four separate dimensions: whether the income loss during recession depends on (i) age, (ii)
pre-episode average earnings, (iii) pre-episode earnings growth rate, or (iv) one’s inherent sensitivity to business cycles ($\beta^i$) measured as the comovement of earnings with the cycle (excluding the episode under study). First, we find important age variation in the patterns that we document between young (25–34) and prime-age (35–54) male workers, but not much variation within each group. Second, two variables (ii and iii) turn out to be excellent predictors of a worker’s income growth rate during business cycle episodes. The magnitudes are large and the documented patterns are simple (straight lines, or U-shapes, etc).

Third, the one deviation we find from these simple patterns is a remarkably non-linearity for individuals who enter a recession with very high incomes—those in the top 1%. During the last two recessions, these individuals have experienced enormous income losses (about 30 log points), which dwarfs the losses of individuals even with slightly lower incomes.
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