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Prices, Markups and Trade Reform

1 Introduction

Trade reforms have the potential to deliver substantial benefits to economies by forcing a more
efficient allocation of resources. A large body of theoretical and empirical literature has analyzed
the mechanisms behind this process. When trade barriers fall, aggregate productivity rises as less
productive firms exit and the remaining firms expand (e.g., Melitz (2003) and Pavcnik (2002)) and
take advantage of cheaper or previously unavailable imported inputs (e.g., Goldberg et al. (2010a)
and Halpern et al. (2011)). Trade reforms also have been shown to reduce firms’ markups (e.g.,
Levinsohn (1993) and Harrison (1994)). Based on this evidence, we should expect trade reforms to
exert downward pressure on firm prices. However, because firm prices are rarely observed during the
period of a trade reforms, we have little direct evidence on how prices respond to liberalization. This
paper fills this gap by developing a unified framework to estimate jointly markups and marginal costs
from production data, and examine how prices, and their underlying markup and cost components,
adjusted during India’s comprehensive trade liberalization.

Our paper makes three main contributions. The first contribution is towards measurement. In
order to infer markups, one requires estimates of production functions. Typically, these estimates
have well-known biases if researchers use revenue data rather than quantity data to estimate pro-
duction functions. Estimates of “true” productivity (or marginal costs) are confounded by demand
shocks and markups, and these biases may be severe (see Foster et al. (2008)). De Loecker (2011)
demonstrates that controlling for demand shocks substantially attenuates the productivity increases
in response to trade reforms in the European Union textile industry. As a result, approaches to infer
markups from production data may be problematic if one uses revenue information. We alleviate
this concern by exploiting detailed firm-level data from India that contain the prices and quantities
of firms’ products over time to infer markups from a quantity-based production function.

The second contribution is to develop a unified framework to estimate markups, marginal costs
and productivity of multi-product firms across a broad set of manufacturing industries. Since these
performance measures are unobserved, we must impose some structure on the data. However, our
approach requires substantially fewer assumptions than is typically required in industrial organiza-
tion studies. Crucially, our approach does not require assumptions on consumer demand, market
structure or the nature of competition. This flexibility enables us to infer the full distribution of
markups across firms and products over time in different manufacturing sectors. Moreover, since
prices are directly observed, we can directly recover marginal costs from our markup estimates. Our
approach is quite general and since data containing this level of detail are becoming increasingly
available, this methodology will be useful to researchers studying other countries and industries.1

The drawback of this approach is that we are unable to perform counterfactual simulations and
welfare analysis since we do not explicitly model consumer demand and firm pricing behavior.

Third, existing studies that have analyzed the impact of trade reforms on markups have focused
exclusively on the competitive effects from declines in output tariffs (e.g., Levinsohn (1993) and

1To our knowledge, the following countries contain firm-level panel data that record the prices and quantities of
the products that firms manufacture: France, U.S., Colombia, Denmark, Slovenia, and Hungary.
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Harrison (1994)). Comprehensive reforms also lower tariffs on imported inputs and previous work,
particularly on India, has emphasized this aspect of trade reforms (e.g., see Goldberg et al. (2009)).
These two tariff reductions represent distinct shocks to domestic firms. Lower output tariffs increase
competition by changing the residual demand that firms face. Conversely, firms benefit from lower
costs of production when input tariffs decline. It is therefore important to account for both forms
of liberalization in order to understand the total impact of trade reforms on prices and markups. In
particular, the decline in markups depends on the extent to which firms pass these cost savings to
consumers, which is influenced both by the market structure and the demand curve that firms face.
For example, in models with monopolistic competition and CES demand, markups are constant and
so by assumption, pass-through of tariffs on prices is complete. Arkolakis et al. (2012) demonstrate
that several of the influential trade models assume constant markups and by doing so, abstract
away from the markup channel as a potential source of gains from trade. This is the case in
Ricardian models that assume perfect competition, such as Eaton and Kortum (2002), and models
with monopolistic competition such as Krugman (1980) and its heterogeneous firm extensions like
Melitz (2003). There are models that can account for variable markups by imposing some structure
on demand and market structure (e.g., Bernard et al. (2003), Melitz and Ottaviano (2008), Feenstra
and Weinstein (2010) and Edmonds et al. (2011)). While these studies allow for richer patterns
of markup adjustment, the empirical results on markups and pass-through ultimately depend on
the underlying parametric assumptions. Ideally, we want to understand how trade reforms affect
markups without having to rely on explicit parametric assumptions of the demand systems and/or
market structures, which themselves may change with trade liberalization.

The structure of our analysis is as follows. We use production data to infer markups by exploiting
the optimality of firms’ variable input choices. Our approach is based on De Loecker and Warzynski
(2012), but we extend their methodology to account for multi-product firms and to take advantage
of observable price data. The key assumption we need to infer markups is simply that firms minimize
cost; then, markups are the deviation between the elasticity of output with respect to a variable
input and that input’s share of total revenue.2 We obtain this output elasticity from estimates
of production functions across many industries. In contrast to many earlier studies, we utilize
physical quantity data rather than revenues to estimate the production functions.3 This alleviates
the concern that the production function estimation is contaminated by prices, yet presents different
challenges that we discuss in detail in Section 4. Most importantly, using physical quantity data
forces us to conduct the analysis at the product level since without a demand system to aggregate
across products, prices and physical quantities are only defined at the product level. We also
confront the potential concern that (unobserved) input prices vary across firms. This concern is

2Our framework explicitly accounts for production that relies on fixed factors that may be costly to adjust over
time. These include machinery and capital goods, and potentially also labor. This is particularly important in a
country like India that has relatively strong labor regulations (Besley and Burgess (2004)) as well as capital market
distortions. Our approach requires at least one flexible input that is adjustable in the short run; in our case, this
variable input is materials.

3Foster et al. (2008) also use quantity data in their analysis of production functions, but they focus on a set of
homogeneous products.
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usually ignored in earlier work, but we show how to deal with this issue by exploiting variation in
observed output prices and input tariffs.

This approach calls for an explicit treatment of multi-product firms. We show how to exploit
data on single-product firms along with a sample selection correction to obtain consistent estimates
of the production functions. The benefit of using single-product firms in the production function
estimation stage is that we do not require assumptions on how firms allocate inputs across products,
something we do not observe in our data.4 While this approach may seem strong, it simply assumes
that the physical relationship between inputs and outputs is the same for single- and multi-product
firms that manufacture the same product. That is, a single-product firm uses the same technology
to produce a rickshaw as a multi-product firm. This assumption is already implicitly employed
in all previous work that pools data across single- and multi-product firms (e.g., Olley and Pakes
(1996) or Levinsohn and Petrin (2003)). Moreover, this assumption of the same physical production
structure does not rule out economies of scope, which can operate through lower input prices for
multi-product firms (for example, due to discounts associated with bulk purchases of materials),
or higher (factor-neutral) productivity of multi-product firms. Once we estimate the production
functions from the single-product firms, we show how to back out the quantity-based productivity
of multi-product firms and their allocation of inputs across its products.

Our estimation of the output elasticities of the production function provides reasonable results.
A noteworthy feature of the production function results is that the estimation on quantity data
yields economies of scale in most sectors. This finding is consistent with Klette and Griliches (1996)
and De Loecker (2011) who showed that estimation based on revenue data leads to a downward
bias in the estimated returns to scale. We obtain the markups for each product manufactured by
firms by dividing the output elasticity of materials by the materials share of total revenue (which
is in the data).5 Then, by dividing prices by the markups, we obtain marginal costs.

The performance measures are correlated in intuitive ways and are consistent with recent het-
erogeneous models of multi-product firms. Markups (marginal costs) are positively (negatively)
correlated with a firm’s underlying productivity. More productive firms manufacture more prod-
ucts, but firms have lower markups (higher marginal costs) on products that are farther from their
core competency.6 Foreshadowing the impact of the trade liberalizations, we find that changes in
marginal costs are not perfectly reflected by changes in prices because of variable markups.

We then analyze how prices, marginal costs, and markups adjust during India’s trade liberal-
4Suppose a firm manufactures three products using raw materials, labor and capital. To our knowledge, no

dataset covering manufacturing firms reports information on how much of each input is used for each product. One
way around this problem is to assume input proportionality. For example, Foster et al. (2008) allocate inputs based on
products’ revenue shares. This approach is valid under perfect competition or the assumption of constant markups
across all products produced by a firm. While these assumptions are appropriate for the particular homogenous
good industries they study, we study a broad class of differentiated products where these assumption may not apply.
Moreover, this study aims to estimate markups without imposing such implicit assumptions.

5For multi-product firms, we use the estimated input allocations in the markup calculation.
6As noted earlier, we obtain these results without any assumptions on the underlying demand system or market

structure. However, these correlations are consistent with Mayer et al. (2011). The correlation between product sales
rank and marginal costs are also consistent with Eckel and Neary (2010) and Arkolakis and Muendler (2010).
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ization. As has been discussed extensively in earlier work, the nature of India’s reform provides
an identification strategy that can alleviate the usual endogeneity concerns associated with trade
liberalization.7 The combination of an important trade reform that has statistical benefits and the
ability to observe not only prices, but their underlying components, is an important contribution
of our analysis. Perhaps not surprisingly, we observe a decline in prices during the reform period.
However, the distributions of prices before and after the reform are quite similar. When we account
for general sectoral-trends, we estimate that the overall trade liberalization (on average, output
and input tariffs fell 62 and 24 percentage points, respectively) lowers prices, on average, by 13
percent relative to an industry that experiences no tariff changes. However, we find that relative
marginal costs fall on average by nearly 25 percent. The cost declines are primarily driven by the
input tariff liberalization, which is consistent with earlier work demonstrating the importance of
imported inputs in India’s trade reform. Output tariffs have only a small effect on costs, suggesting
that reductions of X-inefficiencies were modest.8 Since our prices decompose exactly into their un-
derlying cost and markup components, we can show that the reason the relatively large decline in
marginal costs did not translate to equally large price declines was because firms raised markups.
On average, we find that the trade reform increased relative markups by 11 percent. Firms appear
to offset the decline in costs coming from tariff reductions by raising markups (we show that their
ability to raise markups even further is mitigated by the pro-competitive impact of output tariff
declines). The net effect is that the trade reforms have an attenuated impact on prices.

Overall, our results suggest that in the short run, the most likely beneficiaries of the trade
liberalization were domestic Indian firms who were able to benefit from lower production costs
while raising markups. The short-run gains to consumers are smaller, especially considering that
we observe factory-gate prices rather than retail prices. However, we stress that the additional
short-run profits to the firms may have spurred innovation in Indian manufacturing, particularly in
the introduction of many new products. These new products accounted for about a quarter of overall
manufacturing growth (see Goldberg et al. (2010b)). Furthermore, the new product introductions
were concentrated in sectors with disproportionally large input tariff declines thereby allowing firms
access to new, previously unavailable imported materials (see Goldberg et al. (2010a)). To the
extent that the extra profits we document as a result of the input tariff reductions were used to
finance the development of new products, the long-term gains to consumers could be substantially
larger. This analysis, however, lies beyond the scope of this current paper.

In addition to the papers discussed earlier, our work is related to a wave of recent papers that
focus on productivity in developing countries, such as Bloom and Van Reenen (2007) and Hsieh
and Klenow (2009). The low productivity in the developing world is often attributed to lack of
competition (Bloom and Van Reenen (2007)) or the presence of policy distortions that result in

7Many studies have exploited the differential changes in industry tariffs following the 1991 trade liberalization.
For example, see Topalova (2010), Sivadasan (2009), Topalova and Khandelwal (2011) and Goldberg et al. (2010a,b).

8The relative importance of input and output tariffs is consistent with Amiti and Konings (2007) and Topalova
and Khandelwal (2011) who find that firm-level productivity changes in Indonesia and India, respectively, were
predominantly driven by input tariff declines.

5



Prices, Markups and Trade Reform

a misallocation of resources across firms (Hsieh and Klenow (2009)). Against this background, it
is natural to ask whether there is any evidence that an increase in competition or a removal of
distortions increases productivity. India’s reforms are an excellent context to study these questions
because of the nature of the reform and the availability of detailed data. Trade protection is a
policy distortion that distorts resource allocation. Limited competition benefits some firms relative
to others, and the high input tariffs are akin to the capital distortions examined by Hsieh and Klenow
(2009). Our results suggest that the removal of barriers on inputs indeed lowered production costs.
So indeed, we do find that India’s trade reforms delivered productivity gains. However, the overall
picture is more nuanced as firms do not appear to pass the entirety of the cost savings to consumers
via lower prices. Our findings highlight the importance of jointly studying changes prices, markups
and costs to understand the full distributional consequences of trade liberalization.

The remainder of the paper is organized as follows. In the next section, we provide a brief
overview of India’s trade reform and the data used in the analysis. In Section 3, we lay out the
general empirical framework that allows us to estimate markups, productivity and marginal costs.
In section 4, we explain the estimation and identification strategy employed in our analysis, paying
particular attention to issues that arise specifically in the context of multi-product firms. Section 5
presents the results and Section 6 concludes.

2 Data and Trade Policy Background

We begin by describing the Indian data since the nature of the data dictates our empirical method-
ology. We also describe key elements of India’s trade liberalization that are important for our
identification strategy. Given that the Indian trade liberalization has been described in a number of
papers (including several by a subset of the present authors), we keep the discussion of the reforms
brief.

2.1 Production and Price data

We use the Prowess data that is collected by the Centre for Monitoring the Indian Economy (CMIE).
Prowess includes the usual set of variables typically found in firm-level production data, but has
important advantages over the Annual Survey of Industries (ASI), India’s manufacturing census.
First, unlike the repeated cross section in the ASI, Prowess is a panel that tracks firm performance
over time. Second, the data span India’s trade liberalization from 1989-2003. Third, Prowess records
detailed product-level information for each firm. This enables us to distinguish between single-
product and multi-product firms, and track changes in firm scope over the sample period. Fourth,
Prowess collects information on quantity and sales for each reported product, so we can construct the
prices of each product a firm manufactures. These advantages make Prowess particularly well-suited
for understanding the mechanisms of firm-level adjustments in response to trade liberalizations that
are typically hidden in other data sources, and deal with measurement issues that arise in most
studies that estimate production functions.
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Prowess enables us to track firms’ product mix over time because Indian firms are required by
the 1956 Companies Act to disclose product-level information on capacities, production and sales
in their annual reports. As discussed extensively in Goldberg et al. (2010b), several features of the
database give us confidence in its quality. Product-level information is available for 85 percent of the
manufacturing firms, which collectively account for more than 90 percent of Prowess’ manufacturing
output and exports. Since product-level information and overall output are reported in separate
modules, we can cross check the consistency of the data. Product-level sales comprise 99 percent of
the (independently) reported manufacturing sales.9 We refer the reader to Goldberg et al. (2010a,b)
for a more detailed discussion of the data.

The definition of a product is based on the CMIE’s internal product classification. There are a
total of 1,526 products in the sample for estimation.10 Table 1 reports basic summary statistics by
two-digit NIC (India’s industrial classification system) sector. As a comparison, the U.S. data used
by Bernard et al. (2010a), contain approximately 1,500 products, defined as five-digit SIC codes
across 455 four-digit SIC industries. Thus, our definition of a product is slightly more detailed than
in earlier work that has focused on the U.S. Table 2 provides a few examples of products available
in our data set. In our terminology, we will distinguish between “sectors” (which correspond to two-
digit NIC aggregates), “industries” (which correspond to four-digit NIC aggregates) and “products”
(which correspond to twelve-digit codes); we emphasize that the “product” definition is available
at a highly disaggregated level, so that unit values can plausibly interpreted as “prices” in our
application.

The data also have some disadvantages. Unlike Census data, the CMIE database is not well
suited for understanding firm entry and exit. However, Prowess contains mainly medium large
Indian firms, so entry and exit is not necessarily an important margin for understanding the process
of adjustment to increased openness within this subset of the manufacturing sector.11

We complement the production data with tariff rates from 1987 to 2001. The tariff data are
reported at the six-digit Harmonized System (HS) level and were combined by Topalova (2010). We
pass the tariff data through India’s input-output matrix for 1993-94 to construct input tariffs. We
concord the tariffs to India’s national industrial classification (NIC) schedule developed by Debroy
and Santhanam (1993). Formally, input tariffs are defined as τ inputit =

∑
k akiτ

output
kt , where τ outputkt

is the tariff on industry k at time t, and aki is the share of industry k in the value of industry i.
9We deflate all nominal values for our analysis. Materials are deflated by the wholesale price index of primary

articles. Wages are deflated by the overall wholesale price index for manufacturing. Capital stock is fixed assets
deflated by sector-specific wholesale price indexes. Unit values are also deflated by sector-specific wholesale price
indexes.

10We have fewer products than in Goldberg et al. (2010b) because we require non-missing values for quantities and
revenues rather than just a count of products.

11Firms in Prowess account for 60 to 70 percent of the economic activity in the organized industrial sector and
comprise 75 percent of corporate taxes and 95 percent of excise duty collected by the Government of India (CMIE).
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2.2 India’s Trade Liberalization

A key advantage of our approach is that we examine the impact of openness by relying on changes
in trade costs induced by a large-scale trade liberalization. India’s post-independence development
strategy was one of national self-sufficiency and heavy government regulation of the economy. India’s
trade regime was amongst the most restrictive in Asia, with high nominal tariffs and non-tariff
barriers. In response to a balance-of-payments crisis, India launched a dramatic liberalization of
the economy as part of an IMF structural adjustment program in August 1991. An important
part of this reform was to abandon the extremely restrictive trade policies it had pursued since
independence.

Several features of the trade reform are crucial to our study. First, the external crisis of 1991,
which came as a surprise, opened the way for market oriented reforms (Hasan et al. (2007)).12 The
liberalization of the trade policy was therefore unanticipated by firms in India and not foreseen
in their decisions prior to the reform. Moreover, reforms were passed quickly as sort of a “shock
therapy” with little debate or analysis to avoid the inevitable political opposition (see Goyal (1996)).
Industries with the highest tariffs received the largest tariff cuts implying that both the average and
standard deviation of tariffs across industries fell.

While there was significant variation in the tariff changes across industries, Topalova and Khan-
delwal (2011) show that tariff changes through 1997 were uncorrelated with pre-reform firm and
industry characteristics such as productivity, size, output growth during the 1980s and capital in-
tensity. The tariff liberalization does not appear to have been targeted towards specific industries
and appears until 1997 relatively free of usual political economy pressures. Therefore, our findings
are less likely to suffer from the usual concerns about the endogeneity of trade policy or correlation
of trade policy with pre-existing industry or firm-level trends. We again refer the reader to previous
publications that have used this trade reform for a detailed discussion (Topalova and Khandelwal
(2011); Topalova (2010); Sivadasan (2009); Goldberg et al. (2010a,b)).

3 Production Technology, Markups and Costs

This section describes the framework to estimate markups and marginal costs from firm-level pro-
duction data. Our approach to recovering markups follows De Loecker and Warzynski (2012).13

The main difference from their empirical setting is that we use product-level quantity and price
information, rather than firm-level deflated sales, and this enables us to identify markups for each

12Some commentators (e.g., Panagariya (2008)) noted that once the balance of payments crisis ensued, market-
based reforms were inevitable. While the general direction of the reforms may have been anticipated, the precise
changes in tariffs were not. Our empirical strategy accounts for this shift in broad anticipation of the reforms, but
exploits variation in the sizes of the tariff cuts across industries.

13This approach to infer markups from production data began with Hall (1986). An alternative approach to
estimating markups would be to assume a price setting behavior of firms and a particular utility structure of consumers
and estimate demand curves (e.g., Berry et al. (1995) or Goldberg (1995)). However, we explicitly want to avoid
taking a stand on these primitives. This approach is also less feasible when inferring markups across the entire
manufacturing sector. We therefore believe that inferring markups from production data is the appropriate path in
this setting, and one that can be easily implemented in a variety of contexts.
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firm-product-year triplet observation. However, we are forced to confront a number of new issues in
order to implement our approach. Once we obtain markups, we compute marginal costs by simply
dividing the observed prices by the estimated markups.

Consider the following production function for firm f that manufactures a product:

Qft = Ft(Xft) exp(ωft) (1)

where Q is physical output and X is a vector of inputs. To simplify the exposition, we assume for
now that this producer is a single-product firm. In Section 4, we explicitly deal with the empirical
challenges that arise in the context of multi-product firms. The production function as specified
above is general; we can consider alternative functional forms for F and allow the production
technology to vary over time. There are only two assumptions that are essential for the subsequent
analysis. First, productivity ω enters in log-additive form and is Hicks-neutral. Second, we assume
that productivity is firm-specific. This second assumption follows a tradition in the trade literature
that models productivity along these lines (e.g., Bernard et al. (2010a)). For single-product firms,
this assumption is of course redundant.

Although this production function is entirely standard, the advantage of our setting is that we
directly observe output (Q) at the product level. This distinguishes our approach of estimating a
production function from the traditional literature where researchers rely on deflated sales data.
We discuss the estimation and the identification issues in Section 4.

We assume that producers minimize costs. Let Vft denote the vector of variable inputs used
by the firm. We use the vector Kft to denote dynamic inputs of production. Any input that faces
adjustment costs will fall into this category; capital is an obvious one, and our framework will
include labor as well. We consider the firm’s conditional cost function where we condition on the
set of dynamic inputs Kft. The associated Lagrangian function is:

L(Vft,Kft, λft) =
V∑
v=1

P vftV
v
ft + rftKft + λft [Qft −Qft(Vft,Kft, ωft)] (2)

where P vft and rft denote the firm’s input prices for the variable inputs v = 1, . . . , V and the prices
of dynamic inputs, respectively. The first order condition for any variable input free of adjustment
costs is

∂Lft
∂V v

ft

= P vft − λft
∂Qft(.)

∂V v
ft

= 0 (3)

where the marginal cost of production at a given level of output is λft since
∂Lft
∂Qft

= λft. Rearranging

terms and multiplying both sides by Vft
Qft

, provides the following expression:

∂Qft(.)

∂V v
ft

V v
ft

Qft
=

1

λft

P vftV
v
ft

Qft
(4)

The left hand side of the above equation represents the elasticity of output with respect to variable
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input V v
ft (the “output elasticity”). The approach simply requires one freely adjustable input into

production. This becomes important in settings, such as ours, where there are frictions in adjusting
capital and labor. Define the markup µft as µft ≡

Pft
λft

. As De Loecker and Warzynski (2012) show,
the cost-minimization condition can be rearranged to write the markup as:

µft = θvft(α
v
ft)
−1 (5)

where θvft denotes the output elasticity on variable input V v and αvft =
P vftV

v
ft

PftQft
is its revenue, which

is observed in the data. This expression forms the basis for our approach. To compute the markup,
we need the output elasticity and the share of the input’s expenditure in total sales. We obtain the
output elasticity by estimating the production function in (1) and obtain the input’s revenue share
for single-product firms directly from the data.

Markups for multi-product firms are obtained using the exact same expression; the markup is
computed for each product j produced by firm f at time t using:

µfjt = θvfjt(α
v
fjt)
−1 (6)

The only difference between expressions (5) and (6) is the presence of the product-specific
subscript j. This seemingly small difference complicates the analysis considerably. In contrast to
the single product setting, αvfjt is not directly observed in the data because firms do not report
input expenditures by product.14Moreover, we require an estimate of the output elasticity for each
product manufactured by each multi-product firm. In the next section, we discuss the identification
strategy to obtain the output elasticities for both single- and multi-product firms, and how to recover
the firm-product specific input expenditures (the αvfjt) for the multi-product firms.

This approach provides markups that vary at the firm-product-year level. Since prices are
observed at this same level of disaggregation, we can simply calculate the marginal costs from the
observed price data:

mcjft =
Pfjt
µfjt

. (7)

We believe that this approach to recover markups is quite flexible and suitable for our particular
setting where we want to estimate markups for many industries. The approach requires the presence
of at least one input that can be freely adjusted, but allows for frictions in the adjustment of capital
and labor. This is important in a country like India that has had heavily regulated labor markets
and is often associated with labor and capital market distortions. It does not impose assumptions
on the returns to scale nor assumptions on the demand and market structure for each industry.
Moreover, we do not require knowledge of the user cost of capital, a factor price that is difficult to
measure in a country like India with distorted capital markets. This flexible approach allows us to
be a priori agnostic about how prices, markups and marginal costs change with trade liberalization.

14To our knowledge, no dataset reports this information.
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4 Empirical Framework

This section discusses our empirical framework. We first discuss the identification strategy and then
describe the estimation routine.

Consider the log version of the general production function given in equation (1):

qfjt = f j(xfjt;β) + ωft + εfjt (8)

where lower case letters denote logs. We introduce the subscript j since many firms in our sample
manufacture more than one product. The specification states that quantity of product j in firm
f at time t, qfjt, is produced using a set of firm-product-year specific inputs, xfjt. The error
term εfjt captures measurement error in recorded output as well unanticipated shocks to output:
qfjt = ln(Qfjt) exp(εfjt). As noted earlier, the productivity term ωft is assumed to vary at the firm
level. Our goal is to estimate of the parameters of the production function – the output elasticities
β – for each product.

In the subsequent subsections, we discuss the restrictions we impose on equation (8) given the
nature of our data and how we identify the output elasticities. The key challenge is that our data
(and virtually all other firm-level data sets, for that matter) do not record how inputs are allocated
across outputs within a firm. For single-product firms, this concern is of course not an issue. The
challenge is how to deal with the unobserved input allocation among multi-product firms while also
controlling for unobserved productivity shocks.

4.1 Identification Strategy: The Use of Single-Product Firms

By writing the production function in equation (8) in terms of physical output rather than revenue,
we exploit our ability to observe separate information on quantities and prices for each product
manufactured by firms. This advantage alleviates concern about a “price bias” that arises when one
must deflate sales by an industry-level price index to obtain firm output (for a detailed discussion,
see De Loecker (2011)). For single-product firms, the inputs are allocated to the only product
these firms manufacture and so we are not concerned about how to allocate inputs across products.
The typical concern that arises in productivity estimation is correlation between the unobserved
productivity shock and inputs. Removing this bias has been the predominant focus of the production
function estimation literature and following the insights of Olley and Pakes (1996), Levinsohn and
Petrin (2003), and Ackerberg et al. (2006) we use proxy estimators to deal with this correlation.15

For multi-product firms, a new identification problem arises since the data do not record how the
inputs (xfjt) are allocated across the products within a firm. To understand this, denote the log of
share of input X in the production of product j as ρXfjt = xfjt−xft, for any input X = {L,M,K},
where L is labor, M is materials and K is capital. We only observe firm-level input information
Xft and not how each are allocated across products. Substituting this expression into equation (8)

15Unobserved input prices might still bias estimates of the production function. We discuss this issue in detail in
Section 4.3.2.
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yields:
qfjt = f j(xft;β) + ωft +Afjt(ρ

X
fjt,xft, β) + εfjt (9)

where xft denotes the log of inputs Xft. For multi-product firms, the production function contains
an additional component in the error term, A(.), that will generally be a function of the unobserved
input shares (ρXfjt), the firm level inputs (xft) and the production function coefficients, β. The
expression (9) clearly demonstrates that A(.) is correlated - by construction - with the inputs on the
right-hand-side of the production function which results in biased estimates of β.16 We could deal
with this bias by taking a stand on the underlying demand function for each product and model
how firms compete in that market, but as discussed earlier, we wish to avoid these assumptions in
this paper.17

We propose an identification strategy that does not require assumptions on the input allocation
across products. The strategy is to obtain estimates of the production function using a sample of
single-product firms, since as discussed above, the input allocation problem does not exist for these
firms. This sample are those firms that produce a single product at a given point in time; it includes
firms that may eventually add additional products later in the sample period. This is feature of
the sample is important since many firms start off as single product firms and add products during
our sample. Our analysis uses these firms in conjunction with firms that always manufacture a sole
product.

This identification strategy uses an unbalanced panel of firms for estimation and the imbalance
occurs by removing firms from the estimation if they add a product over the sample period. The
unbalanced panel is important because it allows for the non-random event that a firm becomes a
multi-product producer based on productivity shocks. However, this non-random event results in
a sample selection issue that is analogous to the non-random exit of firms discussed in Olley and
Pakes (1996). In that context, they are concerned about the left tail of the productivity distribution
and the use of an unbalanced panel. Here, a balanced panel of single-product firms would censor
the right tail of the productivity distribution. We improve upon this selection problem by using an
unbalanced panel of single-product firms and describe the sample selection correction in 4.3.3.18

16To illustrate the bias, consider a translog production function with a single factor of production, labor. The
production function in equation (9) would be: qfjt = βllfjt + βlll

2
fjt +ωft + εfjt. We observe labor at the firm level,

lft. The labor allocated for the production of j can be written as: lfjt = ρfjt + lft. Substitution yields:

qfjt = βllft + βlll
2
ft + βlρfjt + βll

(
ρfjt

)2
+ 2βll(ρfjt + lft)︸ ︷︷ ︸

=Afjt(ρfjt,xft,β)

+ωft + εfjt (10)

Clearly, the unobserved component Afjt(ρfjt,xft,β) is unobserved and would be subsumed in the productivity term,
ωft. This would result in biased estimates of βl since lft would be correlated with this composite error.

17The few productivity studies that have explicitly dealt with multi-product firms had to make assumptions on
how inputs are allocated. For example, De Loecker (2011) allocates inputs equally across products and Foster et al.
(2008) allocates inputs according to revenue share. However, both studies are not interested in recovering markups
and provide conditions under which the production function coefficients are identified.

18Our dataset is not well-suited for analyzing firm exit since it is not a census. Indeed, exit is unlikely to be a major
concern since we focus on the medium and larger firms in India. Firms in our sample also rarely drop products. We
refer the reader to Goldberg et al. (2010b) for a detailed analysis of product adding and dropping in these data.
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4.2 Economies of Scope

In this subsection, we explain that despite relying on single-product firms in our estimation, our
strategy does not rule out economies of scope.

This identification strategy assumes that the production technology is product-specific rather
than specific to the firm (this is why we have a j subscript on the production function in (8)). Once
we obtain the coefficients of the production function from the sample of single-product firms, we
use those on the multi-product firms that produce the same product. This identification strategy
rules out physical synergies across products. For example, imagine a single-product firm produces
a t-shirt using a particular technology, and another single-product firms produces carpets using
a different combination of inputs. We assume that a multi-product firm that manufactures both
products will use each technology on its respective product, rather than some third technology.
This assumption is not unusual. In fact, it implicitly assumed in most productivity studies when
researchers pool all firms in the same industry and estimate an industry-level production function.

Furthermore, we stress that this assumption does not rule out economies of scope, which may
be quite important for multi-product firms. To be precise, Baumol et al. (1983) define economies of
scope in production if the cost function is sub-additive: cft (q1, q2) ≤ cft(q1)+cft(q2) where cft(�) is
a firm’s cost curve. So while our framework rules out production synergies, it allows for economies
of scope through cost synergies. For example, economies of scope can emerge if multi-product
firms buy inputs in larger quantities than single-product firms and therefore pay lower input prices.
Furthermore, we account for potential differences in productivity between the two types of firms that
might be reflected through differences in management practices or organizational structures. We
feel that this restriction is mild, especially given the current practice within the production function
estimation literature and weighed against the costs of assuming a market structure/demand system
that would dictate how to allocated inputs across products.

4.3 Estimation

This section discusses the production function estimation on the sub-sample of single-product firms.

4.3.1 The Basic Setup

Since we focus on a subsample of single-product firms for the estimation routine, we drop the
subscript j to avoid any confusion.19 Since we have a physical measure of output, we must control for
differences in units across products by using unit fixed effects throughout the estimation procedure.

19Just to be clear, we observe many firms manufacturing the same product j, but we subsume the subscript j when
describing firms that only manufacture one product.
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The production function we estimate is of the form:20

qft = f(xft;β) + ωft + εft (12)

where we subsume the constant term in productivity, collect all inputs in xft, and β is the vector of
coefficients describing the transformation of inputs into output. In the case of a translog production
function, the vector of log inputs xft are labor, material and capital, their squares, and their
interaction terms, and the coefficient vector is β = (βl, βm, βk, βll, βmm, βkk, βlm, βlk, βmk, βlmk).

We deal with the potential correlation between unobserved productivity shock and input choices
by relying on the approach taken by Ackerberg et al. (2006), who modify Olley and Pakes (1996)
and Levinsohn and Petrin (2003).21

The law of motion for productivity is:

ωft = gt−1(ωft−1, τ
output
it−b , τ inputit−b ) + ξft (13)

where b = {0, 1}. This notation implies that we allow trade liberalization to impact a firm’s
productivity instantaneously or with a lag.22 Since in our context, tariffs are unanticipated (see
Section 2), we do not need to model the law of motion for the tariffs.

We assume that the dynamic inputs–labor and capital–are chosen prior to observing ξft. Ma-
terials mft are chosen when the firm learns its productivity. These timing assumptions treat labor,
in addition to capital, as an input that faces adjustment costs, which we feel is appropriate in a
country like India where labor markets are not flexible (see Besley and Burgess (2004)).

We proxy for productivity by inverting the materials demand function:

mft = mt(lft, kft, ωft, zft). (14)

The vector zft contains all additional variables that affect a firm’s intermediate input demand (in
our case, this is materials). It includes the input (τ inputit ) and output tariffs (τ outputit ) that the firm
faces on the product. The subscript i on the tariff variables denotes an industry since to reflect
that tariffs vary at a higher level of aggregation than products.23 The vector also includes product
fixed effects and the price of the product.24 These variables capture demand shocks that affect a

20Our main specification is the translog and is given by

qft = βllft+βlll
2
ft+βkkft+βkkk

2
ft+βmmft+βmmm

2
ft+βlklftkft+βlmlftmft+βmkmftkft+βlmklftmftkft+ωft (11)

We do not write this in the text to save space.
21By using a static control to proxy for productivity, we do not have to revisit the underlying dynamic model and

prove invertibility when modifying Olley and Pakes (1996) for our setting to include additional state variables (e.g.,
tariffs). See De Loecker (2011) and Ackerberg et al. (2006)for an extensive discussion. In developing countries, many
firms report zero investment, which further complicates the use of investment as a proxy.

22De Loecker (2010) discusses the importance of including all variables which may affect productivity in the law of
motion gt(�).

23For example, all tea products (industry 1549) face the same output and input tariffs.
24As we discuss below, we estimate the production functions at the two-digit sector level; the product fixed effects

are identified since there are many products within each sector.
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firm’s output, which in turn affects a firm’s demand for materials. For example, the product’s price
affects the quantity produced which in turn affects a firm’s input expenditure. As discussed in Olley
and Pakes (1996), the proxy approach does not require knowledge of the market structure for the
input markets; it simply states that input demand depends on the firm’s state variables, capital and
labor, productivity and the aforementioned variables.

As is usual in the proxy approach, our estimation proceeds in two steps.25 We begin by inverting
equation (14) to obtain the proxy for firm productivity, ωft = ht(mft, lft, kft, zft). Following
Ackerberg et al. (2006), in the first stage, we run:

qft = φt(lft, kft,mft, zft) + εft (15)

to obtain estimates of expected output (φ̂ft) and an estimate for the residual εft.26

The first stage separates the effect of ωft on output from the effects of unanticipated shocks εft
on output. After the first stage, we compute productivity as ω̂ft=φ̂ft − f(xft;β) for any vector of
β. The second stage provides estimates of all production function coefficients by relying on the law
of motion for productivity. By non-parametrically regressing ω̂ft(β) on its lag ω̂ft−1(β), and the
set of tariff variables (τ it), we recover the innovation to productivity ξft(β) for a given β.

To estimate the parameter vector β, we use moments that are now standard in this literature
based on degree of variability of a given input. In our context, we assume that firms freely adjust
materials and treat capital and labor as dynamic inputs that face adjustment costs. In other settings,
one may choose to treat labor as a flexible input. Since material expenditure is the flexible input,
we construct its moments using lagged materials.27 For labor and capital, we construct moments
using current and lagged values. The moments are:

E
(
ξft(β)Yft

)
= 0 (16)

where Yft contains lag materials, current and one-year lag labor, current and one-year lag capital,
and their higher order terms:

Yft = {lft−b, l2ft−b,mft−1,m
2
ft−1, kft−b, k

2
ft−b, lft−bmft−1, lft−bkft−b,mft−1kft−b, lft−bmft−1kft−b}

with b = {0, 1}. This method identifies the production function coefficients by exploiting the fact
that current shocks to productivity will immediately affect a firm’s materials choice while labor and
capital do not immediately respond to these shocks; moreover, the degree of adjustment can vary
across firms and time.

25In principle, we could estimate both stages jointly using a system GMM estimator, but in practice this is difficult
to implement because the first stage contains many parameters including product fixed effects (see De Loecker (2011)
for more details). We therefore adopt a two-stage approach.

26The set of estimated unit fixed effects are included in our measure of εft.
27In our setting, input tariffs are serially correlated and since they affect input prices, input prices are serially

correlated over time.
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We estimate the model using a GMM procedure on a sample of firms that manufacture a single
product for at least three consecutive years. We choose three years since the moment conditions
require at least two years of data because of the lagged values; we add an extra year to allow for
potential measurement error in the precise timing of a new product introduction. In principle, one
could run the estimation separately for each product, In practice, our sample size is such that we
estimate (12) at the two-digit sector level.

4.3.2 Input Price Variation Across Firms

Although we observe quantity and price data for firm outputs, we do not observe this information
for firm inputs and so we follow the standard practice in the productivity literature and deflate
input expenditures using price indexes. If input prices vary across firms, this practice results in
unobserved input price variation across firms generating a concern that is analogous to the one
that arises if one deflates output revenue by a common deflator. This concern is present even when
data on worker wages are available, as researchers typically do not have information on firm-specific
materials prices and never observe the firm-specific user cost of capital. But while this issue always
arises when researchers do not observe input-level prices and quantities, the problem is exacerbated
in our setting because we use physical quantity data rather than deflated revenues.

To understand this concern, suppose we want to estimate the productivity of two shirt producers.
Imagine that the only difference between the firms is that one firm manufactures shirts made from
expensive silk while the other manufactures shirts made from cheaper cotton. Otherwise, the two
firms have identical productivity: they utilize the same quantity of inputs (balls of yarn, number of
workers and number of sewing machines) to produce the same quantity of shirts. In our data, we
would not observe the price of the materials (or workers or capital) and so we would deflate the firms’
input expenditures by a common deflator. Since we do not account for variation in input prices, we
will estimate a lower productivity of the silk shirt manufacturer because it sells the same quantity
as its cotton producer counterpart, but has higher (deflated) input expenditures. Our estimation
procedure would yield downward biased estimates on the production function coefficients and find
productivity difference between the two firms, even though they are exactly identical.

In this setting, the output price of the firm can help control for input price variation across
firms. For example, using data from Colombia that uniquely records price information for both
inputs and outputs, Kugler and Verhoogen (2011) find that more expensive producers use more
expensive inputs. In a world where input prices are passed through to the output price, we can
exploit the output price data to control for variation in input prices across firms using the procedure
described below, thereby resolving this issue of mapping expenditures into physical quantities.28

Formally, we address this problem by first modifying our notation to account for the fact that we
observe deflated input expenditures, rather than input quantities. Let x̃ft denote the firm’s vector
of deflated input expenditures and re-write the production function in (12) as:

28See also the related discussion in Katayama et al. (2009).
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qft = f(x̃ft;β) + ωft +Bft(x̃ft;Wft;β) + εft. (17)

The term Bft appears because the input deflators are sector-, rather than firm-, specific. In our
translog specification, this term captures deviations of the firm input prices from the sector deflators,
Wft, and their interactions with x̃ft and the parameter vector β. It is clear from (17) that Bft is
correlated with the deflated inputs and will result in biased estimates of the production function.29

The presence of Bft is not a concern for the first stage of the estimation since it is not correlated
with random unanticipated shocks to production εft. The purpose of the first stage is simply to
estimate expected output φ̂ft, net of unanticipated shocks εft.

However, in the second stage of estimation, we need to recover an estimate of the true innovation
to productivity ξft in order to form moments in equation (16) that identify the production function
coefficients. The presence of Bft in (17) violates the orthogonality conditions. To see this problem,
define ω̃ft as as the composite term:

ω̃ft = ωft +Bft. (18)

The expected output from first stage of estimation of production function (17) will yield a second-
stage estimate of productivity ω̃ft that contains the unobserved variation in input prices. Using
the law of motion for productivity in equation (13), let the measured innovation to productivity
be ξ̃ft =ω̃ft−gt−1(ω̃ft−1,τ outputit−b , τ inputit−b ) where b = {0, 1}. Using (18) and the law of motion for
productivity (13), we can express the measured innovation to productivity ξ̃ft as a function of true
innovation in productivity ξft:

ξ̃ft = ξft +Bft − e(Bft−1, τ outputit−b , τ inputit−b ) (19)

where e(Bft−1, τ
output
it−b , τ inputit−b ) = gt−1(ω̃ft−1, τ

output
it−b , τ inputit−b ) − gt−1(ωft−1, τ outputit−b , τ inputit−b ). Equation

(19) illustrates that ξ̃ft contains current and lagged input prices, which are obviously correlated with
the current and lagged input expenditures: the moment conditions are violated. The term Bft −
e(Bft−1, τ

output
it−b , τ inputit−b ) creates the correlation between the measured innovation ξ̃ft and measured

input use.
We account for the bias from unobserved variation in input prices in ξ̃ft by conditioning on

additional variables when we form our moment conditions in the second stage. The condition-
ing set includes flexible polynomials of the product’s output price, the input tariff on the prod-

29To illustrate this bias, consider again the translog production function with a single factor of production, labor,
that we specified in Footnote 16. Here, we focus on the bias that arises on single product firms due to unobserved
input price variation. We observe the total wage bill of the firm which we deflate with a sector-specific index to
obtain the firm’s deflated (log) labor expenditure, l̃ft. Let l̃ft= lft+wLft, where w

L
ft is the (log) firm-specific price of

labor (e.g., the firm’s wage). Since we don’t observe wLft, we would estimate:

qft = βl l̃ft + βll l̃
2
ft + βlw

L
ft + βll

(
wLft

)2
+ 2βll(w

L
ft + l̃ft)︸ ︷︷ ︸

=Bft(x̃ft;Wft,β)

+ωft.

Clearly, the unobserved component Bft(x̃ft;Wft;β) is unobserved and would be subsumed in the productivity
term, ωft. This would result in biased estimates of βl since lft would be correlated with this composite error.
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uct, and their interactions with deflated input expenditures.30 This polynomial, which we denote
d(pft, τ

input
it−b , x̃ft; δ) with b = {0, 1}, picks up potential input price variation (and its interaction

with input expenditures arising from the translog specification) that is unaccounted for when using
sector-specific input price deflators. The use of observed output prices, which we denote by pfjt,
to control for unobserved input prices can be rationalized within several models that generate a
positive association between input and output prices.31

Let us illustrate the approach by focusing on one specific moment condition, the one for lagged
materials. The modified moment condition is E[ξ̃ftm̃ft−1|d(pft, τ

input
it−b , x̃ft)] = 0, where b = {0, 1}

and the polynomial d(.) controls for firm-specific input price variation in a flexible way. The co-
efficients on the variables in d(.) are themselves not of interest. All other moment conditions in
equation (16) are modified in a similar way.

Conditioning on d(.) in the moment conditions allows us to obtain consistent estimates of the
production function coefficients - our primary objective at this stage of the empirical analysis -
without relying on additional instruments that are not available in this context. This issue is
similar to the one discussed in Klette and Griliches (1996) in the context of unobserved output
prices.

We note that the variables in d(.) cannot be used as alternative instruments when forming mo-
ment conditions. The reason is that candidate instruments– pft, τ

ouput
it and τ inputit –are all correlated

with the measured productivity innovation. Current tariffs and output prices are correlated with the
unobserved input price variation contained in ξ̃it. This violates the exclusion restriction required
for the instruments. While lagged values satisfy the exclusion restriction, there is no reason for
them to be correlated with the current period innovation. This implies that the potential lagged
instruments may be weak.

While our approach allows us to obtain consistent estimates of the production function coeffi-
cients, it does not allow us us to identify separately a firm’s physical productivity from its input
prices. For example, the coefficient on the current output price pft in d(.) will capture both its
correlation with input prices and its correlation with productivity (recall equation (18)). This is
precisely why we cannot separately recover firm productivity ωft and input prices without imposing
further assumptions.32 We can only recover the combined term ω̃ft. Our productivity measure,
unlike productivity measures in most productivity papers, does not capture output price variation
(since we use quantities rather than revenues), but we are unable to separate physical productivity
from input prices. This is not a limitation in our paper since we can directly analyze marginal costs
rather than rely on this potentially contaminated productivity estimate.

30Differences in input prices across firms reflect not only quality differences (which are captured by output prices),
but also other factors. Here, it is natural to include input tariffs since this policy variable affects the prices of imported
intermediate inputs.

31For example, Kremer (1993) uses an O-ring production function to show that lower and higher quality inputs are
not perfectly substitutable and higher quality output requires the use of higher quality inputs. See also the discussion
in Verhoogen (2008) and Kugler and Verhoogen (2011)).

32For example, one could assume that the polynomial d(.) is not just correlated with the input price term, but
correctly measures it. This would allow us to obtain separate measures of productivity and input prices at the firm
level.
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To summarize, the estimation of the production function coefficients relies on adjusted moment
conditions that are formed by conditioning the moment conditions discussed earlier on d(.):

E
(
ξ̃ft(β)Yft|d(.)

)
= 0 (20)

If there is no input price variation across firms, the estimates obtained by these adjusted moment
conditions would be identical to those obtained when using moment conditions in (16).

4.3.3 The Sample Selection Correction

In this subsection, we discuss the sample selection correction that accounts for the unbalanced panel
of single-product firms used in the production function estimation.

Rather than relying on firms that remain single-product producers for the entire sample, our
estimation uses an unbalanced panel of single-product firms. As in Olley and Pakes (1996), an
unbalanced panel improves on the selection problem since it includes firms that may eventually
become multi-product producers in response to productivity shocks.33 We address the bias arising
from sample selection by introducing a correction for sample selection and modifying the law of
motion for productivity in an analogous way as Olley and Pakes (1996).

The underlying model behind our sample selection correction is one where the number of prod-
ucts manufactured by firms increases with productivity. There are several multi-product firm models
that generate this correlation, and the one that matches our setup most closely is Mayer et al. (2011).
In that model, the number of products a firm produces is an increasing step function of the firms’
productivity (see Figure 1 in that paper). Firms have a productivity draw which determines their
core product. Conditional on entry, the firm produces this core product and incurs an increasingly
higher marginal cost of production for each additional product it manufactures. This structure
generates a “competence ladder” that is characterized by a set of cutoff points, each associated with
the introduction of an additional product.34

The cutoff point that is relevant to our sample selection procedure is the one associated with
the introduction of a second product. Let us denote this cutoff by ω̄ft. Firms with productivity
that exceeds ω̄ft are multi-product firms that produce two (or more) products while firms below
ω̄ft remain single-product producers and are included the estimation sample.

If the threshold ω̄ft were independent of the variables entering the right hand side of the pro-
duction function, there would be no selection bias and we would obtain consistent estimates of
production function coefficients (as long as we use the unbalanced panel). A bias arises when the
threshold is a function of capital and/or labor. For example, it is possible that even conditional on

33If we modeled the behavior of multi-product firms that shed products to become single-product producers, the
number of products would be a natural state variable to include in z in procedure below. So while we abstract away
from product deletions since they are rare in our data, our approach can accommodate this case as well.

34Alternative models of multi-product firms, such as Bernard et al. (2010b), introduce firm-product-specific demand
shocks that generate product switching (e.g., product addition and dropping) in each period. We avoid this additional
complexity in our setup since product dropping is not a prominent feature of our data (Goldberg et al. (2010b)).
Moreover, in the empirical section we find strong support that firms’ marginal costs are lower on their core competent
products (products that have higher sales shares).
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productivity, a firm with more capital finds it easier to finance the introduction of an additional
product; or, a firm that employs more workers may have an easier time expanding into new product
lines. In these cases, firms with more capital and/or labor are less likely to be single-product firms,
even conditional on productivity and this generates a generate a negative bias in the capital and
labor coefficients.

To address the selection bias, we allow the threshold ω̄ft to be a function of the state variables
and the firm’s information set at time t − 1 , when we assume the decision is made to add a product.
The state variables in our setting include capital, labor, productivity, and all variables in zft that
are serially correlated (i.e., input and output tariffs, output prices and product dummies). The
selection rule requires that the firm make its decision to add a product based on a forecast of these
variables in the future. Define an indicator function χft to be equal to 1 if the firm remains single-
product (SP) and 0 otherwise, and let ω̄ft be the productivity threshold a firm has to clear in order
to produce more than one product.

The selection rule can be rewritten as:

Pr(χft = 1) = Pr [ωft ≤ ω̄ft(lft, kft, zft)|ω̄ft(lft, kft, zft),ωft−1] (21)

= κt−1(ω̄ft(lft, kft, zft),ωft−1)

= κt−1(lft−1, kft−1, ift−1, zft−1,ωft−1)

= κt−1(lft−1, kft−1, ift−1, zft−1,mft−1) ≡ Sft−1

We use the fact that the threshold at t is predicted using the firm’s state variables at t − 1 , the
accumulation equation for capital35, and ωft−1 = ht(lft−1, kft−1, zft−1,mft−1) to arrive at the last
equation.36 The law of motion for productivity now becomes:

ωft = g′t−1(ωft−1, τ
input
it−b , τ

output
it−b , ω̄ft) + ξft (22)

where b = {0, 1} .
As in Olley and Pakes, we have two different indexes of firm heterogeneity, the productiv-

ity and the productivity cutoff point. Note that Sft−1 = κt−1(ωft−1, ω̄ft) and therefore ω̄ft =

κ
−1
t−1(ωft−1, Sft−1). Plugging this last expression into the modified law of productivity gives:

ωft = g′t−1(ωft−1, τ
input
it−b , τ

output
it−b , Sft−1) + ξft (23)

This is the law of motion we use to form the moments in the second stage of the estimation. To
obtain Sft−1, we estimate by industry, a probit that regresses a firm’s single-product status on
materials, capital, labor, the tariff variables, the output price of the product the firm currently
produces, product and time dummies. Once the probit is estimated, we construct the propensity

35The accumulation equation for capital is: kft = (1− δ)kft−1+ift−1,where δ is the depreciation rate of capital.
36This specification takes into account that firms hire and/or fire workers based on their labor force at time t− 1

and their forecast of future demand and costs captured by z and ω. So all variables entering the non-parametric
function κt−1(.) help predict the firm’s employment at time t.
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score Ŝft−1–the predicted probability that the firm remains single-product at time t given the firm’s
information set at timet− 1–and insert it in the modified law of motion for productivity.

4.4 Markups and Marginal Costs

4.4.1 Single-Product Firms

We can now apply our framework from Section 3 to compute markups and marginal costs using the
estimates of the production function. This computation requires information on a variable input
free of adjustment costs, which is materials in our setting. Using equation (5), we compute markups
µ̂ft = θ̂

M

ft (α
M
ft )
−1, where the estimated output elasticities θ̂

M

ft on materials are computed using the
estimated coefficients of the production function37 and αMft , the revenue share of materials, is data.
We then use the markup definition in conjunction with the price data to recover the firm’s marginal
cost, mcft, at each point in time as m̂cft =

Pft
µ̂ft

.38

4.4.2 Multi-Product Firms

We now discuss how we obtain markups and marginal costs for the multi-product firms.
As shown in equation (6) and (7), computing markups and marginal costs requires the product-

specific output elasticity on materials and product-specific revenue shares for materials. We obtain
the output elasticity from the single-product firms, but we do not know the product-specific revenue
shares of inputs for multi-product firms. Here, we show how to compute the input allocations across
products of a multi-product firm in order to construct αMfjt. This approaches applies the structure
of the model and the estimated coefficients and does not assume input proportionality.

Let ρfjt = ln
(
X̃fjt
X̃ft

)
be product j’s input cost share, where X̃ft denotes total deflated expen-

ditures on each input by firm f at time t. We assume that this share does not vary across inputs.
We solve for ρfjt as follows. We first eliminate unanticipated shocks and measurement error from
the output data by following the same procedure as in the first stage of our estimation routine in
Section 4.3.1 for the single-product firms. We project output quantity, qfjt, on interactions of all
inputs, output and input tariffs, the output price, product dummies and time dummies and obtain
the predicted values. We next compute a firm-product-specific term ω̂fjt that is the residual of
expected output and the production function, net of productivity: ω̂fjt ≡ E(qfjt) − f(x̃ft; β̂).39

From (9), this becomes:

ω̂fjt = ωft +Afjt(ρfjt,xft, β̂) (24)

= ωft + âftρfjt + b̂ftρ
2
fjt + ĉftρ

3
fjt (25)

37The expression for the materials output elasticity is: θ̂
M

ft = β̂m + 2β̂mmmft + β̂lmlft + β̂mkkft + β̂lmklftkft.
38Output elasticities will vary across sectors because we estimate β̂ separately for each sector. Moreover, given our

translog specification, even single-product firms within a sector will have different output elasticities.
39The estimated parameter vectorβ̂ is already purged of the bias arising from input price variation discussed in

Section 4.3.2.
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where the second equation follows from applying our translog functional form. The terms âft, b̂ft ,
and ĉft are functions of the estimated parameter vectorβ̂.40

With an estimate of E(qfjt), we can construct ω̂fjt for each multi-product firm observation
(firm-year-product triplet). For each year, we obtain the firm’s productivity and input allocations,
the J + 1 unknowns

(
ωft, ρf1t, . . . , ρfJt

)
, by solving a system of J + 1 equations:

ω̂1ft = ωft + âftρf1t + b̂ftρ
2
f1t + ĉftρ

3
f1t (26)

... . . . (27)

ω̂fJt = ωft + âftρfJt + b̂ftρ
2
fJt + ĉftρ

3
fJt (28)

J∑
j=1

exp (ρfjt) = 1, exp(ρfjt) ≤ 1∀j (29)

This system imposes the economic restriction that each input share can never exceed one and they
must together sum up to one across products in a firm. We solve this system for each firm in each
year using Matlab.41

We now have all the ingredients to calculate markups and the implied marginal costs for the
multi-product firms according to equation (6):

µ̂fjt = θ̂
M

fjt

PfjtQfjt

exp (ρ̂fjt)P
M
ft V

M
ft

(30)

The product-specific output elasticity for materials, θ̂
M

fjt, is a function of the production function
coefficients, the product-specific output (which is data) and the materials allocated to product j .
Hence, it can be easily computed once the allocation of inputs across products has been recovered.42

Marginal costs for the products made by multi-product firms are then recovered by dividing prices
by the markup according to equation (7).

40For the translog production function:

âft = β̂l + β̂m + β̂k + 2
(
β̂lllft + β̂mmmft + β̂kkkft

)
+ β̂lm (lft +mft)

+β̂lk (lft + kft) + β̂mk (mft + kft) + β̂lmk(lftmft + lftkft +mftkft)

b̂ft = β̂ll + β̂mm + β̂kk + β̂lm + β̂lk + β̂mk + β̂lmk (lft +mft + kft)

ĉft = β̂lmk

41We find that the input allocations across products are highly correlated with, but not identical to, allocating
inputs according to product revenue shares. We experiment with various starting values for the unknowns and find
that conditional on converging to an inside solution (e.g., all the product’s input shares are between 0 and 1, non-
inclusive), the solution is unique. Out of the total 12,958 multi-product firm-year pairs, we hit a corner solution in
745 cases and so we exclude observations from these firm-year pairs from the analysis in Section 5.

42The expression for the materials output elasticity for product j at time t is: θ̂
M

fjt = β̂m + 2β̂mm
[
ρ̂fjt +mft

]
+

β̂lm
[
ρ̂fjt + lft

]
+ β̂mk

[
ρ̂fjt + kft

]
+ β̂lmk

[
ρ̂fjt + lft

] [
ρ̂fjt + kft

]
. For single product firms, exp(ρfjt) = 1 and the

output elasticity becomes the one reported in Footnote 37.
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5 Results

5.1 Output Elasticities

In this subsection, we present the output elasticities recovered from the estimation procedure out-
lined in 4. We also describe how failing to correct for input price variation or account for the
selection bias affects the parameters.

The output elasticities for the single-product firms used in the estimation are reported in the
first panel of Table 3.43 A nice feature of the translog is that unlike in a Cobb-Douglas production
function, output elasticities can vary across firms (and across products within firms). We therefore
report both the average and standard deviation of the elasticities across sectors. The last column
in the table reports the returns to scale. The main message of the table is that the average returns
to scale exceed one in most sectors and that there is a distribution around the average.

The first panel of Table 4 re-runs the estimation without implementing the correction for the
unobserved input price variation discussed in Section 4.3.2. It is clear that the uncorrected procedure
yields nonsensical estimates of the production function. For example, the labor output elasticities
are often negative and range from -1.44 to 2.4 across sectors, while the returns to scale are either
very low or extremely high. As we discussed earlier, these results are not surprising given that we
estimate a quantity-based production function using deflated input expenditures. It is clear that
failing to account for input price variation across firms yields distorted estimates. For example, a
negative labor elasticity stems from the fact that there are firms that produce similar quantities of
output using more expensive labor, resulting in a downward biased labor elasticity. In general, it is
difficult to sign this bias because there are three inputs which interact in complicated ways in the
translog, but it is clear that one needs to correct for input price variation across firms using the
procedure described above.

In the second panel of Table 4, we present the output elasticities from estimation of the produc-
tion function on a balanced panel of single-product firms. This estimation does not account for the
sample selection correction described in Section 4.3.3. As discussed earlier, we expect the output
elasticity for capital, and to a lesser extent the output elasticity for labor, to change if we use a
balanced panel. We find that moving from the balanced panel to the specification we use in Table
3(unbalanced panel and selection correction) increases the returns to scale estimate in 9 out of 14
industries. In several instances, the output elasticity of capital increases. This is consistent with our
expectations and the underlying selection equation: all things equal (including productivity), firms
with more capital have a higher propensity to become multi-product producers over time. This
leads to a negative correlation between capital and the firm specific productivity threshold resulting
in a downward bias capital elasticity in the balanced panel estimation. The output elasticities of
labor and especially materials do not change as drastically which is consistent with our premise
that materials immediately adjust to productivity and demand shocks and are therefore not a state

43The output elasticity for materials is reported in Footnote 37. The output elasticities for labor and capital are
θ̂
L

ft = β̂l + 2β̂lllft + β̂lmmft + β̂lkkft + β̂lmkmftkft and θ̂
K

ft = β̂k + 2β̂kkkft + β̂lklft + β̂mkmft + β̂lmklftkft.
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variable for firms.

5.2 Prices, Markups and Marginal Costs Patterns

Our data and methodology deliver measures of firm performance–prices, markups, marginal costs,
and productivity, which are usually not simultaneously considered in the existing literature. This
section describes the relationship between prices, markups, marginal costs, and productivity.

The markup estimates are reported in Table 5. There is considerable variation across sectors.
The mean and median markups are 1.67 and 1.04, respectively. As discussed in 3, our methodology
yields measures of markups and marginal costs without a priori assumptions on the returns to
scale. However, our production function estimates in Section 5.1 suggest increasing returns to
scale in most industries. Once we back out marginal costs, we would therefore expect to observe
an inverse relationship between a product’s marginal cost and quantity produced.44 In Figure 2
we plot marginal costs against production quantities (we de-mean each variable by product-year
fixed effects in order to facilitate comparisons across firms). The figure shows indeed that marginal
costs vary inversely with production quantities. The right panel of the figure shows that quantities
and markups are positively related indicating that firms producing more output also enjoy higher
markups (due to their lower marginal costs).

We next examine the relationships between the performance measures. Table 6 reports the raw
pairwise correlation matrix across prices, markups, marginal costs and firm-level productivity. As we
expect, prices are positively correlated with marginal costs and markups, but negatively correlated
with firm productivity. Marginal costs are negatively correlated with markups and productivity,
and there is a positive correlation between markups and productivity.45

Figure 1 presents an alternative way to see the inter-relatedness of the firm performance measures
by plotting firms’ productivity against the marginal costs and markups of their products. In order
to compare these variables across firms, we regress the firm-level productivity measures on the
firm’s main industry-year pair fixed effects and recover the residuals. This allows us to compare
productivity across firms within industries. We compare the markups and marginal costs across
products by de-meaning each by product-year fixed effects. The figure plots the de-meaned markups
and marginal costs against the de-meaned productivities, and removes outliers above and below
the 97th and 3rd percentiles. Again, the variables are correlated in ways that one would expect:
productivity is positively correlated with markups and strongly negatively correlated with marginal
costs.

The previous tables and figures demonstrate correlation patterns that arise across firms. We also
44It is important to note here that we do not derive marginal cost based on the duality of production and cost

functions. Instead, we bring in additional information on prices and derive marginal cost based on its definition
as the ratio of price to markup. This implies that even though we find returns to scale in the production function
estimation, it does not follow automatically that our estimated marginal costs will be declining in quantity.

45Our productivity measure does not encompass variation in output prices. However, as we discussed earlier, like in
most existing measures of productivity, our measure of productivity encompasses both variation in producer-specific
input prices and firm-level physical productivity. The above correlations between productivity and other performance
measures might in part reflect producer-specific input prices.
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examine how markups and marginal costs vary across products within a firm. Our analysis here is
guided by the recent literature on multi-product firms. Our correlations are remarkably consistent
with the predictions of this literature, especially with those of the multi-product firm extension of
Melitz and Ottaviano (2008) developed by Mayer et al. (2011). A key assumption in that model is
that multi-product firms each have a “core competency”. The “core” product has the lowest (within
a firm) marginal cost. For the other products, marginal costs rise with a product’s distance from
the “core competency”. A firm’s product scope is determined by the point at which the marginal
revenue of a product is equal to the marginal cost of manufacturing that product. This structure
on the production technology is also shared by the multi-product firm models of Eckel and Neary
(2010) and Arkolakis and Muendler (2010). In all three models, more productive firms manufacture
more products, a pattern clearly confirmed by Figure 3.

Mayer et al. (2011) also assume a linear demand system which implies that firms have non-
constant markups across products. Further, firms have their highest markups on their “core” prod-
ucts with markups declining as they move away from their main product. Figures 4 and 5 provide
evidence supporting both implications. In these two figures, markups and marginal costs are de-
meaned by product-year and firm-year fixed effects in order to make these variables comparable
across products within firms. Figure 5 plots the de-meaned markups and marginal costs against the
sales share of the product within each firm, and 4 plots the same variables against the product’s
rank. We observe that the marginal costs rise as a firm moves away from its core competency while
the markups fall. In other words, the firm’s most profitable product (excluding any product-specific
fixed costs) is its core product. Despite not imposing any assumptions on the market structure
and demand system in our estimation, these correlations are remarkably consistent with Melitz and
Ottaviano (2008).

These descriptive results highlight the advantage of jointly analyzing firm performance measures
in empirical work. The variables are correlated in predictable ways that are consistent with recent
models of heterogeneous multi-product firms. Foreshadowing our results in the next subsection,
we also find evidence of imperfect pass-through of costs on prices because of variable markups.
When we relate prices to marginal costs, we find a pass-through coefficient of 0.20.46 This implies
that any shock to marginal costs, for example through trade liberalization, will not translate to a
proportional change in factory-gate prices because of changes in markups. We examine this markup
adjustment in detail in the subsequent section.

46We obtain this pass-through coefficient by regressing (log) prices on (log) marginal costs while controlling for
firm-product fixed effects, so the pass-through coefficient is identified based on variation over time. We obtain a
higher pass-through coefficient–0.35–by regressing prices on marginal costs controlling for product-year fixed effects.
In either case, pass-through is far from complete. Note that the marginal cost coefficient should be interpreted
with caution, since marginal costs are estimates derived from prices; therefore, any measurement error in prices is
transmitted to marginal costs. This positively correlated measurement error, however, should only bias us against
finding incomplete pass-through.
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5.3 Prices, Markups and Trade Liberalization

We now examine how prices, markups and marginal costs adjusted as India liberalized its economy.
As discussed in Section 2, we restrict the analysis to 1989-1997 since tariff movements after this
period appear correlated with industry characteristics.

We begin by simply plotting the distribution of prices in 1989 and 1997 in Figure 6. Here,
we include only firm-product pairs that are present in both years, and we compare the prices over
time by regressing them on firm-product pair fixed effects and plotting the residuals. As before, we
remove outliers in the bottom and top 3rd percentiles. This comparison of the same firm-product
pairs over time exploits the same variation as our regression analysis below. The figure shows that
the distribution of (real) prices is virtually unchanged between 1989 and 1997. This is a surprising
result given nature of India’s economic reforms during this period that were designed to reduce entry
barriers and increase competition in the manufacturing sector. At a first pass, the figure suggests
that prices did not move much despite these reforms.

Of course, the figure includes only firm-product pairs that are present at the beginning and end
of the sample, and does not control for macroeconomic factors that could influence prices beyond
the trade reforms. We next relate log prices to output tariffs:47

pfjt = δfj + δt + δ1τ
output
it + ηfjt. (31)

By including firm-product fixed effects (δfj), we exploit variation in prices and output tariffs within
a firm-product over time. We control for macroeconomic fluctuations through year fixed effects
δt. Since the trade policy measure varies at the industry level, we cluster our standard errors at
this level. The price regression is reported in column 1 of Table 7. The coefficient on the output
tariff is positive implying that a 10 percentage point decline is associated with a very small–1.11
percent–decline in prices.48 Between 1989 and 1997, output tariffs fell on average by 62 percentage
points; this resulted in a precisely estimated average price decline of 6.9 percent (=62*.111). This
is a small effect of the trade reform on prices and it is consistent with the raw distributions plotted
in Figure 6. The basic message remains the same if we control for secular trends within each sector
using sector-year fixed effects (column 2). The results imply that the average decline in output
tariffs led to a 7.9 (=62*.127) percent relative drop in prices.

These results show that although the trade liberalization led to lower factory-gate prices, the
decline is more modest than we would have expected given the magnitude of the tariff declines.
Our previous work (Goldberg et al. (2010a), Topalova and Khandelwal (2011)) has emphasized the

47One could try to capture the net impact of tariff reforms using the effective rate of protection measure (ERP)
proposed by Corden (1966). However, this measure is derived in a setting with perfect competition and an infinite
export-demand and import-supply elasticities which imply perfect pass-through. As we show below, these assumptions
are not satisfied in our setting, so that the concept of the “effective rate of protection” is not well defined in our case.
For the interested reader, we note that if we regress prices on the ERP, we find that a 10 percentage point decline in
the effective rate of protection reduces prices by .44 percent; however, for the reasons given above, we do not attempt
to interpret this change.

48Our result is consistent with Topalova (2010) who finds that a 10 percentage point decline in output tariffs results
in a 0.96 percent decline in wholesale prices in India during this period.
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importance of declines in input tariffs in shaping firm performance. It is useful to separate the
effects of output tariffs and input tariffs on prices. Output tariff liberalization reflects primarily an
increase in competition, while the input tariff liberalization should provide access to lower cost (and
more variety of) inputs. We run the analog of the regression in (31), but separately include input
and output tariffs:

pfjt = δfj + δst + δ1τ
output
it + δ2τ

input
it + ηfjt. (32)

We use sector-year fixed effects (δst) in this specification and report the results in column 1 of Table
8.49 There are two interesting findings that are important for understanding how trade affected
prices in this liberalization episode. First, there is a positive and statistically significant coefficient
on output tariffs. This result is consistent with the common intuition that increases in competitive
pressures through lower output tariffs will lead to price declines. The effect is traditionally attributed
to reductions in markups and/or reductions in X-inefficiencies within the firm. The point estimates
imply that a 10 percentage point decline in output tariffs led to a 1.19 percent decline in prices. On
the other hand, the coefficient on input tariffs is very noisy. In a counterfactual analysis that holds
input tariffs fixed and reduces output tariffs, we would observe a fairly precisely estimated decline
in prices. However, given the noisy effect of the input tariffs, the overall changes of prices taking
into account both types of tariff declines are not well estimated. Over the sample period, output
tariffs and input tariffs fall by 62 and 24 percentage points, respectively. Using the point estimates
in column 1, this implies that prices fall on average by 13.1 percent, but this decline is no longer
statistically significant.

Our methodology that recovers markups and marginal costs allows us to explore the mechanisms
behind these moderate and often noisy changes in factory-gate prices. We begin by plotting the
distribution of markups and costs in Figure 7. Like Figure 6, this figure considers only firm-product
pairs that appear in both 1989 and 1997 and de-means the observations by their time average.
The figure demonstrates that between 1989 and 1997, the marginal cost distribution shifted left
indicating an efficiency gain. However, this marginal cost decline is almost exactly offset by a
corresponding rightward shift in the markup distribution. Since (log) marginal costs and (log)
markups exactly sum to (log) prices, the net effect is virtually no change on prices.

In columns 2-3 of Table 8, we use the specification in (32) to relate marginal costs and markups to
input and output tariffs. Since prices decompose exactly to the sum of marginal costs and markups,
the coefficients in columns 2 and 3 sum to their respective coefficients in column 1. The estimates
are somewhat noisy, but suggest a clear pattern. The positive coefficient on output tariffs in the
marginal costs regression (column 2) suggests that X-inefficiencies were moderately reduced when
output tariffs fell. More importantly, although the coefficient on input tariffs is not statistically
significant, it has a large positive point estimate indicating that improved access to cheaper and
more variety of imported inputs resulted in cost declines. The final row of Table 8 reports the
average effect on marginal costs using the average declines in input and output tariffs. On average,

49The results with year fixed effects are qualitatively similar and available upon request.
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marginal costs fell 24.6 percent (significant at the 10.4 percent level).
This magnitude of the marginal costs declines is fairly sizable and would translate to larger than

observed prices declines if markups remained constant. However, Figure 7 suggests that markups
rose during this period, and in column 3 of Table 8, we directly examine how input and output
tariffs affected markups. The results show a large negative coefficient on input tariffs (significant
at the 13 percent level) which implies that input tariff liberalization resulted in higher markups.
Together with column 2, the table suggests that firms offset the beneficial cost reductions from
improved access to imported inputs by raising markups. The overall effect, taking into account the
average declines in input and output tariffs between 1989 and 1997, is that markups, on average,
increased by 11.4 percent. This increase offsets about half of the average decline in marginal costs,
and as a result, the overall effect of the trade reform on prices is moderated.

The markup regression in column 3 of Table 8 warrants additional discussion. We might expect
the coefficient on output tariffs to be larger as competitive pressures through lower output tariffs
change the residual demand for domestic products and reduce markups. However, from column
2, we observe that output tariffs simultaneously reduced marginal costs (through reductions of X-
inefficiencies) and earlier results establish that firms offset cost declines by raising markups. This
would imply a negative correlation between output tariffs and markups which would attenuate the
coefficient in column 3. So while both effects due to output tariffs result in lower prices (column
1), the two channels offset each other and as a result, we observe a small effect of output tariffs
on markups. To demonstrate this effect, we re-examine the relationship between markups and
output tariffs while controlling for marginal costs and report the findings in column 1 of Table 9.
By conditioning on marginal costs, the output tariff coefficient now captures only the direct pro-
competitive effect of output tariffs on markups. Indeed, we now observe a positive and significant
coefficient on output tariffs which provides direct evidence of the pro-competitive effects that output
tariffs have on markups. In column 2, we also include input tariffs. As discussed earlier, input tariffs
should affect markups only through imperfect pass-through of their effects on marginal costs through
cheaper imported inputs. Once we control for marginal costs, input tariffs should have no effect on
markups, and this is what we find. The coefficient on input tariffs falls dramatically compared to
column 3 of Table 8. We acknowledge that it is difficult to interpret the coefficient on marginal costs
in Table 9, but these results shed light on why we find a small effect of output tariffs on markups
in column 3 of Table 8.

While the overall message of Table 8 is consistent with Figures 6 and 7, some of the results are
somewhat noisy. One concern is that the marginal cost and markup variables are computed from
estimates of the production function. Column 1 of Table 3 indicates that some sectors used many
more observations in the production function estimation than others (e.g., for example, there are
264 single-product firms in apparel products, and 1,521 such firms in the food products sector).
We re-examine our results by weighing the regression in (32) by the number of observations used
to estimate the production functions for each sector reported in Table 3. That is, we assign more
weight to the observations in the food product sector than in the apparel sector since we are more
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confident in our estimates of the output elasticities, and consequently the estimates of markups and
marginal costs, for sectors where we have more data. The results are reported in the right panel
of Table 8. The weighted regressions yield more precise estimates of the input tariff coefficients.
In particular, the precision on the markup regression improves. More importantly, however, the
pattern and message of the results remain as before. On average, the combined impact of the
trade liberalization was to reduce marginal costs, with the source of these improvements coming
predominantly from imported inputs. However, firms simultaneously raised markups and only about
half of the efficiency gains were passed through.

We also investigate the price response by looking at three-year differences since annual fluctua-
tions in prices may be small. The long difference specification based on (32) is given by:

∆pfjt = δst + δ1∆τ
output
it + δ2∆τ

input
it + ∆ηfjt, (33)

where the ∆operator is a three-year difference between t and t− 3. We present the long difference
results in Table 10; the left panel has the unweighted regressions and the right panel weights by
the observations from the production function estimations. The price regressions in columns 1 and
4 indicate that output tariff liberalization led to a statistically significant decline in prices. The
input tariff coefficient, however, is noisy. As a result, the average price decline due to the trade
liberalization is not precisely estimated. As with the annual regressions, we find that input tariffs
led to opposite patterns in the responses of costs and markups. The average declines in marginal
costs due to lower input tariffs are essentially offset by increases in markups. The net effect is an
incomplete pass-through of the trade reforms on factory-gate prices.

Our results suggest that input tariff liberalization lowered the marginal costs of productions for
the Indian firms. However, firms did not pass through their entire declines in costs on factory-gate
prices. This suggests that producers benefited relatively more from the trade reforms, at least in
the short run, than consumers. However, given results from our earlier work in Goldberg et al.
(2010a), we also know that firms introduced many new products–accounting for about a quarter
of output growth–during this period. In Table 11, we report results that relate a firm’s product
additions to changes in its average markup across its products. In column 1, we regress an indicator
if a firm adds a product in period t on the change in (log) average markups between t − 1 and t,
while controlling for firm and year fixed effects. In column 2, we use the change in the (log) number
of products as the dependent variable. In both cases, increases in markups are correlated with new
product introductions.50 This suggests that that firms use the input tariff reductions to finance the
development of new products and so the long-term gains to consumers could be substantially larger.
A complete analysis of this mechanism, however, lies beyond the scope of this current paper.

50These findings are consistent with Peters (2012) who develops a model with imperfect competition that generates
heterogeneous markups which determine innovation incentives. We note however that we did not obtain these results
by committing to a particular structure (demand, market structure and competition) - our findings could also be
consistent with alternative mechanisms.
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6 Conclusion

This paper examines the adjustment of prices, markups and marginal costs in response to trade
liberalization. We take advantage of detailed price and quantity information to estimate markups
from quantity-based production functions. Our approach does not require any assumptions on the
market structure or demand curves that firms face. This feature of our approach is important in
our context since we want to analyze how markups adjust to trade reforms without imposing ex
ante restrictions on their behavior. An added advantage of our approach is that since we observe
firm-level prices in the data, we can directly compute firms’ marginal costs once we have estimates
of the markups.

Estimating quantity-based production functions for a broad range of differentiated products
introduces new methodological issues that we must confront. We propose an identification strategy
to estimate production functions on single-product firms. The advantage of this approach is that
we do not need to take a stand on how inputs are allocated across products within multi-product
firms. We also demonstrate how to correct for a bias that arises when researchers do not observe
input price variation across firms, an issue that becomes particularly important when estimating
quantity-based production functions.

The large variation in markups suggests that trade models that assume constant markups may
be missing an important channel when quantifying the gains from trade. Furthermore, our results
highlight the importance of analyzing the effects of both output and input tariff liberalization. We
observe large declines in marginal costs, particularly due to input tariff liberalization. However,
prices do not fall by as much. This imperfect pass-through occurs because firms offset the cost de-
clines by raising markups; on average, we observe that only about half of the cost declines attributed
to the trade reform are passed through in the form of lower prices. These results suggest that trade
liberalization can have large, yet nuanced effects, on productivity and markups. Understanding
these distributional consequences of input and output tariff reforms through variable markups is an
important channel for future research.

Our results have broader implications for thinking about the trade and productivity across
firms in developing countries. The methodology produces quantity-based productivity measures
that can be compared with revenue-based productivity measures. Hsieh and Klenow (2009) discuss
how differences between these two measures can inform us about distortions and the magnitude of
misallocation within an economy. Importantly, our quantity-based productivity measure is purged
of substantial variation in markups across firms which potentially improves upon our understanding
of the impact of misallocation on productivity dispersion. We leave the analysis of the role of
misallocation on the distribution of these performance measures for future research.
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Table 6: Pairwise Correlation Matrix between Prices, Markups, Marginal Costs and Productivity������ ���	
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Table 8: Prices and Tariffs, Annual Regressions��������	
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Table 9: Markups and Pass-through
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Table 10: Prices and Tariffs, Long Difference Regressions��������	
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Table 11: Markups and Product Scope��������� �	
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Figure 1: Marginal Costs and Productivity
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Marginal Costs and Productivity

Markup and Marginal costs are de−meaned by product−year FEs. Firm productivity is demeaned by the firm’s main industry−year FE.
For each variable, outliers are trimmed below and above 3rd and 97th percentiles.
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Figure 2: Marginal Costs and Quantities
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Marginal Costs and Quantity

Variables de−meaned by product−year FEs.
Markups, cost and quantity outliers are trimmed below and above 3rd and 97th percentiles.

Figure 3: Product Scope and Productivity
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Firm productivity is demeaned by the firm’s main industry−year FE.
Productivity outliers are trimmed below and above 3rd and 97th percentiles.
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Figure 4: Markups, Costs and Product Rank
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Markups and marginal costs are de−meaned by product−year and firm−year FEs.
Markup and marginal cost outliers are trimmed below and above 3rd and 97th percentiles.

Figure 5: Markups, Costs and Product Sales Share
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Markups and marginal costs are de−meaned by product−year and firm−year FEs.
Markup and marginal cost outliers are trimmed below and above 3rd and 97th percentiles.
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Figure 6: Distribution of Prices in 1989 and 1997
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Sample only includes firm−product pairs present in 1989 and 1997.
Observations are de−meaned by their time average, and outliers above and below the 3rd and 97th percentiles are trimmed.
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Figure 7: Distribution of Markups and Marginal Costs in 1989 and 1997
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Sample only includes firm-product pairs present in 1989 and 1997.
Observations are de-meaned by their time average, and outliers above and below the 3rd and 97th percentiles are trimmed.
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Sample only includes firm-product pairs present in 1989 and 1997.
Observations are de-meaned by their time average, and outliers above and below the 3rd and 97th percentiles are trimmed.
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