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ABSTRACT

Uganda was widely viewed as a public health success for curtailing its AIDS epidemic in the early
1990s. To understand the reasons for the dramatic decline, we build a simulation model of HIV transmission
using newly discovered data on HIV status and sexual behavior from the relevant time period.  We
then model the impact of abstinence, fidelity, condom use, and selective mortality on the prevalence
of HIV among various subgroups.  Among young women, who experienced the greatest decline in
HIV prevalence, the most important component was delaying sexual debut, accounting for 57 percent
of the drop in HIV prevalence.  Condom use by high risk males and to a lesser extent death (of older
males) also played a significant role, accounting for 30 and 16 percent respectively.  However, for
older women, the trend is reversed, with death being more important than abstinence or condom usage.
All told, we explain 86 percent of the reduction in AIDS in Uganda.
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The AIDS epidemic has exacted a terrible price worldwide.  About 33 million people 

across the globe are HIV positive, and the epidemic has claimed more than 25 million lives 

(UNAIDS, 2008).  Africa bears a disproportionate burden of disease.  Two-thirds of all those 

infected with HIV live in sub-Saharan Africa, as do 12 million AIDS orphans.  AIDS remains the 

number one cause of death in Africa and the sixth leading cause of death worldwide (Piot et al., 

2009). 

Despite this discouraging prologue, there are two prominent outliers: Thailand and 

Uganda.1  In each case, AIDS was recognized as a major public health problem and control was 

made a national priority.  In Thailand, HIV prevalence among brothel-based sex workers was 15 

percent in 1991 and was also growing rapidly among young Thai military conscripts.  In Uganda, 

33 percent of pregnant women around Kampala tested positive for HIV in 1990.  In both 

countries, AIDS rates have declined markedly.  HIV prevalence in Thailand never climbed above 

2 percent nationwide and fell among the most affected groups.  Uganda’s HIV prevalence fell 

from 15 percent of the general population in 1990 to 5 percent in 2007 (UNAIDS/WHO, 2008).   

The cause of Thailand’s success has been studied (see Ainsworth et al., 2003).  HIV in 

Thailand emerged later in the global epidemic and was “caught” when the virus was still mainly 

concentrated in high-risk populations.  Thailand has a thriving sex industry and is a destination 

for sex tourism.  In 1992, a national survey found that 22 percent of men aged 15-49 had visited 

a sex worker in the past year (Sittitrai et al., 1992).  Epidemiologic evidence in the early 1990s 

demonstrated that most new HIV infections in Thailand were occurring through commercial sex.  

The Thai government took decisive action.  The Ministry of Public Health implemented the “100 

                                                            
1 Senegal also is considered a “success” story in the global HIV epidemic.  The country’s small and relatively 
homogenous Muslim population (who are usually circumcised) make the Senegalese example less readily exportable 
to the larger, Christian, Southern African countries that have been hardest hit by the epidemic. 
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percent condom campaign.”  The program required prostitutes to use condoms with every sex 

act.  The policy was strictly enforced and brothels not distributing condoms to workers were shut 

down.  The government also instituted a massive media campaign including mandatory AIDS 

prevention spots broadcast hourly on radio and TV. 

The centralized nature of the epidemic makes the Thai example less relevant for much of 

the rest of Africa.  For example, AIDS in Africa is believed to result from decentralized sexual 

contacts throughout the continent, rather than a single centralized ‘market.’  For many historical, 

economic and cultural reasons, governments are not generally effective at enforcing societal 

changes.  All of this makes the decline in AIDS in Uganda even more surprising.  Uganda is 

widely viewed as an AIDS success story, and a model for much of sub-Saharan Africa (Schoepf, 

2003). 

A number of theories have been put forward to explain the reduction in AIDS deaths in 

Uganda.  One set of theories focuses on behavioral changes among Ugandans.  The response of 

the Museveni government to the AIDS problem in the late 1980s was the ABC campaign: 

Abstinence, Be faithful, and use Condoms.  Some argue that delayed sexual debut and reduced 

extramarital sex were the key to lower AIDS rates (Asiimwe-Okiror et al., 1997, Hallett et al., 

2006, Stoneburner et al., 2004, Green et al., 2006).  Others argue that increased condom use 

alongside poverty reduction and enhanced gender equality were more important factors (Fenton, 

2004, Sindling, 2005).  A less encouraging theory stresses high rates of AIDS mortality early in 

the crisis (Wawer et al., 2005).2,3  If people with AIDS died without many sexual interactions, 

                                                            
2 There is debate in the medical literature whether the virus reduces fecundity.  However, Young  (2005) has found 
that HIV reduces fertility through behavioral mechanisms: a reduction in the willingness of women to engage in 
unprotected sexual activity and a decreased demand for children. On the other hand, Juhn, Kalemli-Ozcan and 
Turgan (2008) find that community HIV prevalence has no effect on non-infected women’s fertility. Fortson's 
(2009) study of HIV and fertility noted no difference in post 2000 and pre 1990 fertility rates.  
3 Others have a more nuanced view: it was pragmatic safe sex (such as less commercial and casual sex) that led to 
the decline in HIV prevalence and not absolute abstinence or monogamy (Okunozi and Epstein, 2005).   
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AIDS would naturally die out.4 Understanding the importance of A, B, C, and D (death) in the 

AIDS pandemic is clearly vital in deciding which policies to promote in other countries in Africa 

and throughout the world.5 

To understand the factors leading to reduced HIV rates, we build a simulation model of 

AIDS transmission.  In our model, as is generally believed to be true in sub-Saharan Africa, 

AIDS spreads through heterosexual contact.  The age sequencing of sexual acts is important.  

Young, unmarried women often have sex with older men.  The sex is often gift or cash related.  

When women marry, their sexual activity outside of marriage ceases.  Young men, generally 

with fewer resources, have relatively little sex.  As they age, they marry – often to multiple wives 

– and have sexual relationships outside of marriage with younger women.  The model suggests a 

natural sequence for sustaining high AIDS rates: older men acquire the disease and pass it along 

to young women, who then pass it on to the men they marry.  These men, in turn, spread the 

disease to the next generation of young women.  Cross-generational sex and concurrent 

partnerships thus fuel the epidemic (Morris et al., 1996).6   

We calibrate the model using a number of sources.  We rely most heavily on newly 

discovered data from the 1987 Knowledge, Attitudes and Practices (KAP) survey (Konde-Lule et 

al., 1987).  The survey was carried out in two peri-urban communities: the Kasangati region 

which lies 10-20 km north of Kampala and the Nsangi region which lies 10-20 km south of 

Kampala (see figure 1).  The data include responses from nearly 4000 Ugandans over age 15 as 

well as serological testing.  Respondents were asked general questions about HIV knowledge and 

                                                            
4 The molecular epidemiology of the HIV-1 virus in sub-Saharan Africa shows clade D to be most prevalent in 
Eastern Africa, particularly Uganda.  Recent studies by Vasan et al.  (2006) and Kiwanuka et al.  (2008) demonstrate 
that clade D may lead to faster progression to AIDS and death than other subtypes.   
5 In the time period we are considering, there were no effective AIDS treatments, and so we do not consider a theory 
of better medical care.   
6 Concurrent partnerships help fuel the epidemic since the virus reaches very high levels in the bloodstream 
immediately after infection, so that one newly HIV positive individual can transmit to many of those in his or her 
sexual network efficiently.   
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detailed sexual histories were obtained.  Blood samples were collected and tested for the 

presence of serum antibody to HIV.  We also use survey responses from Uganda Demographic 

and Health Survey (DHS) 1988, Tanzania DHS 1991-2 and Uganda DHS 1995.  The 1995 

Uganda DHS does not include serological status.  Thus we fit our baseline and behavioral change 

analyses with serological data from antenatal clinics in Uganda.  The medical literature provides 

estimates of HIV transmission probabilities between discordant sexual partners (Boily et al., 

2009, Pettifor et al., 2007, Quinn et al., 2000).   

We use this combination of data to simulate who was having sex with whom, and how 

likely it was they would contract HIV.  We show that our model predicts well the number of 

births to women of different ages, an important validation point. 

We then examine the impact of delayed sexual debut, fewer out-of-marriage sexual acts, 

greater condom use, and selective mortality on the time pattern of HIV.  Our results show the 

reason for the decline varied by age cohort. Among young women, who experienced the greatest 

decline in HIV prevalence, the most important component was delaying sexual debut; this 

accounted for 57 percent of the drop in HIV prevalence in this cohort.  Condom use by high risk 

males and to a lesser extent death (of older males) also played a significant role, accounting for 

30 and 16 percent respectively.  However, for older women, the trend is reversed, with death 

being more important than abstinence or condom usage.  All told, we explain 86 percent of the 

reduction in AIDS in Uganda.  Delayed debut was the most important factor (41 percent) 

followed by condom use (26 percent) and death (20 percent).  Interestingly, because increased 

faithfulness implies more high risk men were having sex with their spouses, this change actually 

led to a 1 percent increase in HIV prevalence among young women. 
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We explore briefly, but not in great detail, why young women choose to debut later. One 

possibility is that the high prevalence of HIV disease in Uganda incentivized individuals to 

change their behavior in ways that would curtail the spread of the virus.  Tomas Philipson (2000) 

has dubbed this prevalence elastic behavior (see also Young, 2005 and 2007).  Other 

possibilities include education of women, who then delay their sexual debut or perhaps change 

their subjective discount rate.  Knowledge that HIV can be spread from mother to child may 

have also been a factor.  

The paper is structured as follows.  The first section discusses the AIDS epidemic in 

Uganda and compares it to other sub-Saharan African countries.  The second section shows the 

dimensions of the AIDS epidemic and its decline in Uganda and trends in HIV positive status by 

demographic group.  Section III describes the simulation model we build to understand AIDS 

rates and also presents our approach to parameterizing the model.  We discuss validation results 

for the indicated parameters in the fourth section.  The fifth section then examines the impact of 

social changes and mortality on AIDS prevalence over time.  The sixth section discusses the 

possible factors leading to behavioral changes.  The last section concludes. 

 

I. HIV in Uganda 

HIV has been present in Africa since at least 1960, and probably longer.  The most 

widely accepted view regarding the origin of HIV is that a simian virus jumped from primate to 

human in Western Africa in the early 20th century (Sharp and Hahn, 2008).  The first 

documented case of HIV is from the Republic of Congo in 1960.7  The virus is then thought to 

have spread from Central to Eastern Africa through trade along the trans-African highway.  By 

                                                            
7 Fragments of a lymph node biopsy from Kinshasa preserved since 1960 were recently sequenced and found to 
contain HIV-1 genetic code (Worobey et al., 2008). 
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1986, one third of lorry drivers and the majority of sex workers along the trade route tested 

positive for HIV (Slutkin et al., 2006).   Kampala, the capital of Uganda, is on the trans-African 

highway.  In addition, Uganda’s well-known social upheavals brought great opportunities for 

transactional sex.  All of this made Uganda a country affected relatively early by HIV.   

The most complete data on population-level HIV status comes from antenatal clinics 

(ANC, described below); most pregnant women attend such clinics, and many clinics have 

standard HIV screening.8,9  The screened prevalence rates from antenatal clinics are typically 

sent to the Joint United Nations Programme on HIV/AIDS (UNAIDS), which compiles them 

within countries.  Given that almost all sexually-active Ugandan women are pregnant with some 

regularity, the rates are likely fairly accurate for that group.   

In Uganda, antenatal clinic testing is available for around 35 clinics, representing the 

areas of the Central region as well as the Eastern and Western Region (see figure 1).  The Central 

region, which includes Kampala, has 27 percent of the country’s population, followed by the 

Western (26 percent) and Eastern (25 percent) regions (Kiregyera et al.,  2002).   

Figure 2 shows HIV positive rates in Uganda between 1987 and 2005 among pregnant 

women.  HIV status is checked at a number of clinics.  In compiling the data, UNAIDS uses the 

median percentage rate of all antenatal clinics reporting in a given year, since some of the clinics 

do not include the number of women tested.  The trends are the same, however, when looking at 

clinics there over the entire time period (figure 3), or forming a chain index linking clinics in 

adjacent years.  In 1987, about one-quarter of pregnant women in urban areas in Uganda tested 

positive for HIV.  Between 1987 and 1990, the HIV positive rate rose by 5 percentage points.  It 

                                                            
8 In the late 1980s in urban areas, the vast majority of Kampalan women attended an antenatal clinic at least once 
during their pregnancy (UDHS, 1988). 
9 Population-based epidemiological studies show that ANC data tend to be most accurate around urban areas, which 
is the focus of our study (Montana et al., 2008). According to the World Bank, ANC data overstated HIV prevalence 
compared to population-based surveys in every country except Uganda (World Bank, 2006).   
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then fell markedly.  The cumulative reduction in HIV prevalence in urban areas of Uganda was 

approximately 20 percentage points, or about two-thirds of the pre-reduction peak. 

There was a decline in HIV prevalence among rural women as well.  About 13 percent of 

pregnant women living in rural areas were HIV positive in the late 1980s, and that fell to about 5 

percent in the early 2000s, before rising again in 2003.  

The trends in Uganda are in stark contrast to the trends in other sub-Saharan African 

countries (figure 4).  Kenya, just east of Uganda, had an ANC-based HIV prevalence rate of 

about 16 percent from 1993 to 2001 and has only recently experienced a mild decline.  Tanzania, 

a Southern neighbor of Uganda, likewise has not seen an appreciable decline.10  The ANC rates 

of Southern African countries hardest hit by the epidemic (for example, Botswana and South 

Africa) continue to climb.   

 

 The Ugandan Response to HIV 

Yoweri Museveni, a general who helped topple the dictatorships of both Milton Obote 

and Idi Amin, became president of Uganda in 1986.  Museveni has recounted that he learned of 

his country's AIDS problem from Cuba's president, Fidel Castro.  ‘At the September 1986 

meeting of Non-Aligned Heads of State, Castro pulled Museveni aside.  "He ...  told me that of 

the 60 soldiers we had sent to Cuba for training, 18 of them had the virus of AIDS,"’ (Frontline, 

2006).  Indeed, HIV had already reached alarming rates in areas outside Kampala, as noted 

above. 

Facing a national security threat, President Museveni vigorously promoted the now 

famous ABC program.  He embarked on a nationwide tour educating the public about the virus 

                                                            
10 The global prevalence of HIV infection appears to have plateaued in sub-Saharan Africa and elsewhere  
(UNAIDS, 2007). 
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and proclaimed avoiding AIDS was a patriotic duty (Parkhurst and Lush, 2004).  The slogans 

“Love carefully” and “Zero grazing” featured prominently on radio and billboards.  Condom 

promotion, however, lagged behind the abstinence and fidelity messages.  Social marketing of 

condoms did not begin in earnest until the mid-1990s.11   

Data on knowledge about HIV are presented in table 1, along with comparisons from 

Kenya.  We use data from the 1995 Demographic and Health Survey in Uganda and the 1993, 

1998, and 2003 surveys in Kenya.  In the early 1990s, people in Uganda were more informed 

than people in Kenya, although not universally so.  In 1995, 99 percent of Ugandans had heard of 

HIV/AIDS.  Similarly, almost all Kenyans had heard of HIV/AIDS in 1993.   

However, only 85 percent of men and 78 percent of women in Kenya thought there was a 

way to prevent infection, compared to 93 percent of Ugandan men and 89 percent of Ugandan 

women.  Condom knowledge among men was similar in the two countries: about 30 percent of 

Ugandan and Kenyan men knew that condoms could be used to prevent HIV.  However, there 

was a noticeable knowledge gap between Ugandan and Kenyan women.  Many more people in 

Uganda cited abstinence as a method to prevent HIV than in Kenya.  Thirty-five percent of 

Ugandan men and women cited abstinence as a way to prevent AIDS, compared to only 10 and 

14  percent of adult Kenyans who endorsed this method.   

Another striking difference between the two countries was in the personal experience of 

HIV/AIDS in the respondents’ daily lives.  About 90 percent of individuals interviewed in 

Uganda knew someone who was infected with or died from AIDS; in Kenya, the comparable 

                                                            
11 According to Okware et al.  (2005) the Ugandan government adopted in 1991 a policy of “quiet promotion and 
responsible use of condoms with appropriate education.”  Social marketing refers to the adaption of commercial 
marketing and sales techniques for the attainment of social goals (UNAIDS, 2001).  Social marketing is thought to 
be useful for condom marketing since it allows people to receive messages about sexually transmitted illnesses 
without visiting health clinics. 
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figure was 40 percent.  Ugandan women also had a greater perception of the risk of acquisition 

of HIV as compared to Kenyan women; 80 percent of Ugandan women responded they could 

catch AIDS compared to 46 percent of Kenyan women.  Eventually, Kenyans did catch up in 

terms of HIV knowledge – from 1993 through 2003, increasing shares of Kenyans give 

responses similar to those in Uganda.   

Although identical questions were not asked in Tanzania, some comparable data are in 

the 1992 DHS.  In that year, over 90 percent of people interviewed had heard of AIDS.  

However, misconceptions were common.  For example, most men thought condoms could be 

used more than once, and 24 percent of Tanzanian men thought that condoms caused AIDS.   In 

terms of basic knowledge, then, the Ugandan response to AIDS certainly seemed to raise 

awareness of the issues. 

 

II. Accounting for the HIV Decline 

To presage our later analysis, we start by analyzing the dimension of the AIDS epidemic 

in Uganda, and the groups for which it declined most rapidly.  Population-level HIV sero-

surveillance data are available for 1987 from the Knowledge, Attitudes and Practices survey.  

The 1987 KAP survey was conducted in two counties outside of Kampala.  The study was 

designed as a pre-intervention survey, prior to the introduction of an intensive education 

campaign by the newly formed National Committee for the Prevention of AIDS and National 

AIDS Control Program.12  Only individuals 15 or older were included, representing roughly 55 

percent of the population.  The regions were divided into administrative zones with 

approximately 10 clusters of equal size.  Initial homesteads for interview were identified with the 

                                                            
12 A follow-up (post-intervention study) was never completed.  A similar survey reportedly occurred at the national 
level; however, the data are currently missing.   
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help of local chiefs and twenty neighboring homesteads were surveyed in order to achieve a 

representative sample.  No attempts were made to randomly select homesteads in a cluster.  

Interviews were conducted in the local language by 10 teams who had received health training 

for a week prior to survey onset.  Surveys were undertaken using a standardized questionnaire 

and blood samples were drawn from each respondent and tested for the presence of antibody to 

HIV using Enzyme Linked Immunosorbent Assays (ELISA; Wellcome Diagnostics, Dartford 

UK).13    

Seroprevalence data from that survey are shown in figure 5.  The hardest hit demographic 

groups were slightly older never married women and young women in all marital categories, 

with older, never-married men also having high rates.  The rate for never married young women 

is always above the rate for never married men, and the rate for married young women is above 

the rate for married young men. 

 This difference suggests a division of the population into six groups, which we employ 

below: 3 groups of men and 3 groups of women.  We label the male groups α, β, and δ (table 2).  

α males are never married men aged 20 and older, and widowed or divorced males.  As these 

men age, they accumulate wealth and are therefore better situated to buy sex from young girls or 

prostitutes.  The 1987 KAP survey shows this group has a HIV prevalence of 17 percent.  β 

males are younger and have little financial means and are therefore less likely to be engaged in 

commercial sex transactions.  Their observed HIV positive rate is 10 percent.  δ males are the 

lowest risk group.  These are older men with several wives.  We find these men have the lowest 

observed HIV (6 percent) and reported sexually transmitted infections (STI) rate.  It may be that 

                                                            
13 It is standard in developed countries to confirm a positive ELISA with a Western Blot, a protein gel 
electrophoresis.  The authors of the 1987 KAP survey note that financial considerations prevented them from 
performing Western Blots on all samples; however, a concurrent study in the same laboratory reported that 93% of 
positive ELISAs were true positives as evidenced by confirmatory testing.   
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they have committed their finances to support their large families and therefore do not have the 

resources or desire to go outside their multiple marriages for sex.   

Corresponding to the α males are the μ group of women, who represent prostitutes.  Our 

sample does not contain self-described prostitutes, since most prostitution is in Kampala, which 

is not in our sample, and women are naturally hesitant about admitting they are prostitutes.  Sex 

acts with prostitutes are calculated as the residual acts that remain after subtracting all coital acts 

attributed to women in the sample from those reported by men, as described below.  We take the 

HIV prevalence among older never married women (37 percent) as the rate among prostitutes.  

The λ group includes never married and young (<25) married women.  Because these women 

frequently have sex with older, never married and widowed/divorced men, they are at high risk 

of HIV.  Their observed HIV prevalence is 19 percent.  ω women are older married women and 

women who are widowed or divorced.  Such women rarely have high risk sex, and thus have 

relatively low HIV positive prevalence rates – 9 percent in our survey. 

We do not have changes in HIV prevalence for these six groups over time, but we do 

have some data on age-specific changes for women from the ANC.14  Figure 6 shows the trend in 

HIV positive rates by age in Uganda.  The HIV rate fell most dramatically at younger ages, and 

was relatively unchanged among older women.  For example, the HIV rate among 15 to 19 year-

old women fell from 30 to 9 percent between 1990 and 1996, and the rate among 20 to 24 year-

old women fell by 12 percentage points during the same time period.15  In contrast, the rate was 

flat among women aged 30 and older.  In our analysis, we thus concentrate heavily on explaining 

the trend for young women.  

                                                            
14 Only some clinics report data by age.  Thus, the mean rate across all age groups is not the same as the 
unconditional mean across all clinics, shown in Figure 2.   
15 The prevalence rate in the youngest sexually active cohort (e.g., 15-19 years of age) most accurately reflects 
incidence rates, since these infections are newly acquired. 
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III.   A Model of HIV Transmission  

To understand the decline in HIV positive prevalence in Uganda, we build a simulation 

model.  We then use the model to understand the factors leading to the change in HIV positive 

status among pregnant women. 

Several models of AIDS transmission have been developed in the literature, although 

none are ideal for our setting.  One approach is based on ‘compartmental models’ common to 

epidemiology, such as the Susceptible-Infected (SI) model (May and Anderson, 1991).  This is a 

set of differential equations which describes the evolution of the compartments over time.  The 

key parameters are the probability of transmission, the contact rate between infectious and 

susceptible individuals, and demographic features of the population (i.e.  birth rate, death rate, 

etc).  Most of the literature operates on a macro level, with all individuals in a given subgroup 

acting identically.   

Compartmental models have been used to project and to model how various interventions 

impact HIV prevalence (Hallett et al., 2006, Stoneburner and Low-Beer, 2004).  In the case of 

sexually transmitted diseases, the specification of partnerships is crucial.  Random mixing 

models assume that the chance a partner is selected from a different group is based solely on 

availability.  Nonrandom mixing models are specified by the mixing probability πij – the 

probability a partner selected by a member of group i comes from group j (Kaplan, 1995).  For 

example, Kremer and Morcom (1998) use a one-sex SI model with preferred mixing to prove the 

counterintuitive result that increasing sexual activity among low sexual activity people may 

lower the HIV prevalence.16  

                                                            
16 The intuition for this result is as follows.  Imagine the population is divided into high sexual activity-HIV positive, 
and no-activity HIV-negative individuals.  By allowing those with no activity to mix with one HIV-positive partner 
(instead of only high-activity persons mixing with each other), the virus inhabits an inefficient (dead-end) vector.  
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SI models are limited in their ability to describe the HIV epidemic in Africa.  For 

example, Leclerc and Garenne (2007) tried to use a compartmental model to fit the dynamics of 

the HIV epidemic in Zambia over time, and the age pattern of HIV prevalence from the 2001 

DHS survey.  Their model was standard and the parameters employed reasonable, yet the model 

predicted a decline of the epidemic, not an expansion.  An explanation for the failure was that 

compartmental models tend to employ average parameters across the population instead of using 

individual-level data.  This approach masks the distribution of sexual activity—which may be 

skewed with a long tail towards the right (Rothenberg et al., 2004).   

In response to these critiques, microsimulation models such as STDSIM have been 

developed (Orroth et al., 2007).  STDSIM is a dynamic stochastic simulation model which 

describes the mechanisms responsible for the transmission of five STIs, including HIV/AIDS.  In 

this microsimulation model, the life histories of hypothetical individuals are simulated over time.  

Each individual is represented by a number of characteristics, of which some remain constant 

over time (i.e. gender) while others change (i.e. number of sexual partners).  Changes in personal 

characteristics result from events which are stochastic: if and when an event occurs is determined 

by Monte-Carlo sampling from probability distributions.  The outcomes for simulated 

individuals are aggregated to obtain outcomes for a simulated population.  There are several 

modules in the simulation including transmission, natural history, health care, demography and 

sexual behavior.  In the latter module, events such as age of sexual debut are drawn randomly 

from a uniform distribution (between 12-20 years of age).   

Our microsimulation is similar to STDSIM in that we reconstruct the sexual histories at 

the individual level and aggregate to form population estimates.  However, the richness of our 

                                                                                                                                                                                 
It’s possible that if enough “no-activity” persons become low activity, the epidemic could die out in low prevalence 
settings. 
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dataset allows us to calculate and predict, as oppose to stochastically generate, events in an 

individual’s lifetime.  For example, age of debut and age of first marriage are not randomly 

drawn from the uniform distribution but predicted using conditional distributions.  Furthermore, 

mixing probabilities are not obtained via sampling but are computed from a system of linear 

equations.  Finally, we verify our model’s predictions via robustness checks not commonly 

found in the mathematical epidemiology literature.  STDSIM does have the advantage when it 

comes to modeling the impact of Herpes Simplex Virus 2, syphilis, etc., on HIV acquisition – but 

that is not the focus of our analysis.   

  

 Model Overview 

 The majority of HIV transmission in Uganda is from heterosexual intercourse.  We thus 

model transmission through that route.  An individual has a probability of contracting HIV with 

each unprotected coital act with a person who is HIV positive.  That probability depends on three 

factors: the viral load of the HIV positive person, gender17 and age.   

 Taking these factors into account, the probability that individual j contracts HIV during a 

given coital act with i can be expressed as: 

Pr ቂ݆ ܸܫܪ ݏݐܿܽݎݐ݊ܥ
݅ ݄ݐ݅ݓ ݐܿܽ ݁݊ ݊݅

ቃ ൌ  Pr ൬
| ݊݅ݏݏ݅݉ݏ݊ܽݎݐ ݈ܽݎܸ݅

,݈݀ܽ ݈ܽݎܸ݅ ,ݎ݁݀݊݁݃ ܽ݃݁൰ · Pr ൬
݅ ݎ݁݊ݐݎܽܲ
݀݁ݐ݂ܿ݁݊݅ ൰ · Pr ቀܰ݁ݒ݅ݐ݂݂ܿ݁ܧ 

݁ݏܷ ݉݀݊ܥ
ቁ  

(1) 

where i is an element of the set {α, β, δ} for women and {λ, µ, ω} for men. After K acts 

distributed across i partners according to the mixing probabilities, the equation governing 

whether individual j has contracted HIV is: 

 

                                                            
17 Receptive vaginal intercourse implies a larger surface area of viral exposure for women than men; thus, women 
acquire HIV from men more readily than the reverse (CDC, 2007). 
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 Prሾ݆ ܸܫܪ ݏݐܿܽݎݐ݊ܥሿ ൌ   1 െ ∏ ሼ1 െ Pr ቂܸܫܪ ݐܿܽݎݐ݊ܥ
݇ ݐܿܽ ݊݅

ቃ
ୀଵ }                                   (2) 

Because HIV positive prevalence rates were likely very low prior to the mid-1980s, we 

take the lifetime history to be the past 10 years.  We thus construct individual sexual histories for 

up to 10 years prior to the 1987 survey. 

Estimating equation (2) requires three types of data.  The first is data on transmission 

probabilities.  The second is information on who has sex with whom, and the HIV positive 

probability of those partners.  The third is data on use of condoms.  In 1987, condoms were 

essentially unused in Uganda (see discussion below).  We thus assume there was no effective 

condom use in the baseline.  We explain the other parts of our model.   

 

A. HIV Transmission Rates 

Viral transmission probabilities in the biomedical literature vary from study to study.  

One of the earliest reports on HIV transmission in the developing world was the Rakai study 

group, using data from Uganda (Gray et al., 2001).  That study followed discordant monogamous 

couples over time until seroconversion occurred.  The main result of this analysis was that viral 

load (number of copies of HIV virus per milliliter of blood, which is highest immediately 

following seroconversion and peaks again during end-stage AIDS) is the best predictor of 

transmission.  Other significant factors were genital ulceration and age.  Transmission 

probabilities were highest among those ages 25-29.   

A recent meta-analysis pooled all the studies which reported empirical per-act 

heterosexual HIV-1 transmission probability estimates, or sufficient information to derive these 

estimates (Boily et al., 2009).  The low-income pooled transmission estimates were above those 

in high-income countries and had larger confidence intervals.  One possibility for the greater 
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heterogeneity among the low-income country study estimates was poor data quality and lack of 

concomitant information on co-factors of transmission such as circumcision, genital ulcerative 

disease and condom use.  A survey of South African women ages 15-24 by Pettifor and 

colleagues (2007) calculated a per coital act male-to-female transmission probability between 

0.02 and 0.06.  These estimates were much higher than the Rakai group.  Pettifor suggests this 

could be due to forcible sex, underreporting of contacts by women and underestimation of HIV 

prevalence among men.  The transmission probabilities we use reflect the findings above (table 

3).  Specifically, we use asymmetric probabilities: higher for male-to-female transmission then 

female-to-male transmission and for younger individuals.  Young women are particularly at risk 

for acquiring HIV through sexual acts (Karim et al., 2010).  Cervical ectopy18 (Moss et al., 1991, 

Myer et al., 2006), reproductive tract immaturity and the violent penetration associated with 

coerced sex are all considered supportive factors in successful male to female transmission (Foss 

et al., 2008, Ghanotakis et al., 2008).   

 

B. Sexual Histories 

The KAP survey has some data on the sexual history of people, but it is insufficient to 

estimate all of equation 2.  Thus, we need to impute it.  We perform the imputation in several 

stages.  First, we estimate the age of first marriage and age of sexual debut.  Women are assumed 

to have intercourse at marriage if not beforehand.  We estimate these dates for women using the 

Uganda DHS in 1988.19  For men, we use the DHS from 1995 including only those men who 

                                                            
18 The cervix is composed of an ectocervical region open to the vaginal canal and an endocevical region which 
opens to the uterus.  The ectocervix is covered in stratified squamous epithelium, which functions as a protective 
barrier against trauma and micro-organisms.  The endocervix is a uni-layer of columnar cells designed for 
lubrication.  Cervical ectopy is when endocervical columnar cells are present on the surface of the ectocervix 
resulting in the loss of an important barrier against microbial invasion.   
19 For age of sexual debut, we restrict the sample to central Uganda since age of debut was significantly earlier than 
in other regions of Uganda.  
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debuted and/or married in the relevant time period.  This may introduce attrition bias into the 

analysis if the men who survived until 1995 debuted or married at much different ages than those 

who died.  The DHS has information on education (categories include: primary, secondary and 

tertiary), and birth year, which we use to predict age of first marriage and age of sexual debut.  

Most of the married women respondents in 1987 KAP gave their wife rank and married men 

reported how many wives they had.  For approximately 20 percent of respondents for whom this 

information was missing, we imputed wife rank/number using the coefficients from a zero 

truncated poisson regression of wife rank/number on age.  The distribution for the total 

population (including imputed values) matched the actual values quite closely.    

The first rows of Table 4 report the age at first marriage and the age of sexual debut.  For 

women, the mean age at first marriage is 17 years, with a standard deviation of 0.58 years.  For 

men, the age at first marriage is older, 23 years.  The mean age of sexual debut is 15 for women 

and 17 for men.  In both Kenya and Tanzania around the same period, the average age of sexual 

debut was 16 for women and the average age of first marriage was 18 years of age (Kenya DHS 

1989, Tanzania DHS 1991).  

Table 5 shows the regression results predicting age of first marriage and age of sexual 

debut.  We used age and highest educational level as independent variables.  There is abundant 

evidence suggesting educated women marry later (Jejeebhoy, 1995), which is true in our data as 

well.  We use these coefficients to impute age at first marriage and age of sexual debut in the 

KAP, and in turn duration married, duration sexually active, and duration of premarital sex.   
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C. Mixing Probabilities 

After knowing when people started having sex, we need to know who they have sex with.  

Our data do not indicate who the sexual partners are.  Thus, we need to estimate the probability 

that one group mixes with another.  We use an algorithm based on the total number of sexual 

acts to perform this estimation.  Denote πij as the probability that a women in group i has sex 

with a man in group j and πji as the probability that a man in group j has sex with a woman in 

group i.  These parameters enter equation (1) in the partner probability terms. 

The πij’s and πji’s must satisfy two conditions.  The first is the conservation of sex acts: 

coital acts between groups A and B must equal those between B with A.  Denote the total 

number of coital acts for each group as Ni and Nj.  The conservation of sex acts then implies: 

ߨ  ܰ  ൌ   ܰ       (3)ߨ  

The second condition is that all sex acts are accounted for – that is, there is a partner for every 

coital act.  This amounts to the restriction that: 

 ∑ ߨ ൌ 1      and    ∑ ߨ
ଷ
ୀଵ ൌ 1ଷ

ୀଵ       (4) 

Without further restrictions, the model cannot be solved, since there are not enough 

linearly independent equations.  Specifically, there are 15 unknown mixing probabilities20 and 11 

equations.21  In order to reduce the dimensionality of the matrix, we impose two restrictions, 

explained in more detail in the Appendix A.  The first is that the rate of sexually transmitted 

infections among men in a given group is inversely proportional to the probability of mixing 

with older married females and directly proportional to the probability of mixing with prostitutes. 

The counterpart to the former assumption is that older women mix relatively less frequently with 

                                                            
20 For each of the three groups of men, there are 3 groups of women they can have sex with, for a total of 9 
probabilities.  Similarly, there are 9 probabilities for women having sex with men.  Since we do not observe 
prostitutes, this eliminates 3 of the probabilities, leaving 15 total probabilities. 
21 Five of the equations are the accounting equations (4) (omitting the equations for prostitutes), and the other 6 
equations are the adding up constraints in equation (3) (again, omitting the prostitutes).   
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those groups of men reporting a higher rate of STIs.  Indeed, older women have the lowest 

overall rate of STIs (10 percent for women 25 years of age or above, versus 15 percent for 

women younger than 25; whereas in men, the prevalence ranges from 24 to 50 percent).   

 

D. Number of Coital Acts  

Finally, we also need to determine the number of coital acts in which each person 

engages, the Ni’s and Nj’s.  The KAP data do not have information on coital frequency, but the 

DHS has such data for women.  Specifically, the DHS asks women how many times they have 

had sex in the last four weeks.  Table 4 shows mean coital frequency for married individuals.  

Married men have on average more sex with their wives than wives do with their husbands 

because approximately 20 percent of men in the KAP data have more than one wife. 

We use a negative binomial model to predict coital frequency for women.  Table 6 shows 

the results.  We use a quadratic form in age since older wives tended to have less sex than their 

younger counterparts.  We then impute these data into the KAP.  The average number of sex acts 

for never married women was only once per month.   

The DHS 1988 does not have data on male coital frequency.22  For married men, coital 

activity is predicted from the females’ by randomly matching each husband with their reported 

number of wives and ascribing the wives’ sexual activity to their husband.   

Extramarital activity is calculated by subtracting the number of reported partners in the 

last 6-12 months from number of reported wives or husband.  For single men, we estimate coital 

frequency using the Tanzanian DHS 1991 since Uganda DHS 1988 does not include males.  It 

would not be appropriate to assume that single men and single women pair together exclusively; 

                                                            
22 Because coital frequency, unlike age of marriage or sexual debut, is not an event confined to the past—we cannot 
use the men’s survey from DHS 1995 to estimate it. 



 
20 

 

as noted, many single women will have sex with married men.  Therefore, we compare the 

relative frequency of sexual activity among single males versus single females in the Tanzanian 

data from around the same time period and use those proportions as coefficients multiplying the 

mean number of acts per month of the Ugandan single women (stratified by age cohort) to obtain 

acts for single Ugandan men.   

We assume that married men do not have sex as regularly with their extramarital partners 

as they do with their wives.  Specifically, we assume that younger men are 5 percent as active 

with their extramarital partners as they are with their wives; whereas older men are only 2.5 

percent as active with their extramarital partners as they are with their wives.  We choose to 

make a distinction between older and younger married men since older married men likely have 

accumulated more wives and therefore have a lower demand for extramarital sex.  We choose 

these percentages because they reflect the relative difference of reported coital frequency 

between married Tanzanian men and women around the same time period, after adjusting for 

polygamy.   

 

E. Estimated Sexual Relations 

The sexual relationship probabilities for the baseline model are in Table 7.  Each cell in 

the table reports two values.  The first is the probability of a woman in the indicated row having 

sex with a man in the indicated column, conditional on having sex.  The second is the probability 

of a man in the indicated column having sex with a woman in that row.  Note that since we do 

not have prostitutes in our data, we do not estimate the distribution of sexual acts for prostitutes. 

The λ, young women are indeed mixing a disproportionate amount of time (84 percent) 

with the highest prevalence α males.  λ women are spending the least amount of time with the 
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lower prevalence, older married men.  In addition, high risk α males not only mix with the λ 

women, but also mix around a third of the time with prostitutes, making them an excellent bridge 

population; transmitting the disease from sex workers to young women and turning the epidemic 

from a centralized to a generalized one.  ω women spend three-quarters of their time having sex 

with older, lower risk, married males. 

 

IV. Verifying the Model’s Predictions 

 We verify the model’s predictions in three ways.  First, we use the data on reported 

number of children to see if the estimates of coital frequency are reasonably accurate.  In 

particular, we were concerned young unmarried women may underreport their amount of sexual 

activity, which would affect not only estimated HIV prevalence in this cohort, but among all 

cohorts since mixing probabilities would be biased.  However, we do not find systematic 

evidence of duplicity—the predicted and actual number of births is not statistically different.  For 

never married females, 70 women out of 474 report having a child in the last year (15%), and we 

predict 66 births (14%; probability of conception from Wilcox et al., 1995).  The paradoxical 

observation−young unmarried women have the highest HIV prevalent rates despite low coital 

frequency−is then explained by the fact that their partners were particularly high risk, which is 

exactly what our model suggests. 

 We also find evidence that men were not lying about their higher number of partners and 

frequency of sex, as represented by their higher rate of reported sexually transmitted infections.  

For example, beta males have a reported STI rate of 35 percent and alpha males have a STI rate 

of 50 percent. 
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 Second, we can use the model to estimate the predicted HIV positive rates directly, and 

compare them to the actual prevalence (based on serological blood tests from 1987).   Predicted 

versus actual prevalence are reported in Table 8.  The model is calibrated fairly well across most 

groups.  Predicted rates generally average about the actual rate.  Among women, for example, 

the predicted rate is 13.3 percent, compared to an actual rate of 13.1 percent.  Among men, the 

predicted and actual rates are 10.6 and 10.7 percent.   

 The biggest difference between predicted and actual rates is for divorced or widowed 

females, for whom the model overestimates HIV prevalence by 19.7 percent.  Overall, however, 

the results are very close. 

 Finally, we verify that our model matches the baseline ANC data on HIV positive rates 

by age.  We average the earliest three years of available ANC data (1990-92) to obtain mean 

HIV prevalence rates among pregnant women by age group.  We then compare the observed 

values for HIV with a model-generated weighted average of HIV infection per age group; where 

the weights are the probability a particular woman was pregnant.   

 Table 9 shows the results.  The first block of the table shows the actual and predicted 

HIV positive prevalence rates by age group.  The predicted rate is very close to the actual rate for 

young women, within 0.07 percentage points, or 0.02 percent.  The gap gets bigger for older 

women, where the predicted rate is 30 percent below the actual rate.   

 Unfortunately, the model was not refined enough to predict exactly who would contract 

HIV – though the aggregate prevalence statistics for the groups are very near to the observed 

prevalence rates, individual predictions are less exact.  This is not surprising given that we do not 

know the HIV status of the partners at an individual level.   
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V. Explaining the Reduction in HIV 

 We now use our simulation model to explain the reduction in HIV prevalence over time.  

Since the change in HIV prevalence was greatest for young women, we focus on this group.  We 

consider three explanations: increased use of condoms, less non-marital sex (both delay of 

premarital sexual debut among girls and being reduced out-of-marriage sex among men), and 

death among people with AIDS.   

 Any change in behavior or population structure will have general equilibrium effects as 

well as partial equilibrium effects.  Consider an increase in condom use, for example.  If men 

start using condoms more, fewer young women will acquire HIV in cross-age sexual intercourse, 

and this would lower the prevalence of HIV in young women.  In turn, fewer young women will 

pass on HIV to their husbands, which will lower the prevalence in married men.  This will then 

further affect the prevalence rate among the next generation of young women.  The long-run 

impact could thus be much greater than the short-run impact.   

 The change in HIV prevalence in Uganda was very rapid, generally from the late 1980s 

through the mid 1990s.  Indeed, our age-based ANC data go from roughly 1990-92 to 1994-96. 

Such a setting is decidedly partial equilibrium.  We therefore consider the direct effects of the 

various interventions, which are immediate, and not the indirect effects as a result of changing 

prevalence, which occurs over time.  The only exception to this general rule is when we are 

modeling death, since the direct effect of that “intervention” is the removal of certain individuals 

from the population, thereby changing the prevalence.  

 A second modeling issue is what to assume about overall changes in sexual behavior as 

some components of sexual activity change.  Consider the simulation where young girls delay 

the age at which they debut sexually. This clearly affects the number of contacts they have with 
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men.  What impact does this have on sexual activity among men?  At one extreme, one might 

assume that there are simply fewer opportunities for men to have sex, and thus overall sexual 

contacts among men decline.  Alternatively, however, men might see prostitutes more, or 

married men might have more sex within marriage.  The basic question is whether sexual activity 

for men is driven by relatively inelastic demand for sex (in which case total acts might remain 

constant, or decline only as other paths for sexual activity have a higher price) or by a more 

elastic supply of consenting partners (in which case, the number of sexual acts might change 

significantly).  

 Some literature suggests that the demand-side model is more relevant than the supply-

side model, or equivalently that total number of sexual acts among an unaffected group will 

remain constant as one group of potential partners changes their behavior.  For example, Dupas 

(2006) shows that an intervention which encouraged young girls to have less sex with married 

men led to a substitution of sexual acts towards younger men and away from older men, but not a 

large reduction in overall sexual activity.  Similarly, sociological research from Kenya by Luke 

(2001) has demonstrated that “sugar daddies” prefer sex without a condom.  However, if age and 

economic disparities are not great enough to impose this preference on their partner, these same 

men will use a condom and have sex with older, less impoverished women or commercial sex 

workers.  An anthropological surgery from Nigeria in the late 1980s inquiring about male 

sexuality among 1,749 men and 1,976 women found that over half of all men and one third of all 

women believed one woman was unable to satisfy a man’s sexual needs; and that a man’s nature 

entitles him to extramarital relations.  One eighth of all wives in the survey responded that men 

were justified in seeking alternative sexual partners during the post-partum period of abstinence 

(Orubuloye et al., 1997).  
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We thus assume that the total number of coital acts for men does not change when young 

girls delay debut, and equivalently that the total number of sexual acts among women does not 

change when men have less sex outside of marriage. 

 

A. Delayed sexual debut 

We start by considering the impact of delayed sexual debut among young women.  A 

delayed age of debut lowers the number of coital acts attributed to young women and thus 

changes who men have sex with as well.   

The amount of time women had premarital sex declined in Uganda over the relevant time 

period.  In the 1988 DHS, 11.5 percent of Ugandan women reported never having had sex.  In 

1995, the share was about the same, 10.5 percent.  However, the length of time women had been 

sexually active before marriage fell.  Among 15-19 year old women, the duration of premarital 

sexual activity fell from nearly 2 years to 1 year.  The decline was somewhat smaller among 

women aged 20-24 and actually increased among women aged 25-29, reflecting the fact that 

their premarital years predated the epidemic.  We see evidence of this in pregnancy trends.  In 

the Central region of Uganda (where Kampala is located), the pregnancy rate to 15-19 year old 

women was essentially unchanged, but the share of pregnancies among never married women 

fell from 29 percent in 1989 to 12 percent in 1995 (figure 7).  Figure 8 shows that the percentage 

of young, never married women who waited to have sex until marriage increased by 12 

percentage points in Uganda between 1988 and 1995.  Uganda’s nearest neighbors; however, did 

not experience such a dramatic shift (yet, had relatively less sex before marriage than Ugandans 

in 1988).  Similarly, the duration of premarital sexual activity of young women in Uganda 

decreased when compared to their neighbors (figure 9).   
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Delayed sexual activity reduces the number of sex acts that women in this age group have 

and changes who they have it with. Appendix B shows the change in sexual mixing rates implied 

by delayed sexual initiation.  Relative to the base case in table 7, young women have slightly 

more sex with safer groups.  The much larger impact, however, is that they engage in far fewer 

sexual acts.  Since many of these contacts are with high risk men, the predicted HIV rate falls as 

well.  Men, in contrast, have more sex with prostitutes, though we do not model HIV positive 

rates among men.   

Table 9 shows the impact of delayed sexual initiation on predicted HIV rates.  Delayed 

sexual activity predicts an 8.0 percentage point reduction in HIV positive rates among teenage 

girls, roughly 57 percent of the observed decline.  The decline is 1.8 percentage points among 

women aged 20-24, or 26 percent of the observed change.  Reflecting the longer length of time 

prior to marriage, the impact of abstinence is negligible women aged 25 and older. 

 

B. Reduced Out-of-Marriage Sexual Contact  

Increased faithfulness was a second goal of the Ugandan program.  This would show up 

in the first instance as fewer out-of-marriage sexual contacts for men.  In the UDHS 1995, men 

were asked whether they had changed their sexual practices to prevent AIDS and, if so, how. 

Only 11 percent of married men admitted to becoming monogamous,23 and the percentages for 

single men are much smaller.   

When married men are more faithful, they have more sex with their wives (given the 

same frequency of sexual contact).  Appendix B shows the change in the mixing probabilities.  

Given the small change in faithfulness reported in the survey, the impact on mixing probabilities 

                                                            
23 Some men are polygamous.  Even excluding those, however, the share rises to only 12.5 percent.  Using this 
percentage does not change the results. 
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is small as well.  And this translates into a small change in HIV positive rates.  Interestingly, 

since many men are HIV positive, increased faithfulness actually increases slightly the share of 

women we observe who are HIV positive.  Table 9 shows that HIV positive rates increase by 

about 0.1 percentage points as a result of this change. 

 

 C. Increased Condom Use  

Figure 10 shows the number of condoms sold in Uganda in the 1990s.  Condoms were 

introduced into Uganda in 1991, and even then remained scarce until 1997.  The men’s DHS 

survey in 1995 asked men about condom use.  The specific questions included whether a condom 

was used at last sex; whether it was used when the man last had sex with his wife; and whether 

the condom was last used with a partner other than his wife.  From this, we infer data on condom 

use by male category and in some cases female partner.   

Table 10 shows the responses for condom use.  About one-third of unmarried men in 

1995 report using a condom in their last sexual encounter.  The rate is lower among married 

men, especially with their spouse and higher among older, never married men.  Interestingly, 

condom use in 1995 was not much higher in Uganda than in Tanzania or Kenya (figure 11).   

The fact that condoms were used most prominently among highest risk individuals means 

that the impact will be greater than the average rate of condom use would suggest.  We assume 

condom use in extramarital sex acts exhibited linear growth from zero in 1991 to 40 percent in 

1995.  We also assume that condoms were used correctly.   

Using these assumptions and correcting for the impact of condom use on fertility, we 

derive ANC-based HIV rates with the increase in condom use and compare those to the observed 

outcomes in the mean of the three years around 1995.  The results are reported in Table 9.  
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Among women aged 15-19, increased condom use explains a 4.2 percentage point reduction in 

predicted HIV positive rates.  This is about one-third of the actual 14 percentage point reduction 

in rates between 1990-92 and 1994-96.  Thus, greater condom use explains slightly less than one 

third of the overall predicted decline in HIV prevalence among the youngest cohort of pregnant 

women.   

Condom use becomes less important for explaining the pattern of HIV as women age.  

For women ages 20-24 and 25-29, condom use accounts for 20 and 13 percent of the total 

reduction in HIV prevalence, respectively.  For older women, exposure to HIV positive men 

mainly occurs in the marriage, a context where condom use was not widely acceptable. 

 

D. Death of HIV Positive Men 

Those that died predominately over this time period were primarily the high risk males, 

either through combat, aging or AIDS.  Since older men were infected early by prostitutes, they 

would be the first ones in the generalized epidemic to succumb.  Using sibling reports of 

mortality from UDHS 1995, the crude death rate (CDR) for men over the age of thirty in Uganda 

jumped from 12 to 17 per 1000 between the years 1989 and 1992; whereas the CDR for women 

over age 25 stayed constant at 7 per 1000. In addition, studies on the natural history of HIV have 

shown that age is an important determinant of the survival: the older one is, the shorter the 

incubation period and faster the time to death (Coutinho, 2000).24   

To model AIDS-related mortality, we extrapolate from Kaplan-Meier estimates of the 

cumulative probability of death within a year after an individual has been diagnosed with AIDS 

                                                            
24 The CASCADE (2000) study brought together data from 38 studies in Australia, North America and Europe and 
included data on 13,030 HIV -1 infected individuals whose date of conversion could be reliably estimated. Median 
survival time ranged from 12.5 years for those who serconverted in the age group 15-24 to 7.9 years for those who 
seroconverted in the age group 45-54. 
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(defined as a CD4 cell count <200 cells/cubic millimeter).25  According to early studies of the 

natural progression of the disease in the developed world, approximately 30 percent of 

individuals with such profound lymphopenia would die within a year (Post et al., 1996).  

However, time from seroconversion to full blown AIDS may be faster in the developing world 

due to lack of treatment for opportunistic infections and the endemicity of other infectious 

diseases (such as diarrheal diseases, malaria and TB).  A study of the natural history of HIV-1 

infection in Thai military recruits found that approximately 15 percent of HIV positive Thai 

recruits died within five years of diagnosis and 30 percent had died by 6 years (Rangsin et al. 

2004).  Since we do not know the exact date of seroconversion for each member of the α cohort, 

we experimented with several possible values.  Specifically, we modeled death as a 15, 22.5 or 

30 percent mortality rate among alpha males over a horizon of 5 to 10 years.  Each rate directly 

impacts the prevalence of HIV in the alpha group and necessitates a recalculation of sexual 

mixing probabilities.  The best fit appeared to be a 15 percent mortality rate.26   

As men with AIDS die, there are fewer partners for young women to have sex with.  As 

above, we assume that total sexual acts for women remain the same.  Implicitly, this means that 

young women have more sex with younger men, who are less likely to have AIDS. 

Appendix B shows the new mixing probabilities, accounting for increased mortality 

among α males.  Young women tend to have relatively more sexual contact with lower risk men, 

                                                            
25 We chose not to model AIDS-related deaths as the excess adult mortality in countries heavily impacted by 
HIV/AIDS versus those not heavily affected, as in Oster (2008). This is due to the possibility that the AIDS crisis 
may impact non-AIDS related health services.  Case and Paxson (2009) use multiple waves of the DHS in fourteen 
sub-Saharan countries between 1988-2005 and find that regions of countries that have high HIV prevalence show 
the greatest erosion of health services. Grépin (2009) also found a negative association between a country’s receipt 
of funding for HIV/AIDS and measures of quality of health care. 
26 If the decline is 30 or 22.5 percent, we overpredict the drop in HIV prevalence among young women by a 
significant amount; using 15 percent we predict 102 percent of the overall decline among 15-19 year old women, the 
subgroup with the most dramatic decline and 86 percent of the reduction overall.  
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although the magnitude is not enormous.  The direct effect of fewer older being HIV positive is 

the greater impact. 

Table 9 shows that death was an important component to the HIV decline.  The selective 

death of the bridge population between prostitutes and young women helped to break the 

transmission of HIV and explained approximately 16 percent of the predicted decline among 

women ages 15-19.  Unlike condom use, death explains a larger share of the (albeit modest) 

decline in HIV prevalence as women age.  

 

Summary 

All told, we estimate that we can explain about 86 percent of the reduction in HIV 

positive prevalence.  Delayed sexual debut, increased condom use, and death were all 

contributing factors. The most important of the three, accounting for 41 percent of the total 

decline was primary abstinence among young Ugandan women. Death and condom use 

contributed 20 and 26 percent, respectively.  Faithfulness actually increased the HIV prevalence 

among women by 1 percent, due to high prevalence men having more sex with their wives.  

Importantly, the cause of the decline varied by age group.  The behavior of younger 

women appears to be more prevalence elastic, perhaps because many of them were unmarried 

and therefore had greater choice in whether to have sex or use a condom. On the other hand, 

older women (almost all of whom were married) exhibited little preventive behavioral changes; 

their protection from HIV came almost exclusively from the mortality of high-risk men or the 

choice on the part of men to use condoms. These women may have appeared inelastic in their 

behavior due to societal norms, lack of education or the desire for children. 
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VI.  Why Did Women Delay Their Sexual Debut?  

The fundamental question that arises from our analysis is why women delayed their 

sexual debut – and to a lesser extent why condom use increased so much.  It may be that men 

demanded less sex; thus young women could find no willing partners when attempting to lose 

their virginity or obtain funds for schooling or other needs. Alternatively, it may be that the 

supply of sex by young women was elastic to the ABC campaign.   

The natural test of the demand and supply theories is to determine whether women’s 

compensation for extramarital sex increased or decreased over the relevant time period.  If 

demand for sexual contact among men fell, the compensation for sex with young women should 

fall as well.  If supply contracted, in contrast, prices should rise.  No data systematically 

examines gift exchange for sexual contacts among young women.  But scattered evidence from 

anthropological data suggests that compensation did increase over the 1990s: from 0.4 to 4 USD 

in 1995 (Pickering et al., 1997) to 1 to 11 USD in 1999 (Gysels et al., 2002).  Whether this is due 

to reduced supply or to a higher risk premium for casual sex as knowledge of AIDS expanded is 

not known. 

Other studies also show that the sexual decisions of young women are responsive to 

income.  For example, Dupas (2010) shows that the age of sexual partners of young women is 

responsive to information about HIV.  Similarly, a recent paper by Barid et al. (2009) shows that 

providing cash to young women to stay in school curtailed their sexual activity.  We thus 

suspect, although cannot prove definitively, that reduced sexual activity among teenage girls was 

a result of reduced supply of willing female partners. 
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VI.  Conclusion 

 The decline in HIV in Uganda is concentrated among young women.  Among 15-19 year 

old pregnant women, for example, HIV positive rates fell from 31 percent in the early 1990s to 

14 percent in the mid 1990s.   

 Our results suggest three reasons for this decline.  First, abstinence, as proxied by delayed 

sexual debut, is a major factor behind the decline, explaining about 41 percent of the total.  

Condom use among selective sex acts surprisingly also played a major role, as did the death of 

the first wave of older infected men, who were presumably replaced by less HIV positive and 

more condom-friendly counterparts.  As a whole, these three explanations account for 102 

percent of the reduction in HIV among young women, though a considerably smaller share of the 

reduction among slightly older women.  There is still much to be explained, and the data we have 

on men is scant.   

 It would be useful to extend our analysis to the later 1990s to explain the second phase 

(albeit much less dramatic) of Uganda’s HIV decline.  Preliminary analyses suggests that there 

may have been a backslide in terms of abstinence and fidelity; however, this may have been 

tempered by the increasing availability of condoms and the decrease in transmission due to viral 

suppression from the national expansion of antiretroviral therapy.   
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Figure 1: Map of Uganda, with antenatal clinic sites outlined in circles. 
 

 
 Source: Perry-Castañeda Library Map Collection at the University of Texas. 



 
 

 
 
 Notes: Data are from UNAIDS Uganda Epidemiological Fact Sheets on HIV/AIDS from 
2004, 2006 and 2008.  Median annual prevalence is from antenatal clinics that performed 
surveillance HIV testing. 
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       Notes: Data are from UNAIDS Uganda Epidemiological Fact Sheets on HIV/AIDS from 
2004, 2006 and 2008.  Nsambya and Rubaga are two hospital-based antenatal clinics located in 
Kampala with longitudinal data on HIV surveillance test results.  
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  Notes: Data are from UNAIDS Epidemiological Facts Sheets on HIV/AIDS for the 

relevant countries from 2004, 2006 and 2008.  Median annual prevalence is from urban 
antenatal clinics that performed surveillance HIV testing. 
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Figure 5: HIV Prevalence by Marital Status, Gender 
and Age (1987) 

 

 Notes: Data are from the 1987 Knowledge, Attitudes and Practices survey of 3928 Ugandans over the 
age of 15 in two subcounties approximately 10 kilometers from Kampala.  The prevalence is the percent of 
individuals in each subgroup with a positive anti-HIV 1 antibody test. For never married women and men, 
after a certain age (45 for men, 40 for women), there are very few people.  We omit those values.   

 



 
 

 
 
Note:  Data from United States Census Bureau, HIV/AIDS Surveillance website.  
 
 

 
 
 Notes: Data are from Uganda Demographic and Health Survey, 1988 and 1995. 
Pregnancy rate is the ratio of annual births to women aged 15-19 years to the total number of 
women in that age group, central region of Uganda.  
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 Notes: Data for Uganda are for 1988/89, 1995 and 2000/01.  Data for Tanzania are for 
1991, 1996 and 1999.  Data for Kenya are for 1989, 1993 and 1998.  All data are from 
Demographic and Health Surveys. 
 
 
 

 
 Notes: Data for Uganda are for 1988/89, 1995 and 2000/01.  Data for Tanzania are for 
1991, 1996 and 1999.  Data for Kenya are for 1989, 1993 and 1998.  All data are from 
Demographic and Health Surveys. 
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Note: Data are from Deloitte Touche Tohmatsu, Commercial Market Strategies, Uganda 
2001 reproduced in the USAID publication, “What happened in Uganda”. 
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              Notes: Data are for Uganda 1995 and 2000/1, Kenya 1993 and 1998, Tanzania 1996 

and 1999.  All are from Demographic and Health Surveys. 
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Table 1: Knowledge about HIV/AIDS 

Uganda  Kenya 

  
Men 
(1995) 

Women 
(1995) 

 Men 
(1993) 

Women 
(1993) 

Women 
(1998) 

Women 
(2003) 

Ever heard of AIDS 99.9% 99.2%  99.4% 98.3% 99.2% 98.4% 
Abstain sex 35 36  10 14 27 42 
Limit partners 24 49  60 53 32 55 
Use condoms 36 26  30 16 38 40 
Don't know ways to avoid AIDS 7 11  15 22 19 16 
Knows someone with and/or died of AIDS 93 89  41 43 71 74 
Thinks they can catch AIDS 69 80  68 46 --- --- 
A healthy person can transmit AIDS  90 86  88 76 79 85 
AIDS can be transmitted mother to child  84 87  90 86 86 88 
             Notes: Data are from the Demographic and Health Surveys for the indicated years.  Men are aged 20-54 
and women are aged 15-49. 

 



 
 

 
Table 2: HIV Prevalence in Uganda, 1987 

 
Group 

 
Description 

Percent 
HIV+ 

α males Never married males >20 and widowed divorced males 17% 
β males Never married males 15-19 and young (<=30) married males 10% 
δ males 
 

Older married males >30 6% 

μ females Prostitutes 37% 
λ females All never married females and young < 25 married females  19% 
ω females All widowed/divorced females and older >=25 married females  9% 

Notes: Data are from the Knowledge Attitudes and Practices Survey, Uganda 
1987. The survey consisted of 3928 Ugandans over 15 years of age in two subcounties 
approximately 10 kilometers from Kampala. Prevalence is the percent of those in a 
given subgroup with a positive HIV 1 antibody test, except for prostitutes, who are 
assumed to have the HIV prevalence of older, never married females.   

 
 
 

 
Table 3: Transmission Probabilities 

Male to Female 
Females Husband α β δ 
age < 20 0.0025 0.015 0.01 0.005 
age 20-29 0.0025 0.0075 0.005 0.0025 
age >=30  0.00125 0.006 0.003 0.002 

Female to Male 
Males Wife λ µ Ω 
age < 30 0.0016 0.0025 0.005 0.0016 
age >30 0.00125 0.0025 0.005 0.0016 

Notes: Probabilities are based on the medical literature. See 
text for references.  

 
 
 
 
  



 
 

  
Table 4: Characteristics of Sexual Activity, 1987 

Characteristic Females Males 
Age of sexual debut   
   Mean 14.9 17.3 
   2.5%ile, 97.5%ile 14.0, 15.6 15.5, 18.8 
 
Age of first marriage 

  

   Mean 17.3 23.4 
   2.5%ile, 97.5%ile 16.2, 18.2 19.5, 29.3 
 
Coital frequency for married 
individuals# 

  

   Mean 6.3 7.0 
   2.5%ile, 97.5%ile 0, 25 0, 26 
 
Number of extramarital* partners 

  

   μ females / α males NA 2.4 
   λ females / β males 1.1 2.1 
   ω females / δ males 0.6 1.1 

Notes:  Average age of sexual debut and first marriage are 
predicted using the coefficients in Table 5. Coital frequency for 
women is predicted using the coefficients in Table 6. Coital 
frequency for married men is derived by randomly matching each 
husband with their reported number of wives and ascribing the 
wives’ sexual activity to their husband. See text for further 
details. Number of extramarital partners is based upon responses 
in the Knowledge, Attitudes and Practices Survey, Uganda 1987. 
# In the last four weeks. 
*If unmarried, this is the average total number of partners. 

   
  



 
 

Table 5: Predicted Age of First Marriage and Age of Sexual Debut 
 
Independent 
Variable 

Females  Males 
Age of first 
marriage  

Age of 
sexual debut 

 Age of first 
marriage 

Age of 
sexual debut 

Education 1.05*** 

(0.21) 
0.74***

(0.17) 
 0.34 

(0.34) 
-0.64 
(0.59) 

Age 0.036** 

(0.01) 
0.11**

(0.05) 
 0.19***

(0.04) 
0.34** 
(0.16) 

Age2  --- -0.002**

(0.001) 
 --- -0.004 

(0.002) 
Constant 14.90*** 

(0.40) 
12.83*** 
(0.74) 

 15.34*** 
 (1.07) 

11.21*** 
(3.24) 
 

N 1,154 1,287  423 568 
R2  0.05 0.05  0.10 0.03 

Notes: Each column is an OLS regression with clustered, robust 
standard errors in parentheses. For females, the data are based on the 1988 
DHS in Uganda, central region. For males, the data are based on the 1995 
DHS in Uganda, central region. Only men who married or debuted at least 
10 years prior to the survey were included in the analysis. 
** Statistically significant at the 5 percent level.  
*** Statistically significant at the 1 percent level. 

 
  



 
 

Table 6: Predicted Coital Activity 
Number of coital acts per month 

  

Zero inflated 
negative binomial 
married females 

Negative 
binomial never 
married females 

Zero inflated 
negative binomial 
divorced/widowed 
females 

Age 0.001 0.574** 0.114 
  (0.016) (0.226) (0.089) 
Age2 -0.0002 -0.013*** -0.002 
  (0.0003) (0.005) (0.001) 
Constant 2.060*** -6.089** -0.290 
  (0.225) (2.494) (1.318) 
(inflate) Constant -1.995*** --- 0.711*** 
  (0.108)   (0.148) 
Natural log alpha -0.357*** 1.677 -0.328 
  (0.091) (0.139) (0.447) 
 
Nonzero 
observations 2,455 471 177 
Vuong test 5.590  --- 2.750 

Notes: Regressions are based on the 1988 DHS in Uganda. Clustered, robust 
standard errors in parentheses.  Depending on Vuong test results, we used either a 
zero inflated negative binomial or a negative binomial model. 
** Statistically significant at the 5 percent level. 
*** Statistically significant at the 1 percent level. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 

Table 7: Estimated Mixing Probabilities in the Baseline Model 
 Males 

Females Α β δ 
μ NA / 30% NA / 21% NA / 14% 
λ 84% / 41% 14% / 37% 2% / 24% 
ω 17% / 30% 7% / 43% 76% / 62% 

Notes: The first item in each cell is the share of people in that 
row having sex with people in that column.  The second item is the 
share of people in that column having sex with people in that row. 

 
 
 

 
 
 
 

Table 8: Baseline Model Prevalence of HIV 

Demographic group  
Actual 
prevalence 

Predicted 
prevalence 

Percentage 
point 
difference 

Percent 
difference 

Women  

  Total 13.1% 13.3% 0.1% 0.9% 

  Never married 22.5% 20.8% -1.7% -7.4% 

  Young married  17.5% 17.7% 0.2% 1.2% 

  Old married  8.3% 8.4% 0.1% 1.4% 

  Divorced/widowed* 9.5% 11.3% 1.8% 19.7% 

Men  

  Total 10.6% 10.7% 0.1% 0.4% 

  Young never married 5.9% 6.7% 0.8% 14.0% 

  Old never married  13.7% 14.5% 0.8% 5.5% 

  Young married  10.9% 10.0% -0.9% -8.9% 

  Old married  6.0% 5.9% -0.1% -0.9% 

  Divorced widowed* 20.7% 20.9% 0.2% 1.1% 

*Assumed married for 1/2 time sexually active 
 
 
 
 
  



 
 

Table 9: Simulated Impact of Abstinence, Faithfulness, Condom Use, and Death on 
HIV Positive Rates Among Pregnant Women 

 Pregnant Women of Age 
Simulation 15-19 20-24 25-29 30+ 
Baseline Simulation     
  Actual rate, 1990-1992 26.5% 26.8% 23.1% 15.7% 
  Predicted rate 26.5%  24.6% 24.7% 11.0% 
  Percent difference 0.1% -8.3% 6.9% -30.0% 
  Percentage point difference 
 

0.0% -2.2% 1.6% -4.7% 

  Change in rate: 1990-92 to 1994-96  -14.0% -6.8% -2.3% 0.2% 
     
Simulating Population Changes     
Impact of Abstinence     
  Predicted rate 18.6% 22.9% 24.6% 10.9% 
  Percentage point change in predicted rate 
 

-8.0% -1.8% -0.1% -0.1% 

Impact of Being Faithful     
  Predicted rate 26.6% 24.7% 24.7% 11.0% 
  Percentage point change in predicted rate 
 

0.1% 0.1% 0.0% 0.0% 

Impact of Condom Use     
  Predicted rate 22.4% 23.3% 24.4% 10.8% 
  Percentage point change in predicted rate 
 

-4.2% -1.3% -0.3% -0.2% 

Impact of AIDS-Related Deaths     
  Predicted rate 24.3% 23.1% 24.2% 10.7% 
  Percentage point change in predicted rate 
  

-2.2% -1.5% -0.5% -0.2% 

Cumulative Impact     
  Predicted change from abstinence,  
     be faithful condom use, and death  

-14.3% -4.6% -0.9% -0.42% 

  Share of total decline 102% 67% 34% --- 
  Contribution of:     
      Abstinence 57% 26% 0% NA 
      Be faithful -1% -1% 0% NA 
      Condom use 30%  20% 13% NA 
      Death of α males 16% 23% 22% NA 
Note: All estimates come from the model described in the text. 

 
  



 
 

 
Table 10: Condom Use Among Men, 1995 

 Males 

Females 

Young, 
never 
married 

Old, 
never 
married 

Young, 
married 

Old, 
married 

Divorced/ 
widowed 

Never married 34% 40% 23% 11% 33% 
Young, married 34% 40% 4% 11% 33% 
Old, married 34% 40% 23% 2% 33% 
Divorced/widowed 34% 40% 23% 11% 33% 

Notes: Data are from the 1995 Ugandan Demographic and Health 
Survey. The specific questions included whether a condom was used at 
last sex; whether it was used when the man last had sex with his wife; 
and whether the condom was last used with a partner other than his 
wife.   

 
 

 
 
  



 
 

 
Appendix A 

 
This appendix explains our mixing equations and the assumptions we use to identify those 
equations.   
 
Denote πij as the probability that a women in group i has sex with a man in group j and πji as the 
probability that a man in group j has sex with a woman in group i.  There are 9 probabilities for 
each of three groups of men having sex with three groups of women (παλ, παω, παμ;  πβλ, πβω, π βμ; 
and πδλ, πδω, πδμ) and 9 probabilities for each of three groups of women having sex with each of 
three groups of men (π λα, πλβ, πλδ; πωα , πωβ , π ωδ; and πμα , πμβ , π μδ).  Since we do not observe 
prostitutes in our data, we omit πμα , πμβ , and π μδ from consideration.  This leaves 15 unknown 
parameters. 
 
These parameters are identified through two types of equations.  The first equations are the 
observation equations: every sexual act is with one of these groups.  This corresponds to the 
assumptions that:   
 

1. π λα + πλβ+ πλδ =1 
2. πωα + πωβ+ πωδ =1  
3. παλ + παω+ παμ =1  
4. πβλ + πβω+ πβμ =1  
5. πδλ + πδω+ πδμ =1  

 
The second equations are the conservation of sex acts: the total number of acts that group A has 
with group B is the same as the number of acts that group B has with group A.  Again excluding 
prostitutes, this yields the equations: 
 

6. πλα Λ = π αλA 
7. πλβ Λ = πβλB 
8. πλδ Λ = π δλΔ 
9. πωαΩ= παωA 
10. πωβΩ= πβωB 
11. πωδΩ= πδωΔ 

 
Thus, there are 11 equations and 15 unknowns. 
 
To solve the equations, we need an additional assumption.  We do this with knowledge of 
sexually transmitted infections (STIs).  Let a, b and d be the prevalence of sexually transmitted 
infections in the α, β, and δ groups of males, respectively; where a>b>d.  In practice, we 
calculate a=.50, b=.35, and d=.24.  We use these fractions to weight the coefficients and reduce 
the dimensionality of the matrix from 11 to 9 equations.  Specifically, we assume that the 
probability that ω (older, safer) women have sex with δ (older) men is declining in the 
probability of STIs among older men, the probability that men have sex with ω women is 
inversely proportional to STI rates, and that the probability that men have sex with μ women 
(prostitutes) is directly proportional to STI rates.  Thus: 



 
 

 
 πωδ = 1-d 

πωα = (1- πωδ)*(b/a)  
πωβ= (1- πωδ)*(1-b/a)  

 παω = (d/a) πδω 

 πβω = (d/b) πδω  
 πβμ = (b/a) παμ 
 πδμ = (d/a) παμ 
 
This translates into the following 9 equations, which can be used to solve for 8 unknowns:  
π λα, πλβ, πλδ, παλ, παμ, πβλ, πδλ, and πδω.   
 

1. π λα+ πλβ+ πλδ =1 
2. π ωα+ πωβ+ πωδ =1 
3. παλ + (d/a)πδω+ π αμ =1  
4. πβλ + (d/b)πδω + (b/a)π αμ =1  
5. πδλ + πδω+ (d/a)παμ =1  
6. πλα Λ = παλ A 
7. πλβ Λ = πβλ B 
8. πλδ Λ = π δλ Δ 
9. Ω = πδω {Δ+  (d/a) A + (d/b)B} 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 

Appendix B 
 

Estimated Mixing Probabilities Under Alternative Simulations 
 Males 
Females α Β δ 
Delayed Debut Among Young Women 
   μ  NA / 36% NA / 25% NA / 17% 
   λ  83% / 34% 14% / 32% 2% / 21% 
   ω  17% / 30% 7% / 43% 76% / 62% 
 
Reduced Out of Marriage Sexual Contact 
   μ  NA / 29% NA / 20% NA / 14% 
   λ  85% / 41% 14% / 37% 2% / 23% 
   ω  17% / 30% 7% / 43% 76% / 63% 
 
Death of  α males 
   μ  NA  / 12% NA / 9% NA / 6% 
   λ  83% / 51% 15% / 40% 2% / 20% 
   ω  17% / 36% 7% / 51% 76% / 75% 

Notes: The first item in each cell is the share of people in that row 
having sex with people in that column.  The second item is the share of 
people in that column having sex with people in that row.  Prostitutes are 
not in our sample; thus, we do not estimate the probability that they  
sexual contact with any particular set of men. 

 


