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#### Abstract

We consider nonparametric identification in models of differentiated products markets, using only market level observables. On the demand side we consider a non-parametric random utility model nesting random coefficients discrete choice models widely used in applied work. We allow for product/market-specific unobservables, endogenous product characteristics e.g., prices), and high-dimensional taste shocks with arbitrary correlation and heteroskedasticity. On the supply side we specify marginal costs nonparametrically, allow for unobserved firm heterogeneity, and nest a variety of equilibrium oligopoly models. We pursue two approaches to identification. One relies on instrumental variables conditions used previously to demonstrate identification in a nonparametric regression framework. With this approach we can show identification of the demand side without reference to a particular supply model. Adding the supply side allows identification of firms' marginal costs as well. Our second approach, more closely linked to classical identification arguments for supply and demand models, employs a change of variables approach. This leads to constructive identification results relying on exclusion and support conditions. Our results lead to a testable restriction that provides the first general formalization of Bresnahan's (1982) intuition for empirically discriminating between alternative models of oligopoly competition.
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## 1 Introduction

Models of discrete choice between differentiated products play a central role in the modern empirical literature in industrial organization (IO) and are used in a wide range of other applied fields of economics. ${ }^{1}$ In many applications, the discrete choice demand model is combined with an oligopoly model of supply. Typically these models are estimated using econometric specifications incorporating functional form restrictions and parametric distributional assumptions. Such restrictions may be desirable in practice: estimation in finite samples always requires approximations and, since the early work of McFadden (1974), an extensive literature has developed providing flexible discrete-choice models well suited to estimation and inference. Furthermore, parametric structure is necessary for the extrapolation involved in many out-of-sample counterfactuals. However, an important question is whether parametric specifications and distributional assumptions play a more fundamental role in determining what is learned from the data. In particular, are such assumptions essential for identification?

In this paper we examine the nonparametric identifiability of differentiated products models that are in the spirit of Berry, Levinsohn, and Pakes (1995) (henceforth, "BLP") and a large applied literature that has followed. We consider identification of demand alone, identification of marginal costs, and discrimination between different models of oligopoly competition.

On the demand side, the models motivating our work incorporate two essential features. One is rich heterogeneity in preferences, which allows for flexible demand substitution pat-

[^0]terns (e.g., cross-price elasticities). ${ }^{2}$ The second is the presence of product/market-level unobservables. ${ }^{3}$ These unobservables give rise to the endogeneity of prices, and only by explicitly modeling them can one account simultaneously for endogeneity and heterogeneity in preferences for choice characteristics. Surprisingly, this combination of factors has not been treated in the prior literature on identification. Indeed, although there is a large literature on identification of discrete choice models, ${ }^{4}$ there are no nonparametric or semiparametric identification results even for the linear random coefficients random utility model widely used in the applied literature that motivates us.

On the supply side the applied literature employs empirical models derived from equilibrium conditions for multi-product oligopolists, building on early insights of Rosse (1970) and Bresnahan (1981). Following BLP, recent work typically allows for latent cost shocks and unobserved heterogeneity in cost functions, but employs a parametric specification of costs.

We consider identification within nonparametric generalizations of the demand-side and supply-side models used in the applied literature. We focus on the common situation in which market level data are available, as in BLP. In such a setting, one observes market shares, market characteristics, product prices and characteristics, and product/market level cost shifters. Individual choices and firms' costs are not observed. ${ }^{5}$

We begin with a nonparametric generalization of standard random coefficients discrete choice models. Our model incorporates an important index restriction on the way product/market-

[^1]specific unobservables enter preferences, but is otherwise flexible. It allows for market/choicespecific unobservables, endogenous choice characteristics, unknown heteroskedasticity, and taste shocks with arbitrary dimension and correlation. We consider identification of demand as well as full identification of the joint distribution of consumers' conditional indirect utilities, the latter enabling characterization of standard aggregate welfare measures. Identification of demand naturally requires instruments for prices (or other endogenous choice characteristics), and we show that standard nonparametric instrumental variables conditions (Newey and Powell (2003)) suffice. This result demonstrates that the essential requirement for identification of demand in this type of model is identical to that for regression models: the availability of instruments. Further, this result can be extended to full identification of the random utility model using standard arguments under additional quasilinearity and support conditions.

Given identification of demand, we consider nonparametric identification of each firm's marginal cost function and cost shocks, again relying on an index restriction and on nonparametric instrumental variables conditions. These results provide a nonparametric foundation for a large body of applied work that estimates marginal costs in order to address positive and normative questions concerning imperfectly competitive markets.

Although these are strong positive results, nonparametric instrumental variables conditions themselves can be difficult to interpret or verify. This is one reason we consider a second approach to identification, this time making simultaneous use of the demand model and a partially specified model of oligopoly competition. We show that the resulting system of "supply and demand" equations can be "inverted," leading to identification of demand and of the latent shocks to marginal costs. If we further commit to a particular oligopoly model (e.g., Nash equilibrium in prices) we also recover each firm's marginal costs. This approach enables us to offer constructive identification arguments relying on traditional exclusion and support conditions, but under somewhat stronger restrictions on the model.

Finally, we show that (using either identification approach) our results lead to testable restrictions that can distinguish between alternative models of oligopoly competition. This
result offers the first general formalization of Bresnahan's (1982) intuition for empirically discriminating between alternative "oligopoly solution concepts."

Together these results provide a positive message regarding the faith we may have in a growing body of applied work on differentiated products markets allowing for rich consumer and firm heterogeneity, choice-specific unobservables, and endogeneity. Such models are identified without parametric or distributional assumptions under the same sorts of conditions that yield identification of simpler and more familiar models. This positive message is not without qualification: in addition to the index restrictions, our results require instruments for price that are excluded from the demand system, as well as demand shifters that are excluded from firm costs. Of course, it should not be surprising that identification in an environment with limited dependent variables and endogeneity requires both some structure and adequate exogenous variation. Our results shed light on key assumptions and essential sources of variation one should look for in applications.

To our knowledge, we provide the first and only results on the nonparametric identification of market-level differentiated products models of the sort found in BLP and other applications in IO. However, there is large related literature on the identification and estimation of semi- and nonparametric discrete choice models. On the demand side, our work is related to (and makes use of) much of this literature. Our work is also related to a large parametric literature on the estimation of "supply and demand" models, to a large literature on the estimation and testing of oligopoly models, and to work on the nonparametric identification of simultaneous equations models. In the following section we briefly place our work in the context of these and other prior literatures. We then set up the model in section 3 and discuss a key preliminary result in section 4. We provide our two sets of identification results in sections 5 and 6 . Discrimination between alternative oligopoly models is discussed in 7 . We conclude in section 8 .

## 2 Related Literature

Our work relates to several literatures, including a large body of work on identification of discrete choice models. Much of that literature considers models allowing for heterogeneous preferences through a random coefficients random utility specification, but ruling out endogeneity. Ichimura and Thompson (1998) studied a linear random coefficients binary choice model. Briesch, Chintagunta, and Matzkin (2005) consider multinomial choice, allowing some generalization of a linear random coefficients model. Our work relaxes functional form and distributional assumptions relied on in this earlier work, incorporates market/choicespecific unobservables, and allows for endogeneity.

A number of papers address the identification of discrete-choice models with endogeneitysometimes only in a binary context, sometimes without consumer heterogeneity, and usually without the kind of endogeneity considered in the applied literature that motivates our work. Examples include Lewbel (2000), Honoré and Lewbel (2002), Hong and Tamer (2004), Blundell and Powell (2004), Lewbel (2005), and Magnac and Maurin (2007). These all consider linear semiparametric models, allowing for a single additive scalar shock (analogous to the extreme value or normal shock in logit and probit models) that may be correlated with some observables. Among these, Lewbel (2000) and Lewbel (2005) consider multinomial choice. Extensions to non-additive shocks are considered in Matzkin (2007a) and Matzkin (2007b).

Compared to these papers, we relax functional form restrictions and, more fundamental, add the important distinction between market/choice-specific unobservables and individual heterogeneity in preferences. This distinction allows the model to define comparative statics that account for both heteroskedasticity (heterogeneity in tastes for characteristics) and endogeneity. ${ }^{6}$ For example, to define a demand elasticity one must quantify the changes in market shares resulting from an exogenous change in price. Accounting for heterogeneity in consumers' marginal rates of substitution between income and other characteristics requires

[^2]allowing the price change to affect the covariance matrix (and other moments) of utilities. On the other hand, controlling for endogeneity requires holding fixed the market/choicespecific unobservables. Meeting both requirements is impossible in models with a single composite error for each product.

Blundell and Powell (2004), Matzkin (2004), and Hoderlein (2008) have considered binary choice with endogeneity in semiparametric triangular models, leading to the applicability of control function methods or the related idea of "unobserved instruments" (see also Petrin and Train (2009), Altonji and Matzkin (2005), Gautier and Kitamura (2007), and Fox and Gandhi (2009)). However, standard models of oligopoly pricing in differentiated products markets imply that each equilibrium price depends on the entire vector of demand shocks (and typically the vector of cost shocks as well). This rules out a triangular structure. Nonetheless, our "change of variables" approach uses a related strategy of inverting a multiproduct supply and demand system to recover the entire vector of shocks to costs and demand. This can be interpreted as a generalization of the control function approach.

On the supply side, Rosse (1970) introduced the idea of using first-order conditions for imperfectly competitive firms to infer their marginal costs from prices and demand parameters. ${ }^{7}$ Our approach to identification of marginal costs is a nonparametric extension of that idea.

Our insights regarding discrimination between alternative oligopoly models are closely related to ideas from the early empirical IO literature on conjectural variations models. Bresnahan (1982), in particular, provided influential intuition for how "rotations of demand" could distinguish between alternative oligopoly models. While Bresnahan's intuition was very general, formal results (Lau (1982)) have been limited to deterministic homogeneous goods conjectural variations models, and have required shifters of aggregate demand.

Our change of variables approach, which exploits the simultaneous determination of prices and market shares, has links to the prior literature on nonparametric identification of simul-

[^3]taneous equations models (e.g., Brown (1983), Roehrig (1988), Matzkin (2005), and Matzkin (2008)). A standard strategy in this literature is to relate the joint density of latent variables to that of the observables using restrictions from theory and a standard change of variables. A complication, emphasized in Benkard and Berry (2006), is that the change of variables involves the Jacobian of the transformation. This introduces substantial challenges and has limited the set of models for which identifiability has been shown using the change of variables approach. However, in our context the same index restriction that enables us to use the nonparametric instrumental variables strategy permits us to use a new change of variables argument to obtain a constructive proof of identification. Here our work is closely related to that of Matzkin (2005, 2008), who has explored identification in a variety of nonparametric simultaneous equations models. Although she does not explicitly address discrete choice models, for our change of variable argument we transform our model to a form equivalent to one she considers. This transformation maps our index restriction to a separability condition whose advantages she emphasizes in a variety of other contexts. Even starting from the transformed model, however, our assumptions and proof differ from hers in important ways. ${ }^{8}$ Our strategy and results may therefore complement those in Matzkin (2008) for other applications of simultaneous equations models.

For an important preliminary result, we rely heavily on insights in Gandhi (2008), which recently showed how to extend a key invertibility result of Berry (1994) and Berry and Pakes (2007) to a more general class of discrete choice demand models. We reinterpret Gandhi's key assumption graphically as our "connected substitutes" condition, requiring that for every pair of products $\{j, k\}$ there be some path of local substitution linking $j$ to $k$. Although Gandhi (2008) focused on invertibility of demand, we show that the same connected substitutes condition plays an important role in ensuring the invertibility of the oligopoly supply side.

Turning to other recent unpublished papers, Berry and Haile (2009b) explores the iden-

[^4]tification of discrete choice models in the case of "micro data" relying in part on ideas similar to those used here. The distinction between "market data" and "micro data" has been emphasized in the recent industrial organization literature (e.g., Berry, Levinsohn, and Pakes (2004)), but not the econometrics literature on identification. A key insight in Berry and Haile (2009b) is that within a market all market/choice-specific unobservables are held fixed. One can therefore learn a great deal about the distribution of utilities from "variation in choice sets" created by within-market heterogeneity in consumer/choice-specific covariates-variation that is not confounded by variation in the market/choice-specific unobservables. That strategy is exploited throughout Berry and Haile (2009b), but cannot be applied to market level data. ${ }^{9}$ In Berry and Haile (2009a) we have explored related ideas in the context of a "generalized regression model" (Han (1987)), which nests the binary choice model. For that class of models, the index restriction we require throughout the present paper can be dropped. Unfortunately, many applications fall outside the binary choice setting.

Concurrent work by Fox and Gandhi (2009) explores identifiability of several related models, including a flexible model of polychotomous choice in which consumer types are themselves multinomial and the conditional indirect utility functions are analytic. They do not consider our case with market-level data and endogenous prices set in a (non-triangular) system of equations. ${ }^{10}$ A recent working paper by Chiappori and Komunjer (2009) considers a related change of variables approach in a "micro data" context.

[^5]
## 3 Demand Model

### 3.1 Consumers, Products and Markets

Each consumer $i$ in market $t$ chooses a single good from a set $\mathcal{J}_{t}$. We will use the terms "good," "product," and "choice" interchangeably. The term "market" is synonymous with the choice set. In practice, markets will typically be defined geographically and/or temporally. The choice set always includes the option not to purchase, i.e., to choose the "outside good," which we index as choice $j=0$. We denote the number of "inside goods" by $J_{t}=\left|\mathcal{J}_{t}\right|-1 .{ }^{11}$

Each inside good/market has observable (to us) characteristics $x_{j t} \in \mathbb{R}^{K_{x}}$ and price $p_{j t} \in$ $\mathbb{R}$. We treat $x_{j t}$ and $p_{j t}$ differently because we will allow $p_{j t}$ to be endogenous. The restriction to a single endogenous characteristic reflects the usual practice, but is not essential. ${ }^{12}$ We allow $x_{j t}$ to include components that vary only with the market $t$, only with the product $j$ (these could be product dummies), or both. Unobservables at the level of the product and market are represented by an index $\xi_{j t} \in \mathbb{R}$. In applications this is typically motivated by the presence of unobserved product characteristics and/or unobserved variation in tastes across markets. A market (choice set) $t$ is thus characterized by $\left(\mathcal{J}_{t},\left\{x_{j t}, p_{j t}, \xi_{j t}\right\}_{j \in \mathcal{J}_{t}}\right)$. We let $\chi=\operatorname{supp}\left(x_{j t}, p_{j t}, \xi_{j t}\right)$ and $\chi^{\mathcal{J}_{t}}=\operatorname{supp}\left\{x_{j t}, p_{j t}, \xi_{j t}\right\}_{j \in \mathcal{J}_{t}}$.

### 3.2 Preferences

We consider preferences represented by a random utility model. Each consumer $i$ in market $t$ has conditional indirect utilities $v_{i j t}$ for each product $j$ determined by a function $u_{i t}: \chi \rightarrow \mathbb{R}$. Consumers have heterogeneous tastes, even conditional on all observables. This is modeled by specifying each consumer $i$ 's utility function $u_{i t}$ as a random draw from a set $\mathcal{U}$. We

[^6]discuss restrictions on $\mathcal{U}$ below.
More formally, let $(\Omega, \mathcal{F}, \mathbb{P})$ denote a probability space. Given any $\left(x_{j t}, p_{j t}, \xi_{j t}\right) \in \chi$, consumer $i$ 's conditional indirect utility from good $j$ is given by
\[

$$
\begin{equation*}
v_{i j t}=u_{i t}\left(x_{j t}, p_{j t}, \xi_{j t}\right)=u\left(x_{j t}, p_{j t}, \xi_{j t}, \omega_{i t}\right) \tag{1}
\end{equation*}
$$

\]

where $u$ is measurable in $\omega_{i t}$, and $u(\cdot, \cdot, \cdot, \omega) \in \mathcal{U}$ for all $\omega \in \Omega$. Thus, conditional indirect utilities are represented with a random function $u: \chi \times \Omega \rightarrow \mathbb{R} .^{13}$

This formulation superficially resembles models in which randomness in utilities is captured by a scalar random variable (e.g., Lewbel (2000), Matzkin (2007a), Matzkin (2007b)); however, here $\omega_{i t}$ is not a random variable but an elementary event in $\Omega$ that can determine an arbitrary number of random variables. The following example illustrates by mapping our model to a much more restrictive but more familiar special case.

Example 1. A special case of the class of preferences we consider is generated by the linear random coefficients random utility model

$$
\begin{equation*}
u\left(x_{j t}, p_{j t}, \xi_{j t}, \omega_{i t}\right)=x_{j t} \beta_{i t}-\alpha_{i t} p_{j t}+\xi_{j t}+\epsilon_{i j t} \tag{2}
\end{equation*}
$$

where $\left(\alpha_{i t}, \beta_{i t}, \epsilon_{i 1 t}, \ldots, \epsilon_{i J t}\right)$ are defined on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$ as

$$
\left(\alpha\left(\omega_{i t}\right), \beta^{(1)}\left(\omega_{i t}\right), \ldots, \beta^{\left(K_{x}\right)}\left(\omega_{i t}\right), \epsilon_{1}\left(\omega_{i t}\right), \ldots, \epsilon_{J}\left(\omega_{i t}\right)\right) .^{14}
$$

This structure permits $\left(\alpha_{i t}, \beta_{i t}, \epsilon_{i 1 t}, \ldots, \epsilon_{i J t}\right)$ to have an arbitrary joint distribution but is more restrictive than necessary. For example, specifying $\epsilon_{i j t}=\epsilon_{j}\left(x_{j t}, p_{j t}, \omega_{i t}\right)$ would allow richer preference heterogeneity/heteroskedasticity. If we relax the model further by specifying

[^7]$\epsilon_{i j t}=\epsilon_{j}\left(x_{j t}, p_{j t}, \xi_{j t}, \omega_{i t}\right)$, the terms $x_{j t} \beta_{i t}-\alpha_{i t} p_{j t}+\xi_{j t}$ in (2) become redundant and we obtain our original model $u\left(x_{j t}, p_{j t}, \xi_{j t}, \omega_{i t}\right)=\epsilon\left(x_{j t}, p_{j t}, \xi_{j t}, \omega_{i t}\right)$.

Note that there is no market subscript $t$ on the probability measure $\mathbb{P}$. This reflects our assumption that $\xi_{j t}$ captures all unobserved heterogeneity at the market and/or product level. This is standard in the literature but is an important restriction. ${ }^{15}$ Aside from this restriction, however, our representation of preferences is so far fully general. For example, it allows arbitrary correlation of consumer-specific tastes for different goods or characteristics. Because $x_{j t}$ can include product dummies, it allows marginal utilities of characteristics to differ arbitrarily across products. It also allows arbitrary heteroskedasticity in utilities across different products, or in utilities for a given product $j$ as its characteristics $\left(x_{j t}, \xi_{j t}\right)$ vary.

However, we will rely on two restrictions on preferences throughout the paper. First, for simplicity we will assume that for all functions $\tilde{u}_{i t} \in \mathcal{U}$, any $\mathcal{J}_{t}$, any distinct $k, \ell \in \mathcal{J}_{t}$, and any $\left\{x_{j t}, p_{j t}, \xi_{j t}\right\}_{j \in\{k, \ell\}}$, the random differences $\tilde{u}_{i t}\left(x_{k t}, p_{k t}, \xi_{k t}\right)-\tilde{u}_{i t}\left(x_{\ell t}, p_{, \ell t}, \xi_{\ell t}\right)$ are continuously distributed with convex support. This simplifies the analysis by enabling us to ignore ties and choice probabilities that are invariant to a strict (stochastic) increase in $v_{i j t}$ for some $j$. The second restriction is more significant, imposing an index restriction on the way market/choice-specific unobservables enter the random utility function. To state this condition, partition $x_{j t}$ as $\left(x_{j t}^{(1)}, x_{j t}^{(2)}\right)$, with $x_{j t}^{(1)} \in \mathbb{R}$, and define the index

$$
\delta_{j t}=x_{j t}^{(1)}+\xi_{j t} .
$$

Assumption 1a. For all $\tilde{u}_{i t} \in \mathcal{U}, \tilde{u}_{i t}\left(x_{j t}, p_{j t}, \xi_{j t}\right)=\mu_{i t}\left(\delta_{j t}, x_{j t}^{(2)}, p_{j t}\right)$ for some function $\mu_{i t}$ that is strictly increasing in its first argument.

This assumption limits attention to random utility functions admitting representations

[^8]of the form
\[

$$
\begin{equation*}
v_{i j t}=u\left(\delta_{j t}, x_{j t}^{(2)}, p_{j t}, \omega_{i t}\right) \tag{3}
\end{equation*}
$$

\]

There are two parts to this restriction. The first is a restriction to a "vertical" unobservable $\xi_{j t}$; i.e., all else equal, an increase in $\xi_{j t}$ makes product $j$ more attractive to all consumers. This is standard in the applied literature and is a property we rely on to allow recovery of each $\xi_{j t} .{ }^{16}$ The second is a linear index restriction requiring perfect substitutability between $\xi_{j t}$ and $x_{j t}^{(1)}$ inside the function $u .{ }^{17}$ As already mentioned, this index restriction plays an important role in both of our identification approaches. However, we show in Appendix B that strengthening the instrumental variables requirements used for our nonparametric IV approach would allow us to replace the linear indices $x_{j t}^{(1)}+\xi_{j t}$ with nonlinear indices $\delta_{j}\left(x_{j t}^{(1)}, \xi_{j t}\right)$ that are strictly monotonic in $\xi_{j t}$.

With this structure on preferences we will show identification of demand, identification of marginal costs, and the falsifiability of a given oligopoly model. To obtain results that also allow characterization of standard welfare measures, we will strengthen Assumption 1a to require quasilinearity in price. ${ }^{18}$

Assumption 1b. For all $\tilde{u}_{i t} \in \mathcal{U}$ there is a monotonic function $\Gamma_{i t}$ such that $\Gamma_{i t}\left(\tilde{u}_{i t}\left(x_{j t}, p_{j t}, \xi_{j t}\right)\right)=$ $\mu_{i t}\left(\delta_{j t}, x_{j t}^{(2)}\right)-p_{j t}$ for some function $\mu_{i t}$ that is strictly increasing in its first argument.

Assumption 1b differs from Assumption 1a in requiring conditional indirect utilities with

[^9]quasilinear representations ${ }^{19}$
\[

$$
\begin{equation*}
v_{i j t}=\mu\left(\delta_{j t}, x_{j t}^{(2)}, \omega_{i t}\right)-p_{j t} \tag{4}
\end{equation*}
$$

\]

Quasilinearity plays two roles for us. First, it allows the model to define standard aggregate welfare measures. Second, it provides a mapping between the observable units of choice probabilities and the latent units of utilities. This is a standard strategy in the literature on discrete choice. Note, however, that we do not require independence between $p_{j t}$ and the random variable $\mu\left(\delta_{j t}, x_{j t}^{(2)}, \omega_{i t}\right)$; in fact, this is ruled out by standard models of supply. However, the restriction that $\mathbb{P}$ does not vary across markets does imply that $\mu\left(\delta_{j t}, x_{j t}^{(2)}, \omega_{i t}\right)$ is independent of $p_{j t}$ conditional on $\left(\delta_{j t}, x_{j t}^{(2)}\right) .{ }^{20}$ To relate this to more familiar models, observe that in the linear random coefficients model of Example 1, this conditional independence holds if $\left(\beta_{i t}, \epsilon_{i t}\right)$ are assumed independent of $p_{j t}$.

Finally, two types of normalizations will be needed to obtain a unique representation of preferences. Such normalizations are without loss of generality. One is a normalization of utilities, which have no natural location or units (scale). Throughout the paper we normalize the location of utilities by setting the utility from the outside good to zero: $v_{i 0 t}=$ 0 . We will require a scale normalization of utilities only for the results using Assumption 1b, which already incorporates such a normalization. The second type of normalization involves the choice-specific unobservables $\xi_{j t}$. Linear substitutability between $x_{j t}^{(1)}$ and $\xi_{j t}$ (Assumption 1a) already defines the scale of each $\xi_{j t}$, but its location must be normalized. It will be convenient to use a different location normalization for each of our two identification approaches, so we will provide these below.

[^10]
### 3.3 Market Shares

Given the choice set, each consumer maximizes her utility, choosing product $j$ whenever

$$
\begin{equation*}
u\left(\delta_{j t}, x_{j t}^{(2)}, p_{j t}, \omega_{i t}\right)>u\left(\delta_{k t}, x_{j t}^{(2)}, p_{k t}, \omega_{i t}\right) \quad \forall k \in \mathcal{J}_{t}-\{j\} . \tag{5}
\end{equation*}
$$

We denote consumer $i$ 's choice by

$$
y_{i t}=\arg \max _{j_{\in} \mathcal{J}} u\left(\delta_{j t}, x_{j t}^{(2)}, p_{j t}, \omega_{i t}\right) .
$$

Given $\mathcal{J}_{t}$, market shares (choice probabilities) are given by

$$
\begin{align*}
s_{j t} & =E_{\mathbb{P}}\left[1\left\{y_{i t}=j\right\}\right] \\
& =E_{\mathbb{P}}\left[1\left\{u\left(\delta_{j t}, x_{j t}^{(2)}, p_{j t}, \omega_{i t}\right)>u\left(\delta_{k t}, x_{k t}^{(2)}, p_{k t}, \omega_{i t}\right) \forall k \in \mathcal{J}_{t}-\{j\}\right\}\right] \\
& \equiv s_{j}\left(\left\{x_{k t}, p_{k t}, \xi_{k t}\right\}_{k \in \mathcal{J}_{t}}\right) . \tag{6}
\end{align*}
$$

We will assume that all goods observed in equilibrium have positive market shares.

Assumption 2. For all $\mathcal{J}_{t}$ and $\left\{x_{k t}, p_{k t}, \xi_{k t}\right\}_{k \in \mathcal{J}_{t}} \in \chi^{\mathcal{J}_{t}}, s_{j}\left(\left\{x_{k t}, p_{k t}, \xi_{k t}\right\}_{k \in \mathcal{J}_{t}}\right)>0$ for all $j$ with probability one.

Market shares are positive for all goods at any $\left\{x_{k t}, p_{k t}, \xi_{k t}\right\}_{k \in \mathcal{J}_{t}}$ in models for which the support of $\left\{v_{i j t}\right\}_{k \in \mathcal{J}_{t}}$ is always $\mathbb{R}^{J_{t}}$. In a parametric context this includes multinomial probit or logit models, for example. Assumption 2 of course requires only that market shares be positive at equilibrium values of $\left\{x_{k t}, p_{k t}, \xi_{k t}\right\}_{k \in \mathcal{J}_{t}} \cdot{ }^{21}$

[^11]
### 3.4 Observables and Primitives of Interest

We let $M_{t}$ denote the measure of consumers in market $t$ (the "market size"). Let $\tilde{z}_{t}$ denote instruments excludable from the utility function (we discuss appropriate excluded instruments below). The observables consist of $\left(t, M_{t}, \mathcal{J}_{t}, \tilde{z}_{t},\left\{s_{j t}, x_{j t}, p_{j t}\right\}_{j \in \mathcal{J}_{t}}\right)$. To study identification, for every $\left(t, M_{t}, \mathcal{J}_{t}\right)$ we treat the population distribution of $\left(\tilde{z}_{t},\left\{s_{j t}, x_{j t}, p_{j t}\right\}_{j \in \mathcal{J}_{t}}\right)$ as known.

On the demand side of the market, we will consider two types of identification results. One is identification of demand; i.e., identification of each $\xi_{j t}$ and the functions $s_{j}$ defined in (6). These primitives fully characterize the demand system: they describe how product characteristics (observed and unobserved, endogenous and exogenous) determine the market shares of all goods, including the outside good.

Identification of demand is sufficient for many purposes motivating demand estimation. However, we also consider identification of the joint distribution of indirect utilities conditional on the choice set $\left(\mathcal{J}_{t},\left\{x_{k t}, p_{k t}, \xi_{k t}\right\}_{k \in \mathcal{J}_{t}}\right)$. We refer to this as full identification of the random utility model. These conditional distributions are the primitives determining all quantities defined by our random utility model. Under the quasilinear structure of Assumption 1b this includes standard measures of aggregate welfare. ${ }^{22}$

Henceforth we will condition on $\mathcal{J}_{t}=\mathcal{J}$ with $|\mathcal{J}|=J$. We also condition on a value of $x_{t}^{(2)}=\left(x_{1 t}^{(2)}, \ldots, x_{J t}^{(2)}\right)$ and suppress $x_{t}^{(2)}$ in the notation. For simplicity we then let $x_{j t}$ represent $x_{j t}^{(1)}$. Conditioning on $x_{t}^{(2)}$ requires that we write

$$
\begin{equation*}
v_{i j t}=u_{j}\left(\delta_{j t}, p_{j t}, \omega_{i t}\right) \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{i j t}=\mu_{j}\left(\delta_{j t}, \omega_{i t}\right)-p_{j t} \tag{8}
\end{equation*}
$$

[^12](with $j$ subscripts on the functions $u$ and $\mu$ ) to represent, respectively, (3) and (4) above, since the utility functions will generally be evaluated at different $x_{j t}^{(2)}$ for each $j .{ }^{23}$ We will work with these two representations of preferences in what follows.

## 4 Connected Substitutes

Central to our identification arguments is the inversion of equilibrium conditions-of choice probabilities implied by utility maximization on the demand side and of first-order conditions for oligopoly equilibrium the supply side. A key condition for ensuring invertibility is that the choice set $\mathcal{J}$ be comprised of goods that "belong" (in a sense defined below) in the same choice problem for at least some consumers. To state this "connected substitutes" assumption, we first need a definition.

Definition 1. Product $k$ substitutes to product $\ell$ at $\left\{x_{j t}, p_{j t}, \xi_{j t}\right\}_{j \in \mathcal{J}}$ if, for any variable $\mathrm{w}_{k t}$ such that $v_{i k t}$ is strictly stochastically increasing in $\mathrm{w}_{k t}, s_{\ell}\left(\left\{x_{j t}, p_{j t}, \xi_{j t}\right\}_{j \in \mathcal{J}}\right)$ rises when $\mathrm{w}_{k t}$ falls. ${ }^{24}$

Our initial use of this definition involves the case $\mathrm{w}_{k t}=\delta_{k t}$, although we also consider $\mathrm{w}_{k t}=-p_{k t}$ when we discuss identification of supply. Definition 1 provides a directional notion of one product being a substitute for another. For example, if $v_{i k t}$ is strictly decreasing in $p_{k t}$, we would say that product $k$ substitutes to product $\ell$ if a rise in $p_{k t}$ leads (all else equal) to a larger market share for product $\ell$.

Given a value of $\left\{x_{j t}, p_{j t}, \xi_{j t}\right\}_{j \in \mathcal{J}}$, let $\Sigma(\mathcal{J})$ denote the $(J+1) \times(J+1)$ matrix of zeros and ones with the $(r, c)$ element equal to one if product $(r-1)$ substitutes to product $(c-1)$.

Assumption 3 ("Connected Substitutes"). At all $\left\{x_{j t}, p_{j t}, \xi_{j t}\right\}_{j \in \mathcal{J}} \in \chi^{\mathcal{J}}$, the directed graph of $\Sigma(\mathcal{J})$ is strongly connected.

[^13]

Figure 1: Graphs of $\Sigma(\mathcal{J})$ at generic $\left\{x_{j t}, p_{j t}, \xi_{j t}\right\}_{j \in \mathcal{J}}$ for standard models. All edges are bi-directional, so for simplicity we show undirected graphs. Panel a: multinomial logit, multinomial probit, mixed logit, etc.; Panel b: pure vertical models e.g., (, Mussa and Rosen (1978), Bresnahan (1981), etc.); Panel c: Salop (1979) (with an outside good); Panel d: Rochet and Stole (2002); Panel e: independent goods and an outside good.

The directed graph of $\Sigma(\mathcal{J})$ has nodes (vertices) representing each product and an edge from product $k$ to product $\ell$ whenever product $k$ substitutes to product $\ell{ }^{25}$ Formally, the connected substitutes condition requires that for any distinct products $j$ and $j^{\prime}$ there be a path of substitution, possibly indirect, from $j$ to $j^{\prime}$. To describe the key economic implication, interpret $\mathrm{w}_{k t}$ in Definition 1 as the "quality" of product $k$. Then Assumption 3 implies that, all else equal, if "quality" rises (falls) for every product in some strict subset $I \subset \mathcal{J}$ but for no product outside $I$, the total market share of all products outside $I$ falls (rises). ${ }^{26}$ This is a very natural property for an environment with unit demands.

It is also easy to verify that the connected substitutes property itself holds in standard models. In fact, the usual random utility discrete choice models (e.g., multinomial probit, logit, mixed logit, etc.) imply that every product substitutes directly to every other product, a strong sufficient condition for connected substitutes. Figure 1 illustrates, showing the graphs of $\Sigma(\mathcal{J})$ for a variety of models. As panel $e$ illustrates, even a market comprised of independent goods satisfies this condition as long as each product substitutes to and from the outside good.

## 5 Identification with Nonparametric IV Conditions

### 5.1 Identification of Demand

Let $x_{t}=\left(x_{1 t}, \ldots, x_{J t}\right), p_{t}=\left(p_{1 t}, \ldots, p_{J t}\right)$, and $\delta_{t}=\left(\delta_{1 t}, \ldots, \delta_{J t}\right)$. Under Assumption 1a, for any vector $\delta_{t}$, market shares are given by

$$
\begin{align*}
s_{j t} & =E_{\mathbb{P}}\left[1\left\{u_{j}\left(\delta_{j t}, p_{j t}, \omega_{i t}\right) \geq u_{k}\left(\delta_{k t}, p_{j t}, \omega_{i t}\right) \forall k \in \mathcal{J}\right\}\right] \\
& \equiv \sigma_{j}\left(\delta_{t}, p_{t}\right) \tag{9}
\end{align*}
$$

[^14]Using the connected substitutes assumption, we can follow the argument in Theorem 2 of Gandhi (2008) to show the following lemma, which generalizes well-known invertibility results for linear discrete choice models in Berry (1994) and Berry and Pakes (2007). ${ }^{27}$

Lemma 1. Consider any price vector $p$ and any market share vector $s=\left(s_{1}, \ldots, s_{J}\right)^{\prime}$ on the interior of $\triangle^{J}$. Under Assumptions 1a, 2, and 3 there is at most one vector $\delta$ such that $\sigma_{j}(\delta, p)=s_{j} \forall j$.

## Proof. See Appendix A.

With this result we can write

$$
\begin{equation*}
\delta_{j t}=\sigma_{j}^{-1}\left(s_{t}, p_{t}\right) \quad \forall j \tag{10}
\end{equation*}
$$

or

$$
\begin{equation*}
x_{j t}+\xi_{j t}=\sigma_{j}^{-1}\left(s_{t}, p_{t}\right) \quad \forall j . \tag{11}
\end{equation*}
$$

To state the instrumental variables conditions, recall that $\tilde{z}_{t}$ represents instruments for $p_{t}$ excluded from the determinants of $\left\{v_{i j t}\right\}_{j \in \mathcal{J}}$. Standard excluded instruments include cost shifters (e.g., input prices) or proxies for cost shifters such as prices of the same good in other markets (Hausman (1996), Nevo (2001)). With the exogenous conditioning variables $\left(\tilde{z}_{t}, x_{t}\right)$, we take the following instrumental variables assumptions from Newey and Powell (2003).

Assumption 4. $E\left[\xi_{j t} \mid \tilde{z}_{t}, x_{t}\right]=0$ almost surely for all $j$.

[^15]Assumption 5. For all functions $B\left(s_{t}, p_{t}\right)$ with finite expectation, if $E\left[B\left(s_{t}, p_{t}\right) \mid \tilde{z}_{t}, x_{t}\right]=0$ almost surely then $B\left(s_{t}, p_{t}\right)=0$ almost surely.

Assumption 4 is a standard exclusion restriction, requiring mean independence between the instruments and the structural error $\xi_{j t}$. Note that setting $E\left[\xi_{j t} \mid \tilde{z}_{t}, x_{t}\right]$ equal to zero rather than another constant provides the required normalization of the location of $\xi_{j t}$. Assumption 5 is a "completeness" condition, which is the nonparametric analog of the standard rank condition for linear models. This condition requires that the instruments move the endogenous variables $\left(s_{t}, p_{t}\right)$ sufficiently to ensure that any function of these variables can be distinguished from other functions through the exogenous variation in the instruments. See Newey and Powell (2003) (and references therein) and Severini and Tripathi (2006) for helpful discussion and examples. ${ }^{28}$

Newey and Powell (2003) used analogs of Assumptions 4 and 5 to show the identifiability of a separable nonparametric regression model. The following result shows that the same argument can be applied to show identification of demand in our discrete choice setting.

Theorem 1. Under Assumptions 1a and 2-5, for all $j$ (i) $\xi_{j t}$ is identified for all $t$, and (ii) the function $s_{j}\left(\left\{x_{k t}, p_{k t}, \xi_{k t}\right\}_{k \in \mathcal{J}}\right)$ is identified on $\chi^{\mathcal{J}}$.

Proof. For any $j$, rewriting (11) and taking expectations conditional on $\tilde{z}_{t}, x_{t}$, we obtain

$$
E\left[\xi_{j t} \mid \tilde{z}_{t}, x_{t}\right]=E\left[\sigma_{j}^{-1}\left(s_{t}, p_{t}\right) \mid \tilde{z}_{t}, x_{t}\right]-x_{j t}
$$

so that by Assumption 4,

$$
E\left[\sigma_{j}^{-1}\left(s_{t}, p_{t}\right) \mid \tilde{z}_{t}, x_{t}\right]-x_{j t}=0 \quad \text { a.s. }
$$

Suppose there is another function $\tilde{\sigma}_{j}^{-1}$ satisfying

$$
E\left[\tilde{\sigma}_{j}^{-1}\left(s_{t}, p_{t}\right) \mid \tilde{z}_{t}, x_{t}\right]-x_{j t}=0 \quad \text { a.s. }
$$

[^16]Letting $B\left(s_{t}, p_{t}\right)=\sigma_{j}^{-1}\left(s_{t}, p_{t}\right)-\tilde{\sigma}_{j}^{-1}\left(s_{t}, p_{t}\right)$, this implies

$$
E\left[B\left(s_{t}, p_{t}\right) \mid \tilde{z}_{t}, x_{t}\right]=0 \quad \text { a.s. }
$$

But by Assumption 5 this requires $\tilde{\sigma}_{j}^{-1}=\sigma_{j}^{-1}$ almost surely, implying that $\sigma_{j}^{-1}$ is identified. Repeating for all $j$, each $\xi_{j t}$ is then uniquely determined by (11), proving part (i). Because choice probabilities are observed and all arguments of the demand functions $s_{j}\left(\mathcal{J},\left\{x_{k t}, p_{k t}, \xi_{k t}\right\}_{k \in \mathcal{J}}\right)$ are now known, part (ii) follows immediately.

The proof is very similar to that given by Newey and Powell (2003) in the context of nonparametric regression. A difference is that we have, in addition to the nonparametric function $\sigma_{j}^{-1}\left(s_{t}, p_{t}\right)$, the additive $x_{j t}$, which drops out of the proof and becomes available as as one of the $2 J$ instruments for the $2 J$ endogenous variables $\left(s_{t}, p_{t}\right)$.

If we strengthen the instrumental variables assumptions 4 and 5 as in Chernozhukov and Hansen (2005), we can relax the linear index structure, allowing

$$
\delta_{j t}=\delta_{j}\left(x_{j t}, \xi_{j t}\right)
$$

where each $\delta_{j}$ is any function that is strictly increasing in its second argument. We discuss this extension in Appendix B.

### 5.2 Full Identification of the Random Utility Model

We consider full identification of the random utility model under the quasilinear specification of preferences in Assumption 1b. We will also make a large support assumption:

Assumption 6. supp $p_{t} \mid\left\{x_{j t}, \xi_{j t}\right\}_{j \in \mathcal{J}}=\mathbb{R}^{J}$.

This type of support condition is strong but also standard in the literature because it provides a natural benchmark for evaluating identification under ideal conditions on observables. It is intuitive that in order to trace out the full CDF of the random part of a random
utility model, extreme values of observables will be needed. ${ }^{29}$ As the proof of the following result makes clear, we use the large support condition only for this role; in particular, we do not use the common "identification at infinity" argument that takes observables for all but one choice to extreme values in order to reduce a multinomial choice problem to a binary choice problem. The argument here makes clear that if the support condition fails (the support of $p_{t}$ excludes tail values), the implication will be that the joint distributions of $\left(v_{i 1 t}, \ldots, v_{i J t}\right)$ will be unknown at its tail values.

Theorem 2. Under Assumptions 16 and 2-6, the joint distribution of $\left(v_{i 1 t}, \ldots, v_{i J t}\right)$ conditional on any $\left\{x_{k t}, p_{k t}, \xi_{k t}\right\}_{k \in \mathcal{J}} \in \chi^{\mathcal{J}}$ is identified.

Proof. The market share of the outside good, conditional on $p_{t}, x_{t}$, and $\left(\xi_{1 t}, \ldots, \xi_{J t}\right)$, is

$$
\operatorname{Pr}\left(\mu_{1}\left(\delta_{1 t}, \omega_{i t}\right) \leq p_{1 t}, \ldots, \mu_{J}\left(\delta_{J t}, \omega_{i t}\right) \leq p_{J t}\right) .
$$

By Theorem 1 each $\xi_{j t}$ is identified, so each $\delta_{j t}$ can be treated as known. Then, since $p_{j t}$ is independent of $\mu\left(\delta_{j t}, \omega_{i t}\right)$ conditional on $\delta_{j t}$, Assumption 6 ensures identification of the joint distribution of

$$
\left(\mu_{1}\left(\delta_{1 t}, \omega_{i t}\right), \ldots, \mu_{J}\left(\delta_{J t}, \omega_{i t}\right)\right)
$$

for any $\left(\delta_{1 t}, \ldots, \delta_{J t}\right)$. Since $v_{i j t}=\mu_{j}\left(\delta_{j t}, \omega_{i t}\right)-p_{j t}$, the result follows.

### 5.3 Adding A Supply Side

If we are willing to add a specification of the supply model, we can obtain identification of firms' marginal costs as well. Here we can return to the less restrictive specification of preferences in Assumption 1a. Our approach generalizes arguments from the parametric literature on the estimation of static oligopoly models, which utilize first-order conditions for

[^17]firms to solve for marginal costs in terms of demand parameters. Using first-order conditions requires that the market share function $\sigma_{j}\left(\delta_{t}, p_{t}\right)$ be differentiable with respect to prices, and we will assume this directly.

Assumption 7. $\sigma_{j}\left(\delta_{t}, p_{t}\right)$ is continuously differentiable with respect to $p_{k} \forall j, k \in \mathcal{J}$.
We consider a nonparametric specification of costs, but require sufficient structure to ensure that behavior is characterized by first-order conditions that can be inverted to solve for the unobserved cost shocks. As with the demand model, the most restrictive assumption we require is an index restriction on how these shocks enter. In particular, we assume the marginal cost associated with product $j$ depends on its output quantity $q_{j t}=M_{t} \sigma_{j}\left(p_{t}, \delta_{t}\right)$, a "cost index," and other cost shifters:

$$
\begin{equation*}
m c_{j}\left(q_{j t}, z_{j t}^{(1)}+\eta_{j t}, z_{j t}^{(2)}\right) \tag{12}
\end{equation*}
$$

Here $\eta_{j t}$ is an unobserved cost shock and $\left(z_{j t}^{(1)}, z_{j t}^{(2)}\right)$ are observed cost shifters, with $z_{j t}^{(1)} \in \mathbb{R}$. We permit $z_{j t}^{(2)}$ to include components of $x_{j t}^{(2)}$, although $x_{j t}^{(1)}$ is excluded. We will be explicit below about the independent variation required of $z_{1 t}^{(1)}, \ldots, z_{J t}^{(1)}$.

Parallel to our model of demand, (12) imposes perfect substitution between the unobserved cost shock $\eta_{j t}$ and the cost shifter $z_{j t}^{(1)}$ inside the nonparametric function $m c_{j}$. This is an important restriction, but one that is satisfied in many standard models. ${ }^{30}$ We denote the cost index by $\zeta_{j t} \equiv z_{j t}^{(1)}+\eta_{j t}$. As with the parallel assumption on the demand side, the linearity of the index can be relaxed under additional assumptions discussed in Appendix B.

We continue to condition on (and suppress) $x_{t}^{(2)}$. We now also condition on a value of $z_{t}^{(2)}=\left(z_{1 t}^{(2)}, \ldots, z_{J t}^{(2)}\right)$, likewise suppressing it in the notation and letting $z_{j t}$ denote $z_{j t}^{(1)}$ for simplicity. We will show invertibility of the supply model under the following conditions.

Assumption 8. For all $j$
(i) $m c_{j}\left(q_{j t}, \zeta_{j t}\right)$ is strictly monotonic in $\zeta_{j t}$;

[^18](ii) $u_{j}\left(\delta_{j t}, p_{j t}, \omega_{i t}\right)$ is strictly decreasing in $p_{j t}$;
(iii) there exists a function $\psi_{j}$ (possibly unknown) such that for any equilibrium value of $\left(s_{t}, p_{t}\right)$
$$
m c_{j}\left(M_{t} s_{j t}, \zeta_{j t}\right)=\psi_{j}\left(s_{t}, M_{t}, D_{t}\left(s_{t}, p_{t}\right), p_{t}\right)
$$
where $D_{t}\left(s_{t}, p_{t}\right)$ is the $J \times J$ matrix of partial derivatives $\left\{\frac{\partial \sigma_{k}\left(p_{t}, \sigma_{1}^{-1}\left(s_{t}, p_{t}\right), \ldots, \sigma_{J}^{-1}\left(s_{t}, p_{t}\right)\right)}{\partial p_{\ell}}\right\}_{k, \ell}$.
Given the index restriction, part (i) of Assumption 8 is fairly weak: weak monotonicity in an unobservable could be assumed without loss, since that would merely define an order on the unobservable. Part (ii) requires strictly downward sloping demand. Part (iii) is a high-level condition requiring that it be possible to rewrite first-order conditions to express marginal cost for each product as a function of equilibrium quantities (market shares), prices, and derivatives of demand at these prices and quantities. Our ability to express this matrix in terms of $\left(s_{t}, p_{t}\right)$ exploits the invertibility result of Lemma 1. We show in Appendix C that, under assumptions already made, part (iii) holds for a variety of standard oligopoly models, including the multi-product price-setting oligopoly model most often used in empirical work. By referring to the high-level condition in part (iii) of Assumption 8 we will be able to provide results for a class of models rather than just one. This will be particularly useful when we discuss discrimination between alternative models.

The following lemma shows that under Assumption 8, firms' first-order conditions imply a unique vector of cost indices $\zeta_{t}$ for any vector of equilibrium prices and market shares.

Lemma 2. For any market size $M_{t}$ and any given $\left(s_{t}, p_{t}\right)$, there is exactly one $\left(\zeta_{1 t}, \ldots, \zeta_{J t}\right) \in$ $\mathbb{R}^{J}$ consistent with Assumption 8.

Proof. By part (i) of Assumption 8, the function $m c_{j}$ in part (iii) can be inverted, yielding

$$
\begin{equation*}
\zeta_{j t}=m c_{j}^{-1}\left(\psi_{j}\left(s_{t}, M_{t}, D_{t}\left(s_{t}, p_{t}\right)_{t}, p_{t}\right) ; M_{t} s_{j t}\right) \tag{13}
\end{equation*}
$$

Given $M_{t}$, the right-hand side is an unknown function of $s_{t}, p_{t}$.

Henceforth we will fix a value of $M_{t}$ and suppress it in the notation. We can then re-write
(13) $\mathrm{as}^{31}$

$$
\begin{equation*}
z_{j t}+\eta_{j t}=\pi_{j}^{-1}\left(s_{t}, p_{t}\right) \quad \forall j . \tag{14}
\end{equation*}
$$

This provides a key set of equations for what follows.
Note that equation (14) takes the same form as (11). We will use this relation in the same way. Let $\tilde{z}_{t}$ include the exogenous cost shifters $\left(z_{1 t}, \ldots, z_{J t}\right)$. We can then show the following result.

Theorem 3. Suppose that Assumptions $1 a, 2-5,7$ and 8 hold. Then for all $j$ (i) $\eta_{j t}$ is identified for all $t$, and (ii) if $\psi_{j}$ is known, the function $m c_{j}\left(q_{j t}, \zeta_{j t}\right)$ is identified on the support of $\left(q_{j t}, \zeta_{j t}\right)$.

Proof. Part (i) follows by observing that the argument used in the proof of Theorem 1 can be repeated with trivial modification to recover the inverse pricing relations $\pi_{j}^{-1}$ and the cost shocks $\zeta_{j t}$ using the instrumental variables $\left(x_{t}, \tilde{z}_{t}\right)$. Now recall that

$$
\begin{equation*}
m c_{j}\left(q_{j t}, \zeta_{j t}\right)=\psi_{j}\left(s_{t}, D_{t}\left(s_{t}, p_{t}\right), p_{t}\right) \tag{15}
\end{equation*}
$$

Theorem 1 ensures that $D_{t}\left(s_{t}, p_{t}\right)$ is known. Thus all arguments of $\psi_{j}$ are known and, since $\psi_{j}$ is itself known, the right side of (15) is known. Since $q_{j t}=M_{t} s_{j t}$, by part (i) both arguments of the left side of (15) are known. Part (ii) then follows.

## 6 A Change of Variables Approach

The preceding analysis yields encouraging results. A flexible model of demand (and supply) for differentiated products is identified under the same kind of instrumental variables conditions required for identification of regression models. Full identification holds as well if we add the kind of separability and support conditions used to show identification of even

[^19]the simplest semiparametric models of multinomial choice. However, a limitation of the results above is the abstract nature of the completeness condition, which can be difficult to interpret or verify. Here we consider an alternative approach that treats the demand and supply models as a system. This enables us to pursue a change of variables argument often useful for simultaneous equations models (e.g., Brown (1983), Roehrig (1988), Matzkin (2005), and Matzkin (2008)).

This approach has advantages and disadvantages relative to the previous approach. The main disadvantages are the need to place some structure on the supply side even to identify demand, and the need for additional conditions ensuring that we can relate a joint density of the latent structural errors to a joint density of observables. These involve regularity conditions as well as a high level assumption to avoid problems that can be created by multiple equilibria. We will also require full independence of the instruments. An advantage is that we will be able to replace the abstract completeness condition with a transparent support condition on demand and cost shifters. This leads to constructive arguments with close connections to classical identification arguments for models of demand and supply.

We begin with results on identification of demand, which we can show without fully specifying the supply side. We then address identification of marginal costs under a complete specification of the supply model.

### 6.1 Identification of Demand and the Random Utility Model

From the analysis above we repeat the two equations (11) and (14):

$$
\begin{aligned}
x_{j t}+\xi_{j t} & =\sigma_{j}^{-1}\left(s_{t}, p_{t}\right) & \forall j \\
z_{j t}+\eta_{j t} & =\pi_{j}^{-1}\left(s_{t}, p_{t}\right) & \forall j .
\end{aligned}
$$

Here we consider these $2 J$ equations as a system.
As in the preceding sections, the linear structure of the indices normalizes the scale of the unobservables $\xi_{j t}$ and $\eta_{j t}$. To normalize locations, instead of setting means to zero, without
loss we take any $\left(x^{0}, z^{0}\right)$ and any $\left(s^{0}, p^{0}\right)$ in the support of $\left(s_{t}, p_{t}\right) \mid\left(x^{0}, z^{0}\right)$ and let

$$
\begin{align*}
\sigma_{j}^{-1}\left(s^{0}, p^{0}\right)-x_{j}^{0} & =0 \quad \forall j  \tag{16}\\
\pi_{j}^{-1}\left(s^{0}, p^{0}\right)-z_{j}^{0} & =0 \quad \forall j
\end{align*}
$$

Although the invertibility results above ensure that there is a unique $\left(\delta_{t}, \zeta_{t}\right)$ associated with any $\left(s_{t}, p_{t}\right)$, the change of variables approach requires that this map be one-to-one. The market share functions (9) ensure that there is exactly one vector $s_{t}$ associated with any $\left(\delta_{t}, p_{t}\right)$. We will assume directly that there is also only one price vector $p_{t}$ consistent with any $\left(\delta_{t}, \zeta_{t}\right)$.

Assumption 9. There is a unique vector of equilibrium prices associated with any $(\delta, \zeta)$.

This assumption is satisfied if, at the true marginal cost and demand functions, the equilibrium first-order conditions have a unique solution (for prices) given any $(\delta, \zeta)$. This is often difficult to verify in models of product differentiation (see, for example, Caplin and Nalebuff (1991)), and it is not hard to construct examples in which multiple equilibria do exist. If there are multiple equilibria, Assumption 9 requires an equilibrium selection rule such that the same prices $p_{t}$ arise whenever $\left(\delta_{t}, \zeta_{t}\right)$ is the same. This rules out random equilibrium selection or equilibrium selection based on $x_{j t}$ or $\xi_{j t}$ instead of their sum $\delta_{j t}$ (and similarly for $\zeta_{j t}$ ).

We also require regularity conditions that enable us to relate the joint density of the structural errors $\left(\xi_{1 t}, \ldots, \xi_{J t}, \eta_{1 t}, \ldots, \eta_{J t}\right)$ to the joint density of the observables $\left(s_{t}, p_{t}\right)$.

Assumption 10. The random variables $\left(\xi_{1}, \ldots, \xi_{J}, \eta_{1}, \ldots, \eta_{J}\right)$ have a positive joint density $f_{\xi, \eta}$ on $\mathbb{R}^{2 J}$.

Assumption 11. The vector function $\left(\sigma_{1}^{-1}, \ldots, \sigma_{J}^{-1}, \pi_{1}^{-1}, \ldots, \pi_{J}^{-1}\right)^{\prime}$ has continuous partial derivatives and nonzero Jacobian determinant.

Finally, we add assumptions on the excluded demand and cost shifters. Assumption

12 requires full independence from the structural errors, while Assumption 13 ensures that these instruments have sufficient variation to trace out the demand and cost functions.

Assumption 12. $\left(x_{t}, z_{t}\right) \Perp\left(\xi_{t}, \eta_{t}\right)$.

Assumption 13. $\operatorname{supp}\left(x_{t}, z_{t}\right)=\mathbb{R}^{2 J}$.

With these assumptions, we can now show the identifiability of demand.

Theorem 4. Suppose Assumptions 1a, 2, 3, and 8-13 hold. Then for all j (i) $\xi_{j t}$ is identified for all $t$, and (ii) the function $s_{j}\left(\left\{x_{k t}, p_{k t}, \xi_{k t}\right\}_{k \in \mathcal{J}}\right)$ is identified on $\chi^{\mathcal{J}}$.

Proof. We observe the joint density of market shares and prices, conditional on the vectors $x_{t}$ and $z_{t}$. Under Assumptions 8-12 this joint density is related to that of $\left(\xi_{1 t}, \ldots, \xi_{J t}, \eta_{1 t}, \ldots, \eta_{J t}\right)$ by

$$
\begin{aligned}
& f_{s, p}\left(s_{t}, p_{t} \mid x_{t}, z_{t}\right)= \\
& f_{\xi, \eta}\left(\sigma_{1}^{-1}\left(s_{t}, p_{t}\right)-x_{1 t}, \ldots, \sigma_{J}^{-1}\left(s_{t}, p_{t}\right)-x_{J t}, \pi_{1}^{-1}\left(s_{t}, p_{t}\right)-z_{1 t}, \ldots, \pi_{J}^{-1}\left(s_{t}, p_{t}\right)-z_{J t}\right)\left|\mathbb{J}\left(s_{t}, p_{t}\right)\right|
\end{aligned}
$$

where $\left|\mathbb{J}\left(s_{t}, p_{t}\right)\right|$ is the absolute value of the Jacobian determinant for the vector function $\left(\sigma_{1}^{-1}, \ldots, \sigma_{J}^{-1}, \pi_{1}^{-1}, \ldots, \pi_{J}^{-1}\right)^{\prime}$ evaluated at the point $\left(s_{t}, p_{t}\right)$. Therefore, for any observed $(\hat{s}, \hat{p}, \hat{x}, \hat{z}, x, z)$ we can construct the ratio

$$
\begin{equation*}
\phi(\hat{s}, \hat{p}, \hat{x}, \hat{z}, x, z) \equiv \frac{f_{\xi, \eta}\left(\sigma_{1}^{-1}(\hat{s}, \hat{p})-x_{1}, \ldots, \pi_{J}^{-1}(\hat{s}, \hat{p})-z_{J}\right)|\mathbb{J}(\hat{s}, \hat{p})|}{f_{\xi, \eta}\left(\sigma_{1}^{-1}(\hat{s}, \hat{p})-\hat{x}_{1}, \ldots, \pi_{J}^{-1}(\hat{s}, \hat{p})-\hat{z}_{J}\right)|\mathbb{J}(\hat{s}, \hat{p})|} \tag{17}
\end{equation*}
$$

The Jacobian determinants cancel. ${ }^{32}$ Thus, fixing $(\hat{s}, \hat{p}, \hat{x}, \hat{z}), \phi(\hat{s}, \hat{p}, \hat{x}, \hat{z}, x, z)$ is equal to the joint density $f_{\xi, \eta}\left(\sigma_{1}^{-1}(\hat{s}, \hat{p})-x_{1}, \ldots, \pi_{J}^{-1}(\hat{s}, \hat{p})-z_{J}\right)$ rescaled by the constant denominator

[^20]in (17). Since this density must integrate (over $(x, z) \in \mathbb{R}^{2 J}$ ) to one, the constant is uniquely determined and the value of
$$
f_{\xi, \eta}\left(\sigma_{1}^{-1}(\hat{s}, \hat{p})-x_{1}, \ldots, \pi_{J}^{-1}(\hat{s}, \hat{p})-z_{J}\right)
$$
is identified for any $(\hat{s}, \hat{p}, x, z)$. Since
\[

$$
\begin{equation*}
\int_{\tilde{x}_{j} \geq x_{j}, \tilde{x}_{-j}, \tilde{z}} f_{\xi, \eta}\left(\sigma_{1}^{-1}(\hat{s}, \hat{p})-\tilde{x}_{1}, \ldots, \pi_{J}^{-1}(\hat{s}, \hat{p})-\tilde{z}_{J}\right) d \tilde{x} d \tilde{z}=F_{\xi_{j}}\left(\sigma_{j}^{-1}(\hat{s}, \hat{p})-x_{j}\right) \tag{18}
\end{equation*}
$$

\]

the value of $F_{\xi_{j}}\left(\sigma_{j}^{-1}(\hat{s}, \hat{p})-x_{j}\right)$ is then known for any $\left(\hat{s}, \hat{p}, x_{j}\right)$. By the normalization (16), $F_{\xi_{j}}\left(\sigma_{j}^{-1}\left(s^{0}, s^{0}\right)-x_{j}^{0}\right)=F_{\xi_{j}}(0)$. For any $\left(s_{t}, p_{t}\right)$ we can then find $x^{*}$ such that $F_{\xi_{j}}\left(\sigma_{j}^{-1}\left(s_{t}, p_{t}\right)-x^{*}\right)=F_{\xi_{j}}(0)$, which reveals $\sigma_{j}^{-1}\left(s_{t}, p_{t}\right)=x^{*}$. This identifies the function $\sigma_{j}^{-1}\left(s_{t}, p_{t}\right)$. With equation (11) this identifies $\xi_{j t}$ for all $t$. Repeating for all $j$, all $\xi_{j t}$ are identified. Part (ii) then follows (see the proof of Theorem 1).

This provides a constructive proof of the identification of demand. As with our analysis using general IV conditions, we can extend the identification of demand to obtain full identification of the random utility model under the quasilinear specification of preferences in Assumption 1b. The proof follows that of Theorem 2 and is therefore omitted.

Theorem 5. Suppose Assumptions 1b, 2, 3, and 8-13 hold. Then the joint distribution of $\left(v_{i 1 t}, \ldots, v_{i J t}\right)$ conditional on any $\left\{x_{k t}, p_{k t}, \xi_{k t}\right\}_{k \in \mathcal{J}} \in \chi$ is identified.

### 6.2 Identification of Marginal Costs

We obtained identification of demand and of the full random utility model without a complete specification of the supply side. Without any additional assumption we can use the same argument to show identification of the cost shocks $\eta_{j t}$. If we are willing to assume a particular model of oligopoly competition, we can also show identification of marginal costs.

Theorem 6. Suppose that Assumptions 1a, 2, 3, and 8-13 hold. Then, for all $j$ (i) each
$\eta_{j t}$ is identified and (ii) if each $\psi_{j}$ is known, the function $m c_{j}\left(q_{j t}, \zeta_{j t}\right)$ is identified on the support of $\left(q_{j t}, \zeta_{j t}\right)$.

Proof. Part (i) follows by observing that the argument used in the proof of Theorem 4 can be repeated with trivial modification to recover the inverse pricing relations $\pi_{j}^{-1}$ and the cost shocks $\zeta_{j t}{ }^{33}$ Part (ii) then follows from the argument used to prove part (ii) of Theorem 3.

Combining this result with those in section 6.1, we have provided conditions for identification of costs and demand. The overall argument is analogous to classical identification arguments for supply and demand models, which involve excluded demand shifters and cost shifters with sufficient support to trace out the supply and demand functions.

## 7 Discriminating Between Oligopoly Models

A remaining question is whether the correct model of oligopoly competition can be distinguished from alternative models. Bresnahan (1982) offered an influential insight for how "rotations of demand" could be used to do this, citing formal results in Lau (1982) (see also Bresnahan (1989)). While Lau (1982) considered homogeneous goods markets within the context of deterministic conjectural variations models, Bresnahan's original intuition suggested much broader applicability. The following remark shows that a variation of this insight can indeed be extended to our stochastic differentiated products framework.

Remark 1. Suppose $m c_{j}(\cdot)=m c_{j^{\prime}}(\cdot)$ and $\left(q_{j t}, \zeta_{j t}\right)=\left(q_{j^{\prime} t^{\prime}}, \zeta_{j^{\prime} t^{\prime}}\right)$, with $t^{\prime} \neq t$ and/or $j^{\prime} \neq j$. Under Assumption 8, $\psi_{j}\left(s_{t}, D_{t}\left(s_{t}, p_{t}\right), p_{t}\right)=\psi_{j^{\prime}}\left(s_{t^{\prime}}, D_{t^{\prime}}\left(s_{t^{\prime}}, p_{t^{\prime}}\right), p_{t^{\prime}}\right)$.

To see this, recall that under Assumption 8

$$
\begin{equation*}
m c_{j}\left(q_{j t}, \zeta_{j t}\right)=\psi_{j}\left(s_{t}, D_{t}\left(s_{t}, p_{t}\right), p_{t}\right) \forall j, t . \tag{19}
\end{equation*}
$$

[^21]The right-hand side of (19) cannot change unless the left-hand side does. Thus, for example, $\left(q_{j t}, \zeta_{j t}\right)=\left(q_{j t^{\prime}}, \zeta_{j t^{\prime}}\right)$ implies $\psi_{j}\left(s_{t}, D_{t}\left(s_{t}, p_{t}\right), p_{t}\right)=\psi_{j}\left(s_{t^{\prime}}, D_{t^{\prime}}\left(s_{t^{\prime}}, p_{t^{\prime}}\right), p_{t^{\prime}}\right)$. Likewise, if we assume that $m c_{j^{\prime}}(\cdot)=m c_{j}(\cdot)$ for some $j^{\prime} \neq j$, then $\psi_{j}\left(s_{t}, D_{t}\left(s_{t}, p_{t}\right), p_{t}\right)=$ $\psi_{j^{\prime}}\left(s_{t}, D_{t}\left(s_{t}, p_{t}\right), p_{t}\right)$ whenever $\left(q_{j^{\prime} t}, \zeta_{j^{\prime} t}\right)=\left(q_{j t}, \zeta_{j t}\right)$. Thus, Remark 1 provides testable restrictions that can be used to distinguish between alternative models of supply, as long as the conditions for part (i) of Theorem 3 or part (i) of Theorem 6 hold for both models, ensuring identification of the cost shocks $\zeta_{j t}$ and $\zeta_{j t^{\prime}}$.

To illustrate, consider first the simple case of a market with one single-product firm. Consider the null hypothesis that the firm prices at marginal cost and the alternative that the firm is a profit-maximizing monopolist. Figure 2 shows the market demand curve $D_{t}$. Under the monopoly hypothesis the function $\psi_{j}$ in Assumption 8 is the marginal revenue curve $M R_{t}$. We label this curve $\psi_{j t}^{1}$, indicating the alternative hypothesis. Under the null of marginal cost pricing, however, it is the demand curve that is the function $\psi_{j}$. We label this $\psi_{j t}^{0}$. The observed equilibrium outcome $E_{t}$ in market $t$ maps to two possible values of marginal cost at the quantity $q_{t}$, depending on the model.

Now hold the cost shocks fixed-remember that these are identified without knowledge of the true model-and consider a change in market conditions that "rotates" the marginal revenue curve $\psi_{j t}^{1}$ around the point $\left(q_{t}, m c_{t}^{1}\right)$. This is illustrated in Figure 3 with the curve $\psi_{j t^{\prime}}^{1}$. Associated with this new marginal revenue curve is a market demand curve $\psi_{j t^{\prime}}^{0}$. Since the true model is monopoly, the new observed equilibrium outcome is $E_{t^{\prime}}$. Under the alternative, the implied marginal cost at quantity $q_{t}$ is again $m c_{t}^{1}$, consistent with the restriction in Remark 1. However, under the null, the implied marginal cost is $m c_{t^{\prime}}^{0}$, which is different from $m c_{t}^{0}$. So the restriction is violated and the false null is ruled out.

This is a particularly simple example but describes a general "recipe" for ruling out false models using Remark 1. Indeed, the heuristic illustration in Figure 3 applies to any null and alternative oligopoly models. Any false null can be ruled out as long as there exist changes in the market environment that induce rotations of $\psi_{j}$ for some product $j$ under the true model that are not also rotations under the false null. This is easy to see analytically


Figure 2: Market outcome $E_{t}$ maps to different marginal costs under the null and alternative.


Figure 3: A rotation of the true $\psi_{j}$ rules out the false null.
as well. Consider two markets $t$ and $t^{\prime}$ with $\zeta_{j t}=\zeta_{j t^{\prime}}=\zeta$ and $q_{j t}=q_{j t^{\prime}}=q$. Since $m c_{j}\left(q_{j t}, \zeta_{j t}\right)=m c_{j}\left(q_{j t^{\prime}}, \zeta_{j t^{\prime}}\right)=m c_{j}(q, \zeta)$, we can use (15) to rationalize $q_{j t}=q_{j t^{\prime}}=q$ under the null only if $\psi_{j}$ is the same in both markets under the null, as it is under the true model.

This observation falls directly out of our identification analysis but is very closely related to well known insights from an early literature on identification of firm "conduct" within the class of conjectural variations models (e.g., Bresnahan (1982), Lau (1982)). ${ }^{34}$ Our graphical illustration, in particular, is intentionally similar to that given by Bresnahan (1982), ${ }^{35}$ but makes explicit the key role of the "residual marginal revenue" function, $\psi_{j}(\cdot)$. While we generalize and reinterpret these earlier insights, the message is very similar: one can distinguish between competing models as long as there are changes in the market environment that can shift equilibrium quantity and markup independently, at least for some product. Conditions guaranteeing such variation will depend on the model. However, the changes in the environment that alter $\psi_{j}$ form a larger set than the changes in aggregate demand considered by Lau (1982) or the "rotations of demand" described by Bresnahan (1982, 1989). For example, even if preferences are identical in markets $t$ and $t^{\prime}$ (i.e., there is no change in demand), $\psi_{j t}$ and $\psi_{j t^{\prime}}$ can differ due to variation in the number of competitors, the characteristics of competitors' products $\left(x_{-j t}^{(1)}\right.$ and/or $\left.\xi_{-j t}\right)$, or the costs of competing firms $\left(z_{-j t}^{(1)}\right.$ and/or $\left.\zeta_{-j t}\right)$. And although we have conditioned on $x_{t}^{(2)}, z_{t}^{(2)}$ and $M_{t}$, variation in any of these may also be exploited.

## 8 Conclusion

We have considered nonparametric identification in a class of differentiated products models used in a growing body of empirical work in IO and other fields of economics. We consid-

[^22]ered two types of arguments.. One links identification of these models to the same kinds of conditions used to show identification of regression models, while the other has close connections to classical identification arguments for supply and demand models. We also pointed to testable implications that can be used to discriminate between alternative models of oligopoly competition.

Our hope is that our results will be useful to both producers and consumers of empirical work on differentiated products markets. The results should help practitioners focus on the essential sources of variation needed to address a wide range of positive and normative questions. For identification of demand or of marginal costs, the critical issue is the availability of instruments. It should be no surprise that there is no getting around the need for instruments, and it should be comforting that this is essentially all that is needed. ${ }^{36}$ Likewise our work should help policy makers, managers, and others who might rely on discrete choice demand estimates for making decisions. Our results demonstrate that the nonparametric foundation for empirical work based on these models is really no different from that for simpler, more familiar models. We hope this will aid critical readers in focusing on the key sources of variation in particular applications and ultimately lead to more informed decision making.

[^23]
## Appendix A. Connected Substitutes

In this appendix we provide some key lemmas related to the connected substitutes assumption, including the proof of Lemma 1 stated in the text. Here we will repeatedly use the condition " $(\delta, p) \in \chi^{\mathcal{J}}$ " as shorthand for " $\left\{x_{j}, p_{j}, \xi_{j}\right\}_{j \in \mathcal{J}} \in \chi^{\mathcal{J}}$ with $\delta_{j} \equiv x_{j}+\xi_{j} \forall j$."

We begin by stating a useful elementary result in matrix theory (see, e.g., Horn and Johnson (1990), section 6.2).

Lemma 3. Consider an $n \times n$ matrix $A$ with elements $a_{i j}$. The following conditions are equivalent:
(i) the directed graph of $A$ is strongly connected;
(ii) for any strict subset $\mathcal{K} \subset\{1, \ldots, n\}$, there exists $k \in \mathcal{K}$ and $\ell \notin \mathcal{K}$ such that $a_{\ell k} \neq 0$;
(iii) $A$ is irreducible. ${ }^{37}$

The following corollary applies part (ii) of Lemma 3 to our model.
Corollary 1. Under Assumptions 1a, 2, and 3, for any $(\delta, p) \in \chi^{\mathcal{J}}$ and any strict subset $\mathcal{K} \subset \mathcal{J}$, there exists $k \in \mathcal{K}$ and $\ell \notin \mathcal{K}$ such that $\sigma_{\ell}(\delta, p)$ is strictly decreasing in $\delta_{k}$.

As discussed in the text, the following lemma provides the key implication of the connected substitutes assumption (Assumption 3) for our analysis.

Lemma 4. Suppose $(\delta, p) \in \chi^{\mathcal{J}},\left(\delta^{\prime}, p\right) \in \chi^{\mathcal{J}}$, and $\delta^{\prime} \neq \delta$. Under Assumptions 1a, 2, and 3, (i) if $I^{+} \equiv\left\{j: \delta_{j}^{\prime}>\delta_{j}\right\}$ is nonempty then $\sum_{j \in I^{+}} \sigma_{j}\left(\delta^{\prime}, p\right)>\sum_{j \in I^{+}} \sigma_{j}(\delta, p)$; (ii) if $I^{-} \equiv\left\{j: \delta_{j}^{\prime}<\delta_{j}\right\}$ is nonempty then $\sum_{j \in I^{-}} \sigma_{j}\left(\delta^{\prime}, p\right)<\sum_{j \in I^{-}} \sigma_{j}(\delta, p)$.

Proof. Consider part (i) and note that because $0 \notin I^{+}, I^{+}$is a strict subset of $\mathcal{J}$. By Corollary 1 , for some $k \in I^{+}$and some $\ell \notin I^{+}, \sigma_{\ell}(\delta, p)$ is strictly decreasing in $\delta_{k}$. Taking one such pair $(k, \ell)$, define $\delta^{*}$ by

$$
\begin{aligned}
& \delta_{k}^{*}=\delta_{k}^{\prime} \\
& \delta_{j}^{*}=\delta_{j} \quad j \neq k .
\end{aligned}
$$

[^24]By monotonicity of $v_{i j t}$ in $\delta_{j t}$ for all $j, \sigma_{j}\left(\delta^{*}, p\right) \leq \sigma_{j}(\delta, p)$ for all $j \notin I^{+}$. Further, because $\ell \notin I^{+}$

$$
\sum_{j \notin I^{+}} \sigma_{j}\left(\delta^{*}, p\right)<\sum_{j \notin I^{+}} \sigma_{j}(\delta, p) .
$$

By monotonicity of $v_{i j t}$ in $\delta_{j t}$ for all $j, \sigma_{j}\left(\delta^{\prime}, p\right) \leq \sigma_{j}\left(\delta^{*}, p\right)$ for all $j \notin I^{+}$, so that we then have

$$
\sum_{j \notin I^{+}} \sigma_{j}\left(\delta^{\prime}, p\right)<\sum_{j \notin I^{+}} \sigma_{j}(\delta, p) .
$$

Since market shares must sum to one, the result follows. Part (ii) follows from a symmetric argument.

With these preliminary results, the invertibility of market shares follows easily:
Proof of Lemma 1. Arguing by contradiction, suppose $\delta^{\prime} \neq \delta$ but $\sigma_{j}\left(\delta^{\prime}, p\right)=\sigma_{j}(\delta, p)$ for all $j$. If $\delta_{j}^{\prime} \leq \delta_{j}$ for all $j \neq 0$ then the set $I^{-}=\left\{j: \delta_{j}^{\prime}<\delta_{j}\right\}$ must be nonempty to satisfy $\delta^{\prime} \neq \delta$. By Lemma 4 we would then have

$$
\sum_{j \in I^{-}} \sigma_{j}\left(\delta^{\prime}, p\right)<\sum_{j \in I^{-}} \sigma_{j}(\delta, p)
$$

contradicting the hypothesis that $\sigma_{j}\left(\delta^{\prime}, p\right)=\sigma_{j}(\delta, p)$ for all $j$. So it must be that the set $I^{+} \equiv\left\{j: \delta_{j}^{\prime}>\delta_{j}\right\}$ is nonempty. But then by Lemma 4 we must have $\sum_{j \in I^{+}} \sigma_{j}\left(\delta^{\prime}, p\right)>$ $\sum_{j \in I^{+}} \sigma_{j}(\delta, p)$, which again contradicts the hypothesis.

Finally, we state a related result that is used when considering relaxation of the linear index assumption (see Appendix B).

Lemma 5. Suppose Assumptions 1a, 2, and 3 hold. For all $j, \sigma_{j}^{-1}(s, p)$ is strictly increasing in $s_{j}$.

Proof. Arguing by contradiction, take $j=1$ without loss and suppose

$$
\begin{aligned}
s_{1}^{\prime} & >s_{1} \\
s_{j}^{\prime} & =s_{j} \quad \forall j>1
\end{aligned}
$$

but

$$
\delta_{1}^{\prime}=\sigma_{1}^{-1}\left(s^{\prime}, p\right) \leq \sigma_{1}^{-1}(s, p)=\delta_{1} .
$$

Because probabilities sum to one, we must have

$$
\begin{equation*}
s_{0}^{\prime} \equiv \sigma_{0}\left(\delta^{\prime}, p\right)<\sigma_{0}(\delta, p) \equiv s_{0} \tag{20}
\end{equation*}
$$

If the set $I^{+} \equiv\left\{j: \delta_{j}^{\prime}>\delta_{j}\right\}$ is nonempty, by Lemma 4 we have

$$
\sum_{j \in I^{+}} \sigma_{j}\left(\delta^{\prime}, p\right)>\sum_{j \in I^{+}} \sigma_{j}(\delta, p) .
$$

Since $1 \notin I^{+}$and $0 \notin I^{+}$, this contradicts the hypothesis $s_{j}^{\prime}=s_{j} \quad \forall j>1$. Thus, $I^{+}$must be empty, i.e.,

$$
\delta_{j}^{\prime} \leq \delta_{j} \quad \forall j>0
$$

But in that case monotonicity of $v_{i j t}$ in $\delta_{j}$ for all $j$ requires

$$
\sigma_{0}\left(\delta^{\prime}, p\right) \geq \sigma_{0}(\delta, p)
$$

which contradicts (20).

## Appendix B. Relaxing the Index Restriction

Here we show that, for our results based on nonparametric instrumental variables arguments, the linear index restrictions can be relaxed if we are willing to strengthen the instrumental variables conditions.

For this appendix, suppose $\delta_{j t}=\delta_{j}\left(x_{j t}^{(1)}, \xi_{j t}\right)$, with $\delta_{j}$ strictly increasing in its second argument. This relaxes the linear separability assumed in the text, but retains the key requirement of monotonicity in $\xi_{j t}$. As usual, we will condition on a value of $x_{t}^{(2)}$, suppress these arguments in the notation, and let $x_{j t}$ denote $x_{j t}^{(1)}$.

Lemma 1 (which did not require a linear index) now guarantees that for all $j$ and $t$

$$
\delta_{j}\left(x_{j t}, \xi_{j t}\right)=\sigma_{j}^{-1}\left(s_{t}, p_{t}\right)
$$

for some functions $\sigma_{j}^{-1}, j=1, \ldots, J$. With $\delta_{j}$ strictly increasing in $\xi_{j t}$ we can then write

$$
\begin{aligned}
\xi_{j t} & =\delta_{j}^{-1}\left(\sigma_{j}^{-1}\left(s_{t}, p_{t}\right) ; x_{j t}\right) \\
& \equiv g_{j}\left(s_{t}, p_{t}, x_{j t}\right)
\end{aligned}
$$

for some function $g_{j}$. Moreover, Lemma 5 (see Appendix A) implies that $g_{j}$ must be strictly increasing in $s_{j t}$. Thus,

$$
\begin{align*}
s_{j t} & =g_{j}^{-1}\left(\xi_{j t} ; s_{-j t}, p_{t}, x_{j t}\right) \\
& \equiv h_{j}\left(s_{-j t}, p_{t}, x_{j t}, \xi_{j t}\right) \tag{21}
\end{align*}
$$

where $s_{-j t}$ denotes $\left\{s_{k t}\right\}_{k \neq j}$ and $h_{j}$ is an unknown function that is strictly increasing in $\xi_{j t}$. Note that $s_{j t}$ and $s_{-j t}$ are bounded by definition and that we may assume without loss that $p_{t}$ has been transformed to be bounded as well.

Now consider the identification of the functions $h_{j}$ in (21). Because $x_{j t}$ is exogenous, we can condition on it and drop it from the notation, rewriting (21) as

$$
\begin{equation*}
s_{j t}=h_{j}\left(s_{-j t}, p_{t}, \xi_{j t}\right) \tag{22}
\end{equation*}
$$

We will assume for simplicity that $\xi_{j t}$ has an atomless marginal distribution. Then, without loss, we can normalize $\xi_{j t}$ to have a standard uniform marginal distribution. We will assume that $\left(s_{t}, p_{t}\right)$ are continuously distributed conditional on $\tilde{z}_{t}, x_{t}$. We then let $f_{j s p}\left(s_{-j t}, p_{t} \mid \tilde{z}_{t}, x_{t}\right)$ denote the conditional (marginal) density of $s_{-j t}, p_{t}$, and let $f_{j s}\left(s_{j t} \mid s_{-j t}, p_{t}, \tilde{z}_{t}, x_{t}\right)$ denote the conditional density of $s_{j t}$.

Let $\epsilon_{1}$ and $\epsilon_{2}$ be some small positive constants. Let

$$
\alpha_{j}\left(s_{-j t}, p_{t}\right) \equiv\left\{s: f_{j s}\left(s \mid s_{-j t}, p_{t}, \tilde{z}_{t}, x_{t}\right) \geq \epsilon_{1} \forall\left(\tilde{z}_{t}, x_{t}\right) \text { with } f_{j s p}\left(s_{j t}, p_{t} \mid \tilde{z}_{t}, x_{t}\right)>0\right\} .
$$

For each $j$ and $\tau \in(0,1)$ define $\mathcal{L}_{j}(\tau)$ as the convex hull of functions $m_{j}(\cdot, \tau)$ that satisfy (a) for all $\left(\tilde{z}_{t}, x_{t}\right), \operatorname{Pr}\left(s_{j t} \leq m_{j}\left(s_{-j t}, p_{t}, \tau\right) \mid \tilde{z}_{t}, x_{t}\right) \in\left[\tau-\epsilon_{2}, \tau+\epsilon_{2}\right]$; and (b) for all $\left(s_{-j t}, p_{t}\right)$, $m_{j}\left(s_{-j t}, p_{t}, x_{j t}, \tau\right) \in \alpha_{j}\left(s_{-j t}, p_{t}\right)$. Consider the following instrumental variables conditions, from Chernozhukov and Hansen (2005, Appendix C).

Assumption 14. $\xi_{j t} \Perp\left(\tilde{z}_{t}, x_{t}\right) \forall t$.

Assumption 15. For all $j$ and $\tau \in(0,1)$,
(i) for any bounded function $B_{j}\left(s_{-j t}, p_{t}, \tau\right)=m_{j}\left(s_{-j t}, p_{t}, \tau\right)-h_{j}\left(s_{-j t}, p_{t}, \tau\right)$ with $m_{j}(\cdot, \tau) \in$ $\mathcal{L}_{j}(\tau)$ and $\varepsilon_{j t} \equiv s_{j t}-h_{j}\left(s_{-j t}, p_{t}, \tau\right), E\left[B\left(s_{-j t}, p_{t}, \tau\right) \psi\left(s_{-j t}, p_{t}, \tilde{z}_{t}, x_{t}, \tau\right) \mid \tilde{z}_{t}, x_{t}\right]=0$ a.s. only if $B_{j}\left(s_{-j t}, p_{t}, \tau\right)=0$ a.s. for $\psi\left(s_{-j t}, p_{t}, \tilde{z}_{t}, x_{t}, \tau\right)=\int_{0}^{1} f_{\varepsilon_{j}}\left(b B\left(s_{-j t}, p_{t}, \tau\right) \mid s_{-j t}, p_{t}, \tilde{z}_{t}, x_{t}\right) d b>0$. (ii) the conditional density $f_{\varepsilon_{j}}\left(e \mid s_{-j t}, p_{t}, \tilde{z}_{t}, x_{t}\right)$ of $\epsilon_{j t}$ is continuous and bounded in $e$ over $\mathbb{R}$ a.s.;
(iii) $h_{j}\left(s_{-j t}, p_{t}, \tau\right) \in \alpha_{j}\left(s_{-j t}, p_{t}\right)$ for all $\left(s_{-j t}, p_{t}\right)$.

Assumption 14 strengthens the exclusion restriction of Assumption 4 to require full independence instead of mean independence. Assumption 15 is a type of "bounded completeness" condition that replaces Assumption 5 in the text. It was used previously by Chernozhukov and Hansen (2005) to demonstrate nonparametric identification of quantile treatment effects.

Theorem 7. Suppose Assumptions 1a, 2, 3, 14 and 15 hold. Then for all j, (i) $\xi_{j t}$ is identified for all $t$, and (ii) the function $s_{j}\left(\left\{x_{k t}, p_{k t}, \xi_{k t}\right\}_{k \in \mathcal{J}}\right)$ is identified on $\chi^{\mathcal{J}}$.

Proof. Identification of $h_{j}(\cdot, \tau)$ for each $\tau \in(0,1)$ follows from Theorem 4 of Chernozhukov and Hansen (2005) after noting that for each value of $\xi_{j t} \in(0,1)$, the model (22) is equivalent to the model they consider. Parts (i) and (ii) then follow immediately, as in the proof of Theorem 1.

This shows that the analog of Theorem 1 (i.e., identification of demand) can be obtained with the relaxed index structure. Extension to full identification of the random utility model under the additional quasilinearity restriction follows exactly as in Theorem 2.

An analogous argument would apply to allow identification of marginal costs under the index structure

$$
m c_{j}\left(q_{j t}, \zeta_{j t}, z_{j t}^{(2)}\right)
$$

with

$$
\zeta_{j t}=\zeta_{j}\left(z_{j t}^{(1)}, \eta_{j t}\right)
$$

and $\zeta_{j}$ strictly monotone in $\eta_{j t}$, relaxing the linear structure $\zeta_{j t}=z_{j t}^{(1)}+\eta_{j t}$ in the text. Because the argument is completely parallel that for identification of demand, we omit it.

## Appendix C. Oligopoly First-Order Conditions

In the text we provided a high-level condition-part (iii) of Assumption 8-ensuring that oligopoly first-order conditions can be inverted to solve for marginal cost, given the demand system. Here we show that, under assumptions already maintained in our analysis, this high-level assumption is satisfied in standard oligopoly models, including the multi-product price- or quantity-setting models widely used in applications. As emphasized in the text, the strategy of solving first-order conditions for marginal costs has a long history in the IO literature (e.g., Rosse (1970), Bresnahan (1981), Bresnahan (1987), and Berry, Levinsohn, and Pakes (1995)). The innovation in this appendix is the demonstration, under general nonparametric conditions, of the invertibility of particular substitution matrices. A key condition used below is the same "connected substitutes" condition we relied on to show the invertibility of the demand side.

We first discuss several standard models, noting the invertibility conditions that will ensure a solution for marginal cost. We then show that the structure already assumed is sufficient to ensure this invertibility in all the examples. Thus, for any of the models discussed
here, part (iii) of Assumption 8 could be viewed as a lemma (proved in this appendix) rather than an assumption. Throughout this appendix will fix the market size $M_{t}$ and suppress it.

## Examples of First-Order Conditions

The simplest case is the perfectly competitive model, where firms are symmetric and

$$
\psi_{j}\left(s_{t}, D_{t}\left(s_{t}, p_{t}\right), p_{t}\right)=p_{j t} .
$$

This provides a solution for marginal cost (marginal cost equals price) with no assumptions on demand. Of course, perfect competition is seldom a natural assumption for differentiated products markets. We therefore turn to a set of standard oligopoly models. We consider both the case of single-product firms and the more general case of multi-product firms, which also nests the case of monopoly (perfect collusion).

The most common assumption for empirical work on differentiated products markets is Nash equilibrium in a complete information simultaneous price-setting game. For singleproduct firms, the first-order condition is (letting $\sigma_{j t}=\sigma_{j}\left(s_{t}, p_{t}\right)$ as shorthand)

$$
\sigma_{j t}+\left(p_{j t}-m c_{j t}\right) \frac{\partial \sigma_{j t}}{\partial p_{j t}}=0
$$

which is easily solved for marginal cost:

$$
m c_{j t}=p_{j t}+\frac{\sigma_{j t}}{\partial \sigma_{j t} / \partial p_{j t}}
$$

As long as the demand derivative $\partial \sigma_{j t} / \partial p_{j t}$ is non-zero, the right-hand side provides the required function $\psi_{j}\left(s_{t}, D_{t}\left(s_{t}, p_{t}\right), p_{t}\right)$.

The condition needed for the multi-product price-setting case is slightly more compli-
cated. The first-order condition for the price of good $j$, produced by firm $f$, is

$$
\sigma_{j t}+\sum_{k \in \mathcal{J}_{f}}\left(p_{k t}-m c_{k t}\right) \frac{\partial \sigma_{k t}}{\partial p_{j t}}=0
$$

where $\mathcal{J}_{f}$ is the subset of products in $\mathcal{J}$ produced by $f$. As in the empirical work of Bresnahan (1981) and Bresnahan (1987), the vector of first-order conditions can then be written as

$$
\begin{equation*}
\sigma_{t}+\Delta_{t}\left(p_{t}-m c_{t}\right)=0 \tag{23}
\end{equation*}
$$

where the $(k, j)$ element of the square matrix $\Delta_{t}$ is equal to $\partial \sigma_{k t} / \partial p_{j t}$ if products $k$ and $j$ are produced by the same firm and equal to zero otherwise. Following BLP, the supply-side "inversion" for marginal cost is then

$$
m c_{t}=p_{t}+\Delta_{t}^{-1} s_{t} .
$$

In this multi-product price-setting case, to satisfy part (iii) of Assumption 8 the matrix $\Delta_{t}$ must be invertible.

Turning to quantity-setting models, we first require existence of an inverse demand function

$$
p_{t}=\rho\left(s_{t}, \delta_{t}\right)
$$

Consider first the case of single-product firms. Given inverse demand, the first-order condition for the simultaneous quantity setting game equates marginal cost and marginal revenue:

$$
m c_{j t}=p_{j t}+\frac{\partial \rho_{j}}{\partial s_{j t}} s_{j t}
$$

Thus we require that the derivative $\frac{\partial \rho_{j}}{\partial s_{j t}}$ exist. With multi-product firms (which nests multiproduct monopoly/perfect collusion), a change in the quantity of product $j$ can change the market-clearing price for the firm's other products as well. Thus, rearranging the multi-
product firm's first-order conditions gives

$$
m c_{j t}=p_{j t}+\sum_{k \in \mathcal{J}_{f}} \frac{\partial \rho_{k}}{\partial s_{j t}} s_{k t} .
$$

This solution requires existence of the derivatives of the inverse demand function.

## Solutions for Marginal Costs

## Price-Setting

For the price-setting models, we need invertibility of the within-firm substitution matrix $\Delta_{t}$, which is a diagonal matrix in the case of single-product firms. We will show that invertibility is guaranteed by conditions already assumed in the text.

In the single-product price-setting case, we need existence of a nonzero derivative $\partial \sigma_{j t} / \partial p_{j t}$ for all $j$. This is guaranteed by Assumption 7 and part (ii) of Assumption 8.

To show invertibility of the matrix $\Delta_{t}$ for the multi-product case, we rely on "Taussky's theorem" which shows that an irreducibly diagonally dominant matrix is invertible. ${ }^{38} \mathrm{~A}$ matrix $A$ is diagonally dominant if for all $i$

$$
\left|a_{i i}\right| \geq \sum_{j \neq i}\left|a_{i j}\right|
$$

An irreducibly diagonally dominant matrix is a square matrix that is irreducible (see footnote $37)$ and diagonally dominant, with at least one of the diagonals being strictly dominant, i.e., with at least one row such that

$$
\begin{equation*}
\left|a_{i i}\right|>\sum_{j \neq i}\left|a_{i j}\right| . \tag{24}
\end{equation*}
$$

Proposition 1. For any strict subset of products $\mathcal{K} \subset \mathcal{J}$, re-index the products in $\mathcal{K}$ from 1 to $|\mathcal{K}|$ and let $D(\mathcal{K})$ be the $|\mathcal{K}|$ by $|\mathcal{K}|$ matrix with $(k, j)$ element $\partial \sigma_{k t} / \partial p_{j t}$. Given Assumptions 1a, 2, 3, 7 and parts (i) and (ii) of Assumption 8, $D(\mathcal{K})$ is invertible.

[^25]To show this, we begin with the following lemma:

Lemma 6. Given Assumptions 1a, 2, 3, 7 and parts (i) and (ii) of Assumption 8, for any strict subset $\mathcal{K} \subset \mathcal{J}, D(\mathcal{K})$ is a diagonally dominant matrix, with at least one strictly dominant diagonal.

Proof. Recall that because $\sum_{k \in \mathcal{J}} \sigma_{k t}=1, \sum_{k \in \mathcal{J}} \frac{\partial \sigma_{k t}}{\partial p_{j t}}=0$. For any product $j \in \mathcal{K}$, this implies that the associated diagonal element of $D(\mathcal{K})$ satisfies

$$
\begin{equation*}
\left|\frac{\partial \sigma_{j t}}{\partial p_{j t}}\right|=\sum_{k \in \mathcal{K}-\{j\}} \frac{\partial \sigma_{k t}}{\partial p_{j t}}+\sum_{\ell \notin \mathcal{K}} \frac{\partial \sigma_{\ell t}}{\partial p_{j t}} \tag{25}
\end{equation*}
$$

By part (ii) of Assumption 8, this implies

$$
\begin{equation*}
\left|\frac{\partial \sigma_{j t}}{\partial p_{j t}}\right| \geq \sum_{k \in \mathcal{K}-\{j\}} \frac{\partial \sigma_{k t}}{\partial p_{j t}} . \tag{26}
\end{equation*}
$$

Furthermore, by the connected substitutes assumption, Lemma 3 (see Appendix A), and the strict monotonicity of $v_{i j t}$ in $p_{j t}$, the second sum in (25) is strictly positive for at least one product $j \in \mathcal{K}$. For that $j$ the inequality in (26) is strict.

Proof of Proposition 1. We argue that $D(\mathcal{K})$ must be either (i) an irreducibly diagonally dominant matrix, or (ii) block-diagonal with each block being an irreducibly diagonally dominant matrix; then, by Taussky's theorem, $D(\mathcal{K})$ must be invertible. By Lemma 3 (see Appendix A) $D(\mathcal{K})$ is irreducible if and only if the directed graph of $D(\mathcal{K})$ is strongly connected. If the directed graph of $D(\mathcal{K})$ is strongly connected then, by Lemma $6, D(\mathcal{K})$ is an irreducibly diagonally dominant matrix and is therefore invertible. So now consider the case in which the directed graph of $D(\mathcal{K})$ is not strongly connected. By Corollary 2 and Lemma 8 (both in Appendix D) the directed graph of $D(\mathcal{K})$ can be partitioned into isolated strongly connected subgraphs. The nodes in each isolated subgraph correspond to a subset of products that do not substitute outside of the subset. We can therefore rearrange the order of products, with the products in the first strongly connected subset coming first, the
next subset following and so on. The resulting permutation of $D(\mathcal{K})$ is block diagonal, with each block being irreducible by Lemma 3. Further, by Lemma 6, each block is diagonally dominant with at least one strictly dominant diagonal. Therefore, by Taussky's theorem, each block is invertible. This implies that the entire $D(\mathcal{K})$ matrix is invertible.

We can now use Proposition 1 to prove that the matrix of within-firm derivatives, $\Delta_{t}$, is invertible. First note that $\Delta_{t}$ is itself block diagonal with each block consisting of the $\partial \sigma_{k t} / \partial p_{j t}$ terms for the product $j$ and $k$ produced by a given firm. Due to the outside good, even in the case of monopoly, the set of products produced by one firm will be a strict subset of $\mathcal{J}$. Thus, by Proposition 1 , each of these blocks is invertible and so the matrix $\Delta_{t}$ is invertible.

## Quantity setting.

In the quantity setting example, the key condition is the existence of the inverse demand function and its derivatives. We have assumed (part (ii) of Assumption 8) that $v_{i j t}$ is strictly decreasing in $p_{j t}$. Thus, the same argument used to prove Lemma 1 (swapping the roles of $p_{t}$ and $\delta_{t}$ ) implies that, due to the connected substitutes property, for every $\left(s_{t}, \delta_{t}\right)$, there is a unique price vector $p_{t}$ that solves $s_{t}=\sigma\left(p_{t}, \delta_{t}\right)$. This implies existence of an inverse demand function, which we write in vector form as $p_{t}=\rho\left(s_{t}, \delta_{t}\right)$.

Proposition 1 guarantees the invertibility of the matrix of own- and cross-price derivatives of market shares. So by the inverse function theorem, derivatives of the inverse demand function exist and are (as usual) equal to the elements of the inverse $D(\mathcal{K})$ matrix, i.e.,

$$
\frac{\partial \rho_{k}}{\partial s_{j t}}=\left[D(\mathcal{K})^{-1}\right]_{k j}
$$

## Appendix D

Here we present two results referenced in Appendix C. The first provides sufficient conditions for the substitution incidence matrix $\Sigma\left(J_{t}\right)$ to be symmetric, so that all edges of its directed graph are bidirectional. The second concerns a simple property of a strongly connected graph with bidirectional edges.

Lemma 7. Suppose Assumptions $1 a$ and 2 hold and that for all $j \in \mathcal{J}, \operatorname{Pr}\left(v_{i j t} \leq v \mid x_{j t}, p_{j t}, \xi_{j t}\right)$ is strictly decreasing and continuous in $w_{j t} .{ }^{39}$ Then good $k$ substitutes to good $\ell$ at $\left\{\left(x_{j t}, p_{j t}, \xi_{j t}\right)\right\}_{j \in J}$ if and only if good $\ell$ substitutes to good $k$ at $\left\{\left(x_{j t}, p_{j t}, \xi_{j t}\right)\right\}_{j \in J_{t}}$.

Proof. For good $k$ to substitute to good $\ell$, it must be the case that

$$
\operatorname{Pr}\left(v_{i k t}-\epsilon<v_{i \ell t}<v_{i k t}\right)>0 \quad \forall \epsilon>0
$$

i.e., letting $d_{i \ell k t}=v_{i \ell t}-v_{i k t}$,

$$
\operatorname{Pr}\left\{d_{i \ell k t} \in(-\epsilon, 0)\right\}>0 \forall \epsilon>0 .
$$

Thus, arguing by contradiction, suppose that for some $\epsilon>0$ and some $\gamma>0$, we have $\operatorname{Pr}\left(d_{i \ell k t} \in(-\epsilon, 0)\right)>0$ but $\operatorname{Pr}\left(d_{i \ell k t} \in(0, \gamma)\right)=0$. For this to hold we must have either (a) $\operatorname{Pr}\left(d_{i \ell k t}>0\right)=0$, violating Assumption 2, or (b) $\operatorname{Pr}\left(d_{i \ell k t}>0\right)>0$ when supp $d_{i \ell k t}$ excludes $(0, \gamma)$, violating the maintained assumption that the utility differences $\left(v_{i l t}-v_{i k t}\right)$ have convex support.

This symmetry of $\Sigma\left(J_{t}\right)$ was not required by our results. However, Lemma 7 demonstrates why in standard models (where $v_{i j t}$ is everywhere continuous in $\mathrm{w}_{j t}$ ) the directed graph of $\Sigma\left(J_{t}\right)$ is bidirectional (recall Figure 1). Further, the following Corollary is utilized in Appendix C.

[^26]Corollary 2. Consider any $\mathcal{K} \subseteq \mathcal{J}$, re-index the goods in $\mathcal{K}$ from 1 to $|\mathcal{K}|$, and let $D(\mathcal{K})$ be the $|\mathcal{K}|$ by $|\mathcal{K}|$ matrix with $(k, j)$ element $\partial \sigma_{k t} / \partial p_{j t}$. Under Assumptions 1a, 2, and 8 part (ii), the directed graph of $D(\mathcal{K})$ is bidirectional.

Finally, we provide the following result, referenced in Appendix C.

Lemma 8. Let $G$ be a strongly connected directed graph, and let $N$ be a subgraph of $G$ with at least one vertex. If all edges of $G$ are bidirectional, $N$ can be partitioned into isolated strongly connected subgraphs.

Proof. Let $N_{0}=N$, and define $C\left(n_{0}\right)$ to be the null graph (no nodes). Consider an iterative argument, beginning with iteration $t=1$. Let $N_{t}$ be the subgraph of $N_{t-1}$ obtained by excluding the nodes of $C\left(n_{t-1}\right)$. Let $n_{t}$ be any node of $N_{t}$ and let $C\left(n_{t}\right)$ be the subgraph of $N_{t}$ whose nodes are $n_{t}$ and all nodes from which there is a path in $N_{t}$ to $n_{t}$. By bidirectionality, $C\left(n_{t}\right)$ is strongly connected. If $C\left(n_{t}\right)=N_{t}$, the argument is complete. Otherwise, add 1 to $t$ and iterate. The argument will be complete in at most $|N|$ iterations.
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[^0]:    ${ }^{1}$ Applications include studies of the sources of market power (e.g., Berry, Levinsohn, and Pakes (1995), Nevo (2001)), welfare gains from new goods or technologies (e.g., Petrin (2002), Eizenberg (2008)), mergers (e.g., Nevo (2000), Capps, Dranove, and Satterthwaite (2003)), network effects (e.g., Rysman (2004), Nair, Chintagunta, and Dube (2004)), product promotions (e.g., Chintagunta and Honoré (1996), Allenby and Rossi (1999)), environmental policy (e.g., Goldberg (1998)), vertical contracting (e.g., Villas-Boas (2007), Ho (2007)), market structure and product quality (e.g., Fan (2008)), media bias (e.g., Gentzkow and Shapiro (2009)), asymmetric information and insurance (e.g., Cardon and Hendel (2001), Bundorf, Levin, and Mahoney (2008), Lustig (2008)), trade policy (e.g., Goldberg (1995), Berry, Levinsohn, and Pakes (1999), Goldberg and Verboven (2001)), residential sorting (e.g., Bayer, Ferreira, and McMillan (2007)), and school choice (e.g., Hastings, Staiger, and Kane (2007)).

[^1]:    ${ }^{2}$ See, e.g., the discussions in Domencich and McFadden (1975), Hausman and Wise (1978) and Berry, Levinsohn, and Pakes (1995). Early models of discrete choice with heterogeneous tastes for characteristics include those in Quandt (1966) and Quandt (1968).
    ${ }^{3}$ While our work is motivated by IO applications, these models are relevant in in many other discretechoice contexts where there are unobservables at the level of a "group" (the analog of our "market"). For example, employees' choices among offered insurance plans may depend on unobservable characteristics of the plans. A broad set of examples with "group level unobservables" is discussed in Berry and Haile (2009a) for the case of binary choice and related models. Although an oligopoly supply side may not be appropriate for all such examples, several results are obtained here without reference to a supply side, and the overall approach may be useful in other cases as well.
    ${ }^{4}$ Important early work includes Manski (1985), Manski (1988), Matzkin (1992), and Matzkin (1993), which examine semiparametric models with exogenous regressors.
    ${ }^{5}$ We consider the case of "micro" (consumer-level) choice data in Berry and Haile (2009b).

[^2]:    ${ }^{6}$ Matzkin (2004) (section 5.1) makes a distinction between choice-specific unobservables and an additive preference shock, but in a model without random coefficients or other sources of heteroskedasticity/heterogeneous tastes for product characteristics. See also Matzkin (2007a) and Matzkin (2007b).

[^3]:    ${ }^{7}$ Bresnahan (1989) provides a review of the early literature on oligopoly estimation that followed. BLP inverted the multiproduct oligopoly first-order conditions to solve for unobserved shocks to marginal cost.

[^4]:    ${ }^{8}$ For example, we use the same independence and support assumptions she uses in discussing supply and demand, but we do not require any conditions on (even existence of) derivatives of densities.

[^5]:    ${ }^{9}$ Berry and Haile (2009b) includes an example in which what appears to be a "market data" environment is actually isomorphic to the "micro data" environment. In that example one has a continuum of observations for which choice-specific unobservables are held fixed while observables vary. In general this is not the case.
    ${ }^{10}$ A recent paper by Bajari, Fox, Kim, and Ryan (2009) considers identification in a linear random coefficients model without endogeneity, assuming that the distribution of an additive i.i.d. preference shock is known.

[^6]:    ${ }^{11}$ In applications with no "outside choice" our approach can be adapted by normalizing preferences relative to those for a given choice. The same adjustment applies when characteristics of the outside good vary across markets in observable ways.
    ${ }^{12}$ The modifications required to allow higher dimensional $p_{j t}$ are straightforward, although the usual challenge of finding adequate instruments for more than one endogenous product characteristic would remain.

[^7]:    ${ }^{13}$ See, e.g., Gikhman and Skorokhod (1980).
    ${ }^{14}$ The fact that we allow product dummies as components of $x_{j t}$ enables us to write choice-specific functions like $\epsilon_{j}$ here. Note also that this structure permits variation in $J_{t}$ across markets. The realization of $\omega_{i t}$ should be thought of as generating values of $\epsilon_{i j t}=\epsilon_{j}\left(\omega_{i t}\right)$ for all possible choices $j$, not just those in the current choice set. Thus, the utility function defines preferences even over products not available.

[^8]:    ${ }^{15}$ An exception is Athey and Imbens (2007), although they do not address identifiability of their model. Athey and Imbens (2007) point out testable restrictions in "micro data" settings if one assumes that the same scalar product/market-level unobservable applies to all subpopulations of consumers. A similar testable restriction exists in the model of Berry and Haile (2009b), which allows the unobservable to vary with some (but not all) consumer observables. The model of binary choice nested in the generalized regression model of Berry and Haile (2009a) permits a different unobservable for every vector of consumer-level observables.

[^9]:    ${ }^{16}$ Athey and Imbens (2007) and Berry and Haile (2009b) discuss testable implications in the case of micro data.
    ${ }^{17}$ In the linear random coefficients model of Example 1, Assumption 1a holds if either (a) one covariate enters with a fixed coefficient (common in practice) or (b) $u_{i j t}=x_{j t}^{(1)} \beta_{i t}^{(1)}+\xi_{j t} \beta_{i t}^{(1)}+x_{j t}^{(2)} \beta_{i t}^{(2)}-\alpha_{i t} p_{j t}+\epsilon_{i j t}$, with $\beta_{i t}^{(1)}>0$. Of course, we do not require the linear random coefficients structure.
    ${ }^{18}$ We assume quasilinearity in price because this is the natural unit for measuring compensating variation. However, quasilinearity in any element of $x_{j t}^{(2)}$ (or in $\delta_{j t}$ ) would also suffice.

[^10]:    ${ }^{19}$ As long as $v_{i j t}$ is strictly decreasing in $p_{j t}$ with probablity one, (4) is equivalent to a spefication allowing a random coefficient on price: the scale of each consumer's utility function can be normalized by her price coefficient without loss.
    ${ }^{20}$ Recall that each market is $t$ is defined by $\left(\mathcal{J}_{t},\left\{x_{j t}, p_{j t}, \xi_{j t}\right\}_{j \in \mathcal{J}_{t}}\right)$.

[^11]:    ${ }^{21}$ For example, in the usual price-setting oligopoly model an inside good can have zero market share only if a good is offered by a firm even though it cannot be sold at any price above marginal cost. A necessary condition for the outside good to have zero market share is that the there be no downward distortion in market output due to imperfect competition. This can arise in some simple oligopoly models like that of Hotelling (1929) if preferences and locations are such that the market is "covered."

[^12]:    ${ }^{22}$ The primitives of our model do not determine individual utilities. Thus, for example, it cannot be used to characterize Pareto improvements. As usual, assuming quasilinearity will allow us to characterize potential Pareto improvements. Parametric random utility models allow tracking of individual utilities (even with market level data!) by associating realizations of random preference parameters with individual consumers.

[^13]:    ${ }^{23}$ Because $x_{t}^{(2)}$ may include product dummies, the functions $u_{j}$ and $\mu_{j}$ may vary arbitrarily with $j$.
    ${ }^{24}$ Because we introduce this assumption after normalizing the utility of the outside good to zero, we define a fall in $\mathrm{w}_{0 t}$ to mean equal increases in $\mathrm{w}_{j t}$ for all $j>0$. Thus product 0 substitutes to product $j$ if the market share of product $j$ increases whenever $\mathrm{w}_{k t}$ increases by an equal amount for all $k>0$.

[^14]:    ${ }^{25}$ In standard examples $\Sigma(\mathcal{J})$ is symmetric, so its directed graph can be represented with bi-directional edges. See the additional discussion in Appendix D.
    ${ }^{26}$ This is demonstrated formally as Lemma 4 in Appendix A. An analogous implication follows if we interpret $-\mathrm{w}_{j t}$ as the price of good $j$.

[^15]:    ${ }^{27}$ See Corollary 1 in Appendix A for the equivalence between Gandhi's condition and our connected substitutes condition. Berry (1994) and Berry and Pakes (2007) show existence and uniqueness of an inverse choice probability in models with an additively separable $\delta_{j t}$. Gandhi (2008) relaxes the separability requirement. Our lemma addresses only uniqueness conditional on existence. Under our maintained assumption that the model is correctly specified, given any observed choice probability vector, there must exist a vector $\left(\delta_{1}, \ldots, \delta_{J}\right)$ that rationalizes it. Gandhi (2008) provides conditions guaranteeing that an inverse exists for every choice probability vector in $\triangle^{J}$. Our uniqueness result differs from his only slightly, mainly in recognizing that the argument applies to a somewhat more general model of preferences. For a class of single-agent dynamic discrete choice models similar to our model with an additive $\delta_{j t}$, Hotz and Miller (1993) prove the uniqueness of the inverse of the share function and sketch a proof of existence of the inverse that is correct for the binary case.

[^16]:    ${ }^{28}$ If we assumed bounded support for $\xi_{j t}$ and $x_{j t}$ we could replace the completeness condition with bounded completeness.

[^17]:    ${ }^{29}$ To our knowledge, all results showing semiparametric or nonparametric identification of a full random utility model rely on a similar condition (e.g., Matzkin (1992), Matzkin (1993), Ichimura and Thompson (1998), Lewbel (2000), Fox and Gandhi (2009)).

[^18]:    ${ }^{30}$ Note that $z_{j t}^{(1)}$ and $\eta_{j t}$ could be any known transformations of some other observed and unobserved cost shifters.

[^19]:    ${ }^{31}$ The function $\pi_{j}^{-1}$ involves the composition of $m c_{j}^{-1}$ and $\psi_{j}$. Although we do not define a function $\pi_{j}$, we use the notation $\pi_{j}^{-1}$ as a reminder that this represents an "inversion" of supply side equilibrium conditions.

[^20]:    ${ }^{32}$ This "trick" of using ratios of densities to cancel the Jacobian determinant is a critical step and was used by Matzkin (2005) (section 6) to sketch a constructive identification argument for a simultaneous equations model with the same form that we obtain after inverting the market share and pricing equations. Her sketch uses the trick in a different way and requires, in addition to our location and scale normalizations, knowledge of the Jacobian determinant at one point. Completing the sketch would require showing that a particular system of nonlinear simultaneous equations has a unique solution; this appears to require further conditions on the density of unobservables. The formal results in Matzkin (2008) and Matzkin (2005) likewise rely on conditions we do not require.

[^21]:    ${ }^{33}$ Starting with equation (18), integrate instead over $\left\{\tilde{x}, \tilde{z}_{-j}, \tilde{z}_{j} \geq z_{j}\right\}$ and then use the normalization $\pi_{j}^{-1}\left(s^{0}, p^{0}\right)-z_{j}^{0}=0$.

[^22]:    ${ }^{34}$ In these models products are homogeneous, so the demand side is equivalent to a binary choice model. Our model can be adapted to a homogeneous goods environment by dropping the product (i.e., " $j$ ") subscripts on the demand side, interpreting $j$ as a firm subscript on the supply side, and applying the appropriate convention for allocating total output among firms.
    ${ }^{35}$ Note that once the demand and cost shocks have been identified and held fixed, we have a non-stochastic environment, as in Breshnahan's graphical illustration and the formal results of Lau (1982).

[^23]:    ${ }^{36}$ An important caveat is that commonly used instruments- exogenous characteristics of competiting products (Berry, Levinsohn, and Pakes (1995)) may not be sufficient on their own without additional restrictions. A point emphasized in Berry and Haile (2009b) is that with micro data, natural instruments will often be more readily available. Combined with the stronger identification results available in the micro data environment, this provides a powerful motivation for researchers to seek individual-level data to replace or complement market level data when possible.

[^24]:    ${ }^{37}$ A matrix is reducible if and only if it can be placed into block upper triangular form by permutations of rows and columns. A matrix that is not reducible is irreducible.

[^25]:    ${ }^{38}$ See Horn and Johnson (1990), p. 363. For further background on irreducibility and dominant diagonal conditions, see chapter 6 in that text.

[^26]:    ${ }^{39}$ As in Definition 1, $\mathrm{w} j t$ may be an element of $\left(x_{j t}, p_{j t}, \xi_{j t}\right)$ or an index derived from $\left(x_{j t}, p_{j t}, \xi_{j t}\right)$. The relevant cases in the text are $\mathrm{w}_{j t}=\delta_{j t}$ and $\mathrm{w}_{j t}=-p_{j t}$.

