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1 Introduction

Are nominal government bonds risky investments, which investors must be rewarded
to hold? Or are they safe investments, whose price movements are either inconse-
quential or even beneficial to investors as hedges against other risks? US Treasury
bonds have performed well as hedges during the financial crisis of 2008, but the op-
posite was true in the late 1970’s and early 1980’s. The purpose of this paper is to
explore such changes over time in the risks of nominal government bonds.

Nominal bond risks can be measured in a number of ways. A first approach is to
measure the covariance of nominal bond returns with some measure of the marginal
utility of investors. According to the Capital Asset Pricing Model (CAPM), for
example, marginal utility can be summarized by the level of aggregate wealth. It
follows that the risk of bonds can be measured by the covariance of bond returns with
returns on the market portfolio, often proxied by a broad stock index. Alternatively,
the consumption CAPM implies that marginal utility can be summarized by the level
of aggregate consumption, so the risk of bonds can be measured by the covariance of
bond returns with aggregate consumption growth.

A second approach is to measure the risk premium on nominal bonds, either from
average realized excess bond returns or from variables that predict excess bond returns
such as the yield spread (Shiller, Campbell, and Schoenholtz 1983, Fama and Bliss
1987, Campbell and Shiller 1991) or a more general linear combination of forward
rates (Stambaugh 1988, Cochrane and Piazzesi 2005). If the risk premium is large,
then presumably investors regard bonds as risky. This approach can be combined
with the first one by estimating an empirical multifactor model that describes the
cross-section of both stock and bond returns (Fama and French 1993).

These approaches are appealing because they are straightforward and direct.
However, the answers they give depend sensitively on the sample period that is used.
The covariance of nominal bond returns with stock returns, for example, is extremely
unstable over time and even switches sign (Li 2002, Guidolin and Timmermann 2004,
Baele, Bekaert, and Inghelbrecht 2007, Christiansen and Ranaldo 2007, Viceira 2007,
David and Veronesi 2008). In some periods, notably the late 1970’s and early 1980’s,
bond and stock returns move closely together, implying that bonds have a high CAPM
beta and are relatively risky. In other periods, notably the late 1990’s and the 2000’s,
bond and stock returns are negatively correlated, implying that bonds have a negative
beta and can be used to hedge shocks to aggregate wealth.



The average level of the yield spread is also unstable over time as pointed out by
Fama (2006) among others. An intriguing fact is that the movements in the average
yield spread seem to line up to some degree with the movements in the CAPM beta
of bonds. The average yield spread was high in the 1980’s and much lower in the
late 1990’s.

A third approach to measuring the risks of nominal bonds is to decompose their
returns into several components arising from different underlying shocks. Nominal
bond returns are driven by movements in real interest rates, inflation expectations,
and the risk premium on nominal bonds over short-term bills. The variances of these
components, and their correlations with investor well-being, determine the overall
risk of nominal bonds. Campbell and Ammer (1993), for example, estimate that
over the period 1952-1987, real interest rate shocks moved stocks and bonds in the
same direction but had relatively low volatility; shocks to long-term expected inflation
moved stocks and bonds in opposite directions; and shocks to risk premia again moved
stocks and bonds in the same direction. The overall effect of these opposing forces was
a relatively low correlation between stock and bond returns. However Campbell and
Ammer assume that the underlying shocks have constant variances and correlations
throughout their sample period, and so their approach fails to explain changes in
covariances over time.?

Economic theory provides some guidance in modelling the risks of the underlying
shocks to bond returns. First, consumption shocks raise real interest rates if con-
sumption growth is positively autocorrelated (Campbell 1986, Gollier 2005, Piazzesi
and Schneider 2006); in this case inflation-indexed bonds hedge consumption risk and
should have negative risk premia. If the level of consumption is stationary around
a trend, however, consumption growth is negatively autocorrelated, inflation-indexed
bonds are exposed to consumption risk, and inflation-indexed bond premia should be
positive.

Second, inflation shocks are positively correlated with economic growth if demand
shocks move the macroeconomy up and down a stable Phillips Curve; but inflation is
negatively correlated with economic growth if supply shocks move the Phillips Curve
in and out. In the former case, nominal bonds hedge the risk that negative macro-
economic shocks will cause deflation, but in the latter case, they expose investors to
the risk of stagflation.

2See also Barsky (1989) and Shiller and Beltratti (1992).



Finally, shocks to risk premia move stocks and bonds in the same direction if
bonds are risky, and in opposite directions if bonds are hedges against risk (Connolly,
Stivers, and Sun 2005). These shocks may be correlated with shocks to consumption
if investors’ risk aversion moves with the state of the economy, as in models with
habit formation (Campbell and Cochrane 1999).

In this paper we specify and estimate a model that tracks the economic shocks
driving bond returns, and that allows the covariances of shocks, in particular the
covariance of inflation with real variables, to change over time and potentially switch
sign. By specifying stochastic processes for the real interest rate, temporary and per-
manent components of expected inflation, investor risk aversion, and the covariance
of inflation with the real economy, we can solve for the complete term structure at
each point in time and understand the way in which bond market risks have evolved.
We find that the covariance of inflation with the real economy is a key state variable
whose movements account for the changing covariance of bonds with stocks and imply
that bond risk premia have been much lower in recent years than they were in the
early 1980’s.

Our approach extends a number of recent term structure models. Dai and Sin-
gleton (2002), Bekaert, Engstrom, and Grenadier (2005), Wachter (2006), Buraschi
and Jiltsov (2007), and Bekaert, Engstrom, and Xing (2008) specify term structure
models in which risk aversion varies over time, influencing the shape of the yield
curve. These papers take care to remain in the essentially affine class described by
Duffee (2002). Bekaert et al. and other recent authors including Mamaysky (2002)
and d’Addona and Kind (2005) extend affine term structure models to price stocks as
well as bonds. Bansal and Shaliastovich (2007), Eraker (2008), and Hasseltoft (2008)
also extend affine term structure models to price stocks and bonds in an economy with
long-run consumption risk (Bansal and Yaron 2004). Piazzesi and Schneider (2006),
Palomino (2006), and Rudebusch and Wu (2007) build affine models of the nominal
term structure in which a deterministic reduction of inflation uncertainty drives down
the risk premia on nominal bonds towards the lower risk premia on inflation-indexed
bonds (which can even be negative, as discussed above).?

Our introduction of a time-varying covariance between inflation and real shocks,
which can switch sign, means that we cannot write log bond yields as affine functions

3In a similar spirit, Backus and Wright (2007) argue that declining uncertainty about inflation
explains the low yields on nominal Treasury bonds in the mid-2000’s, a phenomenon identified as a
“conundrum” by Alan Greenspan in 2005 Congressional testimony.



of macroeconomic state variables; our model, like those of Beaglehole and Tenney
(1991), Constantinides (1992), Ahn, Dittmar and Gallant (2002), and Realdon (2006),
is linear-quadratic.* To solve our model, we use a general result on the expected value
of the exponential of a non-central chi-squared distribution which we take from the
Appendix to Campbell, Chan, and Viceira (2003). To estimate the model, we use
a nonlinear filtering technique, the unscented Kalman filter, proposed by Julier and
Uhlmann (1997), reviewed by Wan and van der Merwe (2001), and recently applied
in finance by Koijen and van Binsbergen (2008).

The organization of the paper is as follows. Section 2 presents our model of the
nominal term structure. Section 3 describes our estimation method and presents
parameter estimates and historical fitted values for the unobservable state variables
of the model. Section 4 discusses the implications of the model for the shape of the
yield curve and the movements of risk premia on nominal bonds. Section 5 concludes.
An Appendix to this paper available online (Campbell, Sunderam, and Viceira 2009)
presents details of the model solution and additional empirical results.

2 A Quadratic Bond Pricing Model

We start by formulating a model which, in the spirit of Campbell and Viceira (2001,
2002), describes the term structure of both real interest rates and nominal interest
rates. However, unlike their model, this model allows for time variation in the risk
premia on both real and nominal assets, and for time variation in the covariance
between the real economy and inflation and thus between the excess returns on real
assets and the returns on nominal assets. The model for the real term structure of
interest rates allows for time variation in both real interest rates and risk premia,
yet it is simple enough that real bond prices have an exponential affine structure.
The nominal side of the model allows for time variation in transitory and persistent
components of expected inflation, the volatility of inflation, and the conditional co-
variance of inflation with the real side of the economy. This results in a nominal
term structure where bond yields are linear-quadratic functions of the vector of state
variables.

4Duffie and Kan (1996) point out that linear-quadratic models can often be rewritten as affine
models if we allow the state variables to be bond yields rather than macroeconomic fundamentals.
Buraschi, Cieslak, and Trojani (2008) also expand the state space to obtain an affine model in which
correlations can switch sign.



2.1 An affine model of the real term structure

We pose a model for the term structure of real interest rates that has a simple linear
structure. We assume that the log of the real stochastic discount factor (SDF) m; 1 =
log (M;1) follows a linear-quadratic, conditionally heteroskedastic process:

2
ag
m 2
—Mep = Tt R A, (1)

where both x; and z; follow standard AR(1) processes,
Ti1 = Py (1 = &p) + GpTe + Eapra, (2)

Zipr = p, (1= @,) + ¢,z + 2041, (3)

and €y, 441, €z4+41, and €,441 are jointly normally distributed zero-mean shocks with
constant variance-covariance matrix. We allow these shocks to be cross-correlated,
and adopt the notation o7 to describe the variance of shock &;, and o;; to describe
the covariance between shock e; and shock ¢;. In this model, o, always appears
premultiplied by z; in all pricing equations. This implies that we are unable to
identify o, separately from z;. Thus without loss of generality we set o, to an
arbitrary value of 1.

Even though shocks ¢ are homoskedastic, the log real SDF itself is conditionally
heteroskedastic, with
Var; (myq) = 27.

The state variable z; drives the time-varying volatility of the SDF or, equivalently,
the price of aggregate market risk or maximum Sharpe ratio in the economy.

This way of modeling time variation in real risk premia is similar to the approach
of Lettau and Wachter (2007a,b). We can interpret it as a reduced form of a struc-
tural model in which aggregate risk aversion changes exogenously over time as in the
“moody investor” economy of Bekaert, Engstrom and Grenadier (2005). The model
of Campbell and Cochrane (1999), in which movements of aggregate consumption
relative to its past history cause temporary movements in risk aversion, is similar in
spirit. Such structural models imply a real SDF similar to (1) in which risk aversion
is a positive function of z;. We can also interpret it as a reduced form of the real
SDF generated by the long-run consumption risk model of Bansal and Yaron (2004),



in which z; describes the conditional volatility of log consumption growth.” With
the first interpretation of our model in mind, we use the terms price of risk or risk
aversion interchangeably to refer to z;.

The state variable x; determines the dynamics of the short-term log real interest
rate. The price of a single-period zero-coupon real bond satisfies

Py = Eq [exp {m1}],

so that its yield y;; = —log(P; ) equals

1
Y1t = — B¢ [myya] — 2 Var; (myy1) = 4. (4)

Thus the model (1)-(3) allows for time variation in risk premia, yet it preserves simple
linear dynamics for the short-term real interest rate.

This model implies that the real term structure of interest rates is affine in the
state variables x; and z;. Standard calculations (Campbell, Lo, and MacKinlay 1997,
Chapter 11) show that the price of a zero-coupon real bond with n periods to maturity
is given by

Pn7t = €xp {An + Bx,nxt + Bz,nzt} ) (5)
where
An = An—l + Bazm—l,ux (1 - ¢z) + Bzm—l:uz (1 - ¢z)
1 1
+§B§,n710-a2n + 5337%103 + Bz,nlez,nflo'zm
B:L",n =—-1+ Bx,nfl(ﬁza
and

an - Bz,nflgbz - Bx,nflo'mz - Bz,nflo-mm

)

with A; =0, B,; = —1, and B,; = 0. Note that B,, < 0 for all n when ¢, > 0.
Details of these calculations are presented in the Appendix (Campbell, Sunderam,
and Viceira 2009).

5Under such an interpretation our real stochastic discount factor describes the intertemporal
marginal rate of substitution of a representative investor with recursive Epstein-Zin preferences
facing an exogenous consumption growth process. This process has a persistent drift described by
x¢, and it is heteroskedastic, with conditional volatility z;.



The excess log return on a n-period zero-coupon real bond over a 1-period real
bond is given by

T+l — T1441 = Pn—1t+1 — Pngt + D1t

1 1
= (3Bt 4 3B BB i)

+ (Bz,nflo'mz + Bz,nflo-mz) Zt
+Bx,n—15x,t+1 + Bz,n—lez,t—l—la (6)

where the first term is a Jensen’s inequality correction, the second term describes the
log of the expected excess return on real bonds, and the third term describes shocks
to realized excess returns. Note that 7141 = y1+.

It follows from (6) that the conditional risk premium on real bonds is

1
Et [Tn,t+1 - Tl,tJrl] + 5 Vart (Tn,tJrl - Tl,t+1) - (Bz,nflo'mz + Bz,nflo'mz) Zt, (7)

which is proportional to the state variable z;. The coefficient of proportionality is
(Bin—-10mz + Bzpn-10m.), which can take either sign. It is zero, and thus real bond
risk premia are zero, when o,,, = 0, that is, when shocks to real interest rates are
uncorrelated with the stochastic discount factor.® Real bond risk premia are also
zero when the state variable z; is zero, for then the stochastic discount factor is a
constant which implies risk-neutral asset pricing.

To gain intuition about the behavior of risk premia on real bonds, consider the
simple case where 0,,, = 0 and 0,,, > 0. Since B, ,_; < 0, this implies that real
bond risk premia are negative. The reason for this is that with positive o,,,, the real
interest rate tends to rise in good times and fall in bad times. Since real bond returns
move opposite the real interest rate, real bonds are countercyclical assets that hedge
against economic downturns and command a negative risk premium. Empirically,
however, we estimate a negative o,,,; this implies procyclical real bond returns that
command a positive risk premium, increasing with the level of risk aversion.

2.2 Pricing equities

We want our model to fit the changing covariance of bonds and stocks, and so we must
specify a process for the equity return within the model. One modelling strategy

®Note that 0, = 0 implies B, , = 0, for all n.
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would be to specify a dividend process and solve for the stock return endogenously
in the manner of Bekaert et al. (2005), Mamaysky (2002), and d’Addona and Kind
(2005). However we adopt a simpler approach. Following Campbell and Viceira
(2001), we model shocks to realized stock returns as a linear combination of shocks
to the real interest rate and shocks to the log stochastic discount factor:

Tet+1 — E: Tet+1 = ﬁezgz,t+1 + ﬁem5m7t+1 + Eet+1, (8)

where e, ;11 is an identically and independently distributed shock uncorrelated with all
other shocks in the model. This shock captures variation in equity returns unrelated

to real interest rates, which are not priced because they are uncorrelated with the
SDF.

Substituting (8) into the no-arbitrage condition E; [M;1Ri+1] = 1, the conditional
equity risk premium is given by

1
Et [Te 41 — 141 + B Var; (Te 441 — rig1) = (ﬁezazm + ﬁemafn) 2t 9)
The equity premium, like all risk premia in our model, is proportional to risk aversion
2. It depends not only on the direct sensitivity of stock returns to the SDF, but also

on the sensitivity of stock returns to the real interest rate and the covariance of the
real interest rate with the SDF.

2.3 A model of time-varying inflation risk

To price nominal bonds, we need to specify a model for inflation. We assume that log
inflation 7; = log (I;) follows a linear-quadratic conditionally heteroskedastic process:

2
o
Ter1 = A + &+ 7”%2 + Virit1, (10)

where expected log inflation is the sum of two components, a permanent component
A+ and a transitory component &,, which follow

Air1 = Nt F Eagr1 T VEritt, (11)

and
§ip1 = ¢5§t + e v (12)
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The presence of an integrated component in expected inflation removes the need to
include a nonzero mean in the stationary component of expected inflation.

Our inclusion of two components of expected inflation gives our model the flexi-
bility it needs to fit simultaneously persistent shocks to both real interest rates and
expected inflation. This flexibility is necessary because both realized inflation and the
yields of long-dated inflation-indexed bonds move persistently, which suggests that
both expected inflation and the real interest rate follow highly persistent processes.
At the same time, short-term nominal interest rates exhibit more variability than
long-term nominal interest rates, which suggests that a rapidly mean-reverting state
variable must also drive the dynamics of nominal interest rates. By allowing for a
permanent component and a transitory component in expected inflation, our model
can capture parsimoniously the dynamics of the nominal term structure of interest
rates at both ends of the maturity spectrum, the dynamics of realized inflation, and
dynamics of the yields on inflation-indexed bonds.

Of course, it might be objected that in the very long run a unit-root process for
expected inflation has unreasonable implications for inflation and nominal interest
rates. Regime-switching models have been proposed as an alternative way to reconcile
persistent fluctuations with stationary long-run behavior of interest rates (Garcia and
Perron 1996, Gray 1996, Bansal and Zhou 2002, Ang, Bekaert, and Wei 2008). We
do not pursue this idea further here, but in principle there is no reason why our
model could not be rewritten using discrete regimes to capture persistent movements
in expected inflation. We have estimated though our model imposing that \; follows
a stationary process with a highly persistent autoregressive coefficient. In practice
this makes no discernible changes to our main empirical conclusions.

The most important innovation in our model is the inclusion of the state variable
1,, which multiplies the underlying shocks that drive realized and expected inflation.
We specify 1, as an AR(1) process with a nonzero mean:

Yiy1 = Hy (1 - %;) + @yt + €y it (13)

We assume that the underlying shocks to realized inflation, the components of ex-
pected inflation, and conditional inflation volatility—ey t41, €x441, EAt+1, E¢t41, and
€4,¢+1——are again jointly normally distributed zero-mean shocks with a constant variance-
covariance matrix.” We allow these shocks to be cross-correlated with the shocks to

"Without loss of generality we set o, to an arbitrary value of 1, for reasons similar to those we
use to set o, to an arbitrary value of 1.



Mmyy1, Ter1, and 2447, and use the same notation as in Section 2.1 to denote their
variances and covariances.

This specification implies that the conditional volatility of inflation is time varying.
A large empirical literature in macroeconomics has documented changing volatility in
inflation. In fact, the popular ARCH model of conditional heteroskedasticity (Engle
1982) was first applied to inflation. Our model captures this heteroskedasticity using
a persistent state variable v, which drives the volatility of expected as well as realized
inflation.  Since we model v, as an AR(1) process, it can change sign. The sign
of 1, does not affect the variances of expected or realized inflation or the covariance
between them, because these moments depend on the square wf. However the sign of
1, does determine the sign of the covariance between expected and realized inflation,
on the one hand, and real economic variables, on the other hand.

The state variable v, governs the second moments not only of realized inflation,
but also of expected inflation. We could assume different processes driving the second
moments of realized and expected inflation, but this would increase the complexity
of the model considerably. Long-term bond yields depend primarily on the persistent
component of expected inflation; therefore the state variable that governs the second
moments of this state variable is the most important one for the behavior of the
nominal term structure. We keep our model parsimonious by assuming that the
same state variable drives the second moments of transitory expected inflation and
realized inflation.

Our specification of the expected inflation process allows for both a homoskedastic
shock €4 ++1 and a heteroskedastic shock 1, ;11 to impact the permanent component
of expected inflation. In the absence of a homoskedastic shock to expected inflation,
the conditional volatility of expected inflation would be proportional to the condi-
tional covariance between expected inflation and real economic variables. There is
no economic reason to expect that these two second moments should be proportional
to one another, and the data suggest that the conditional covariance can be close to
zero even when the conditional volatility remains positive. Our specification avoids
imposing proportionality while preserving the parsimony of the model.

Finally, we note that the process for realized inflation, equation (10), is formally
similar to the process for the log SDF (1), in the sense that it includes a Jensen’s
inequality correction term. The inclusion of this term simplifies the process for the
reciprocal of inflation by making the log of the conditional mean of 1/T1;; the negative
of the sum of the two state variables \; and &,. This in turn simplifies the pricing of

10



short-term nominal bonds.

2.4 The short-term nominal interest rate

We now show how to price a single-period nominal bond and derive the short-term
nominal interest rate. The real cash flow on a single-period nominal bond is simply
1/I;11. Thus the price of the bond is given by

P}, = By [exp {my1 — 1}, (14)
so the log short-term nominal rate ?/515,1: 4 = —log (Pﬁt) is
yi$7t+1 = —E¢[mup1 — T — %Vart (Mi1 — Tei1)
= T+ M+E& — Omnzitly, (15)

where we have used the fact that exp {m;;; — m41} is conditionally lognormally dis-
tributed given our assumptions.

Equation (15) shows that the log of the nominal short rate is the sum of the
log real interest rate, the two state variables that drive expected log inflation, and
a nonlinear term that accounts for the correlation between shocks to inflation and
shocks to the stochastic discount factor. It is straightforward to show that the
nonlinear term in (15) is the expected excess return on a single-period nominal bond
over a single-period real bond. Thus it measures the inflation risk premium at the
short end of the term structure. It equals the conditional covariance between realized
inflation and the log of the SDF:

Covy (mt+1, 7Tt+1) = —Umwzt%- (16)

When this covariance is positive, short-term nominal bonds are risky assets that have
a positive risk premium because they tend to have unexpectedly low real payoffs
in bad times. Of course, this premium increases with risk aversion z;. When the
covariance is negative, short-term nominal bonds hedge real risk; they command a
negative risk premium which becomes even more negative as aggregate risk aversion
increases.

The covariance between inflation and the SDF is determined by the product of
two state variables, z; and 1,. Although both variables influence the magnitude of

11



the covariance, its sign is determined in practice only by v, because, even though we
do not constrain z; to be positive, we estimate it to be so in our sample, consistent
with the notion that z; is a proxy for aggregate risk aversion. Therefore, the state
variable 1), controls not only the conditional volatility of inflation, but also the sign
of the correlation between inflation and the SDF.

This property of the single-period nominal risk premium carries over to the entire
nominal term structure. In our model the risk premium on real assets varies over
time and increases or decreases as a function of aggregate risk aversion, as shown in
(7) or (9). The risk premium on nominal bonds varies over time as a function of
both aggregate risk aversion and the covariance between inflation and the real side of
the economy. If this covariance switches sign, so will the risk premium on nominal
bonds. At times when inflation is procyclical—as will be the case if the macroecon-
omy moves along a stable Phillips Curve—nominal bond returns are countercyclical,
making nominal bonds desirable hedges against business cycle risk. At times when
inflation is countercyclical—as will be the case if the economy is affected by supply
shocks or changing inflation expectations that shift the Phillips Curve in or out—
nominal bond returns are procyclical and investors demand a positive risk premium
to hold them.

The conditional covariance between the SDF and inflation also determines the
covariance between the excess returns on real and nominal assets. Consider for
example the conditional covariance between the real return on a one-period nominal
bond and the real return on equities, both in excess of the return on a one-period real
bond. From (8) and (10), this covariance is given by

Covy (Te,t+1 — T1,t+1, yftﬂ — Tt41 — Tl,t—&—l) = - (/Bel‘0-$7r + 6em0m7r) ¢t,

which moves over time and can change sign. This implies that we can identify the
dynamics of the state variable 1, from the dynamics of the conditional covariance
between equities and nominal bonds.

2.5 A quadratic model of the nominal term structure

Equation (15) shows that the log nominal short rate is a linear-quadratic function of
the state variables in our model. We show in the Appendix that this property carries
over to the entire zero-coupon nominal term structure. The price of a n-period zero-
coupon nominal bond is an exponential linear-quadratic function of the vector of state

12



variables:

A5+ BS o+ BE 2+ BY A+ BE L&+ B, } an)

$
Fre = oxp { +C8 .28+ CS 07 + O3, ),
where the coefficients A%, Bgn, and C’fn solve a set of recursive equations given in
the Appendix. These coefficients are functions of the maturity of the bond (n) and
the coefficients that determine the stochastic processes for real and nominal variables.
From equation (15), it is immediate to see that Bil = Bgl = B;s{’l =—1, wa,l = Opmn,
and that the remaining coefficients are zero at n = 1.

Equation (17) shows that the nominal term structure of interest rates is a linear-
quadratic function of the vector of state variables. Log bond prices are affine functions
of the short-term real interest rate (x;) and the two components of expected inflation
(At and &,), and quadratic functions of risk aversion (z;) and inflation volatility (¢,).
Thus our model naturally generates five factors that explain bond yields.

We can now characterize the log return on long-term nominal zero-coupon bonds in
excess of the short-term nominal interest rate. Since bond prices are not exponential
linear functions of the state variables, their returns are not conditionally lognormally
distributed. But we can still find an analytical expression for their conditional ex-
pected returns. In our model, expected bond excess returns are time varying in risk
aversion (z;) and the covariance between the log real SDF and inflation (z:1),).

Specifically, the Appendix derives an expression for the log of the conditional
expected gross excess return on an n-period zero-coupon nominal bond which varies
quadratically with risk aversion and linearly with the covariance between the log real
SDF and inflation (z:t,). Thus in this model, bond risk premia can be either positive
or negative as 1, switches sign over time.

2.6 Special cases

Our quadratic term structure model nests three constrained models of particular
interest.  First, if we constrain z; to be constant but allow 1, to vary over time,
our model reduces to a single-factor affine yield model for the term structure of real
interest rates, and a linear-quadratic model for the term structure of nominal interest
rates. In this constrained model, real bond risk premia are constant, but nominal
bond risk premia vary with the covariance between inflation and the real economy.
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We report estimates of this constrained model, which has many of the same properties
as our unconstrained model.

Second, if we constrain 1, to be constant but allow 2, to vary over time, our
model becomes a four-factor affine yield model where both real bond risk premia and
nominal bond risk premia vary in proportion to aggregate risk aversion. This model
captures the spirit of recent work on the term structure of interest rates by Bekaert,
Engstrom, and Grenadier (2005), Buraschi and Jiltsov (2007), Wachter (2006) and
others in which time-varying risk aversion is the only cause of time variation in bond
risk premia. We report estimates of this constrained model also.

Finally, if we constrain both z; and 1, to be constant over time, and we allow
expected inflation to have only the transitory component £,, our model reduces to
the two-factor affine yield model of Campbell and Viceira (2001, 2002), where both
real bond risk premia and nominal bond risk premia are constant, and the factors are
the short-term real interest rate and expected inflation. Allowing expected inflation
to have a permanent component \; results in an expanded version of this affine yield
model with permanent and transitory shocks to expected inflation.

3 Model Estimation

3.1 Data and estimation methodology

The term structure model presented in Section 2 generates nominal bond yields which
are linear-quadratic functions of a vector of latent state variables. We now take this
model to the data, and present maximum likelihood estimates of the model based on
the unscented Kalman filter estimation procedure of Julier and Uhlmann (1997).

The unscented Kalman filter is a nonlinear Kalman filter which works through
deterministic sampling of points in the distribution of the innovations to the state
variables, does not require the explicit computation of Jacobians and Hessians, and
captures the conditional mean and variance-covariance matrix of the state variables
accurately up to a second-order approximation for any type of nonlinearity, and up
to a third-order approximation when innovations to the state variables are Gaussian.
Wan and van der Merwe (2001) describe in detail the properties of the filter and its
practical implementation, and Koijen and van Binsbergen (2008) apply the method
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to a prediction problem in finance.®

To use the unscented Kalman filter, we must specify a system of measurement
equations that relate observable variables to the vector of state variables. The filter
uses these equations to infer the behavior of the latent state variables of the model.
We use ten measurement equations in total.

Our first four measurement equations relate observable nominal bond yields to
the vector of state variables. Specifically, we use the relation between nominal zero-
coupon bond log yields y , = —log(P$,)/n and the vector of state variables implied
by equation (17). We use yields on constant maturity 3-month, 1-year, 3-year and
10-year zero-coupon nominal bonds sampled at a quarterly frequency from a monthly
dataset for the period January 1953-December 2005. This dataset is spliced together
from two sources. From January 1953 through July 1971 we use data from McCulloch
and Kwon (1993) and from August 1971 through December 2005, we use data from
the Federal Reserve Board constructed by Giirkaynak, Sack, and Wright (2006). We
assume that bond yields are measured with errors, which are uncorrelated with each
other and with the structural shocks of the model.

We sample the data at a quarterly frequency in order to minimize the impact of
high-frequency noise in the measurement of some of our key variables—such as realized
inflation—while keeping the frequency of observation reasonably high (Campbell and
Viceira 2001, 2002). By not having to fit all the high-frequency monthly variation in
the data, our estimation procedure can concentrate on uncovering the low-frequency
movements in interest rates which our model is designed to capture.

Figure 1 illustrates our nominal interest rate data by plotting the 3-month and 10-
year nominal yields, and the spread between them, over the period 1953-2005. Some
well-known properties of the nominal term structure are visible in this figure, notably
the greater smoothness and higher average level of the 10-year nominal interest rate.
The yield spread shows large variations in response to temporary movements in the
3-month bill rate, but also a tendency to be larger since the early 1980’s than it was
in the first part of our sample. Our model will explain this tendency as the result of

8Koijen and van Binsbergen’s application has linear measurement equations and nonlinear tran-
sition equations, whereas ours has linear transition equations and nonlinear measurement equations.
The unscented Kalman filter can handle either case. We have also checked the robustness of our
estimates by re-estimating our model using the “square root” variant of the filter, which has been
shown to be more estable when some of the state variables follow heteroskedastic processes. This
variant produces estimates which are extremely similar to the ones we report in the paper.
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movements in the covariance of nominal and real variables.

Our fifth measurement equation is given by equation (10), which relates the ob-
served inflation rate to expected inflation and inflation volatility, plus a measurement
error term. We use the CPI as our observed price index in this measurement equation.

The sixth equation relates the observed yield on constant maturity Treasury in-
flation protected securities (TIPS) to the vector of state variables, via the pricing
equation for real bonds generated by our model. Because the history of TIPS is
relatively short—we have data only for the period January 1998 through Decem-
ber 2007—we use data on constant maturity UK inflation-linked gilts to construct
a hypothetical sample of TIPS yields back to January 1985. Specifically, we splice
together 10-year UK inflation-linked gilt yields for the period January 1985-December
1999 with 10-year TIPS yields for the period Jan 2000-Dec 2005.° Before 1985, we
treat the TIPS yield as missing, which can easily be handled by the Kalman filter
estimation procedure. As with nominal bond yields, we sample real bond yields at
a quarterly frequency, and we assume that they are measured with errors, which are
uncorrelated with each other and with the structural shocks of the model.

Figure 2 illustrates our real bond yield series. The decline in UK inflation-indexed
yields since the mid-1990’s, and in US TIPS yields since the year 2000, are clearly
visible in this figure. The divergence of the two inflation-indexed series around the
turn of the millennium is a puzzle that may in part be explained by the immaturity
of the TIPS market in this period.

Our seventh and eighth measurement equations use data on an equity index, the
CRSP value-weighted portfolio comprising the stocks traded in the NYSE, AMEX
and NASDAQ. The seventh equation describes realized log equity returns r.;iq
using equations (4), (8), and (9). The eighth uses the dividend yield on equities
D./P,+, measured with a one-year backward moving average of dividends, relating

9We take historical yield series for TIPS and inflation-indexed gilts from the Global Financial
Database. We have also estimated our model using a time series of fitted TIPS data from January
1985 through December 2005. There, we estimate a regression of 10-year TIPS yields on a constant
and 10-year UK inflation-linked gilt yields for the period January 1999-December 2005. We then use
the fitted values of the TIPS yield as our observed time series of TIPS yields for the period January
1985-December 1999, and observed TIPS yields for the period Jan 2000-Dec 2005. This modification
makes little difference to our model estimates. In the Appendix we also report results when we
drop the TIPS measurement equation altogether. Without the evidence of variable long-term TIPS
yields, we estimate a less persistent real interest rate, but other properties of our model are little
changed.
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the dividend yield to z; as

De,t
Pe,t

=do + dizi +€p/pis1s (18)

where €p/py41 is a measurement error term uncorrelated with the fundamental shocks
of the model. This measurement equation is motivated by the fact that the dividend
yield appears to forecast future equity returns, and that in our model expected equity
excess returns are proportional to z;, as shown in (9). Thus we are effectively proxying
aggregate risk aversion with a linear transformation of the aggregate dividend yield on
equities. In additional empirical exercises described in Section 4.4 below, we replace
(18) with alternative specifications that help identify z; from the time series of bond
excess returns.

Figure 3 plots the history of the dividend yield since 1953. The increase in
the 1970’s, followed by the long decline from the early 1980’s to the year 2000, is
interpreted by our model to mean that risk premia increased in the middle of our
sample period and declined at the end.

Finally, our ninth and tenth measurement equations use the implication of our
model that the conditional covariance between equity returns and nominal bond re-
turns and the conditional volatility of nominal bond returns are time varying. The
Appendix derives an expression for these conditional second moments, which are
linear functions of z; and v,. Following Viceira (2007), we construct the realized
covariance between daily stock returns and bond returns and the realized variance of
daily nominal bond returns using a 1-quarter rolling window of daily stock returns
and Treasury fixed-term bond returns from CRSP from 1964 onwards; before that
we use a trailing 12-month window of monthly observations, as CRSP does not have
daily observations of bond returns before 1964. We assume that these realized sec-
ond moments measures the true conditional second moments with error. Given that
equation (18) identifies z;, these final measurement equations help us identify 1,.

The data used in these measurement equations are plotted in Figure 4. The left
panel of the figure shows the realized covariance between daily stock and bond returns,
while the right panel shows the realized variance of daily bond returns. The thick
lines in each panel show a smoothed version of the raw data. Both series increase in
the early 1970’s and, most dramatically, in the early 1980’s. In the early 1960’s and
the early 2000’s, the covariance spikes downward while the variance increases. Our
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model will interpret these as times when the nominal-real covariance changes sign.'’

The unscented Kalman filter uses the system of measurement equations we have
just formulated, together with the set of transition equations (2), (3), (11), (12),
and (13) that describe the dynamics of the state variables, to construct a pseudo-
likelihood function. We then use numerical methods to find the set of parameter values
that maximize this function and the asymptotic standard errors of the parameter
estimates.

Despite the parsimony of our term structure model, the number of parameters to
estimate is fairly large relative to the data series available for their estimation, and
we find it difficult to estimate precisely all the elements of the variance-covariance
matrix of shocks. Consequently, we estimate our model constraining many of these
covariances to be zero. The unconstrained parameters are the covariances of the
first four state variables and realized inflation with the stochastic discount factor, the
covariances of the transitory component of expected inflation with the real interest
rate and realized inflation, and the covariance of the real interest rate with realized
inflation.

With these constraints on the variance-covariance matrix, we allow freely esti-
mated risk premia on all the state variables except the nominal-real covariance, as
well as a risk premium for realized inflation that affects the level of the short-term
nominal interest rate. We allow correlations among real interest rates, realized in-
flation, and the transitory component of expected inflation, while imposing that the
permanent component of expected inflation is uncorrelated with movements in the
transitory state variables. This constraint is natural if one believes that long-run ex-
pected inflation is determined by central bank credibility, which is moved by political
developments rather than business-cycle fluctuations in the economy. A likelihood
ratio test of the constrained model cannot reject it against the fully parameterized
model.

OFigure 4 also shows a brief downward spike in the realized bond-stock covariance around the
stock market crash of October 1987. However this movement is so short-lived that it does not cause
our estimated nominal-real covariance to switch sign.
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3.2 Parameter estimates

Table 1 presents quarterly parameter estimates over the period 1953-2005. We es-
timate the full model and two constrained models described in Section 2.6, with
constant z; and 1), respectively.!! All the models constrain certain shock covariances
as described above. We discuss full-model parameter estimates first, and then para-
meter variation in the constrained models.

Table 1 shows that risk aversion is a persistent process, with an autoregressive
coefficient of 0.957 implying a half-life of about 3.9 years. This result is unsurprising
in light of the measurement equation (18), which links z; to the equity dividend
yield, since the dividend yield is known to be highly persistent and possibly even
nonstationary (Stambaugh 1999, Lewellen 2004, Campbell and Yogo 2006). Our
estimate of the autoregressive coefficient for z; inherits the estimated persistence in
the quarterly dividend yield.

The real interest rate is also a persistent process, with shocks that have a half-
life slightly above 3.5 years. This persistence reflects the observed variability and
persistence of TIPS yields; in the Appendix we show that the half-life of real interest
rate shocks declines to about 2.5 years when we exclude the TIPS measurement
equation.

The nominal-real covariance and the transitory component of expected inflation
are the least persistent processes in our model, with half-lives of about 5.5 and 4.5
quarters respectively. Of course the model also includes a permanent component
of expected inflation. If we model expected inflation as a single stationary AR(1)
process, as we did in the first version of this paper, we find expected inflation to be
more persistent than the real interest rate.'?

"Tn practice, we constrain z; to be constant by setting a large value for d; in (18). This results
in a time series of z; which has an extremely low volatility. We find that setting d; = 10 makes z;
constant for all practical purposes. The right hand columns of Table 1 report estimates for two
additional models that we discuss in Section 4.4 below.

12Campbell and Viceira (2001, 2002) also estimate expected inflation to be more persistent than
the real interest rate in a model with constant z; and v, and a stationary AR(1) process for expected
inflation. Campbell and Viceira do find that when the estimation period includes only the years
after 1982, real interest rates appear to be more persistent than expected inflation, reflecting the
change in monetary policy that started in the early 1980’s under Federal Reserve chairman Paul
Volcker. We have not yet estimated our quadratic term structure model over this subsample.
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Table 1 shows large differences in the volatility of shocks to the state variables. The
one-quarter conditional volatility of the annualized real interest rate is estimated to be
about 37 basis points, the average one-quarter conditional volatility of the transitory
component of annualized expected inflation is about 114 basis points, and the average
one-quarter conditional volatility of annualized realized inflation is about 178 basis
points.!® By contrast, the average one-quarter conditional volatilities of the shocks
to the permanent component of expected inflation are very small. Of course, the
unconditional standard deviations of the real interest rate and the two components of
expected inflation are much larger because of the high persistence of the processes; in
fact, the unconditional standard deviation of the permanent component of expected
inflation is undefined because this process has a unit root.

Table 1 also reports the unrestricted correlations among the shocks. Two cor-
relations stand out as particularly significant, both statistically and economically.
First, there is a correlation of almost —0.5 between &, and —m; shocks. This implies
that the transitory component of expected inflation is countercyclical, generating a
positive risk premium in the nominal term structure, when the state variable v, is
positive; but transitory expected inflation is procyclical, generating a negative risk
premium, when ), is negative. The correlation between \; and —m; shocks is much
smaller, implying that the risk premium for permanent shocks to expected inflation
is close to zero.

Second, there is a correlation of about —0.1 between shocks to the real interest rate
x; and shocks to realized inflation m;. This implies that inflation shocks have driven
real interest rates down when 1), is positive, but real interest rates have increased in
response to realized inflation when ), is negative. Given the high levels of v, that we
estimate in the late 1970’s, and the lower levels that we estimate more recently, the
changing response of real interest rates to realized inflation is qualitatively consistent
with a shift towards more strongly anti-inflationary monetary policy discussed in
Clarida, Gali, and Gertler (2000).

We also estimate a statistically insignificant and economically small negative corre-
lation between 7; and —m; shocks. The point estimate implies that realized inflation
is countercyclical, and nominal Treasury bills have a small positive risk premium,

13We compute the average conditional volatilities of the components of expected inflation and

1/2
realized inflation as (ufp + U?p) times the volatility of the underlying shocks. For example, we

1/2
compute the average conditional volatility of realized inflation as <,u12/) + ai) Or-
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when 1), is positive. Finally, we estimate a small negative correlation between z; and
—my shocks, implying that the real interest rate is countercyclical, real bond returns
are procyclical, and term premia on real bonds are positive.

In the equity market, we estimate positive and statistically significant loadings of
stock returns on both shocks to the real interest rate (/3,,) and shocks to the negative
of the log SDF (5,,,). Since the real interest rate is slightly countercyclical, the
former effect modestly reduces the equity risk premium, but overall it is positive and
increasing in aggregate risk aversion z;.

Parameter estimates for the model with z; constrained to be constant, in the
second column of Table 1, are quite similar to those in our full model. However
when we constrain v, to be constant, in the third column of Table 1, we find that
the volatility of the temporary component of expected inflation increases by a factor
of four, and the correlation between shocks to this state variable and shocks to the
stochastic discount factor declines by a factor of six. In the absence of variation in
1,, the model must explain more of the variation in intermediate-term bond yields
by transitory variation in expected inflation; and in order to match the average slope
of the intermediate-term yield curve, this requires a lower risk premium on transitory
expected inflation.

At the bottom of Table 1, we report the change in log likelihood from imposing
constraints on our general model. The restriction that z; is constant is rejected at
the 1% level. The restriction that 1), is constant is much more strongly rejected,
because the model has no way to fit the movements of bond volatility and bond-stock
covariation with constant 1,.

3.3 Fitted state variables

How does our model interpret the economic history of the last 50 years? That is,
what time series does it estimate for the underlying state variables that drive bond
and stock prices? Figure 5 shows our estimates of the real state variables, the real
interest rate z; in the left panel and risk aversion z; in the right panel. The real
interest rate is estimated to be unusually low for much of the 1970’s and towards the
end of our sample period. Higher-frequency movements in the real interest rate are
generally countercyclical, as we see the real rate falling in the recessions of the early
1970’s, early 1990’s, and early 2000’s. The real interest rate also falls around the
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stock market crash of 1987. The major exception to this pattern is the very high
real interest rate in the early 1980’s during Paul Volcker’s campaign against inflation.
The average level of the short-term real interest rate is fairly high at 3.17%; this is
partly due to our need to fit the average yields on TIPS, as the average real interest
rate falls by about 130 basis points when we drop the TIPS measurement equation
from the model. Risk aversion z; displays modest variation whose pattern closely
matches the history of the dividend-price ratio on US equities, an outcome that is
almost guaranteed by our assumption in equation (18) that the dividend-price ratio
is a constant, plus risk aversion, plus serially uncorrelated noise.

Figure 6 plots the components of expected inflation. The permanent component
of expected inflation, in the left panel, exhibits a familiar hump shape over the post-
war period. It was low, even negative, in the 1950’s and 1960’s, increased during the
1970’s and reached a maximum value of almost 8% in the first half of the 1980’s.
Since then, it has experienced a secular decline to just below 2% at the end of the
sample. The transitory component of expected inflation, in the right panel, was par-
ticularly high in the late 1970’s and 1980, indicating that investors expected inflation
to decline gradually from a temporarily high level. The transitory component has
been predominantly negative since then, implying that our model attributes the gen-
erally high levels of yield spreads in the second half of our sample period at least
partly to investor pessimism about increases in future inflation.

Finally, Figure 7 shows the time series of 1,. As we have noted, this variable is
identified primarily through the covariance of stock returns and bond returns and the
volatility of bond returns. The state variable ¢/, has a hump shape, with upward
spikes in the early 1970’s and early 1980’s, and downward spikes in the early 1990’s
and early 2000’s, that matches those time series. Although 1, is predominantly
positive, it can switch sign and is estimated to have done so early in the sample and
in the the period immediately following the recession of 2001. Although the 2007-08
period is not included in our sample, casual observation suggests a negative 1, for
that period as well.

The state variables we have estimated can be used to calculate fitted values for
observed variables such as the nominal term structure, real term structure, and equity
dividend yield. We do not plot the histories of these fitted values as they track the
actual observed variables extremely closely. That is, our model is rich enough that
it does not require measurement errors with high volatility to fit the observed data
on stock and bond prices.
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4 Term Structure Implications

4.1 Properties of the term structure

Although our model fits the observed history of real and nominal bond yields, an im-
portant question is whether it must do so by inferring an unusual history of shocks, or
whether the observed properties of interest rates emerge naturally from the properties
of the model at the estimated parameter values. In order to assess this, Tables 2 and
3 report some important moments of bond yields and returns.

The tables compare the sample moments in our historical data with moments
calculated by simulating our model 1,000 times along a path that is 250 quarters (or 62
and a half years) long, and averaging time-series moments across simulations. In each
table, sample moments are shown in the first column, and model-implied moments
thereafter: moments implied by our full model in the second column, our constrained
model with constant z; in the third column, and our constrained model with constant
1, in the fourth column. The remaining columns report results for additional models
discussed in Section 4.4 below. In Table 2 the short-term interest rate is a three-
month rate and moments are computed using a three-month holding period, while in
Table 3 the short-term interest rate is a one-year rate and the holding period is one
year. The use of a longer short rate and holding period in Table 3 follows Cochrane
and Piazzesi (2005), and shows us how our model fits lower frequency movements at
the longer end of the yield curve.

Below each model-implied moment in Tables 2 and 3, we report in square brackets
the fraction of simulations for which the simulated time-series moment is larger than
the corresponding sample moment in the data. These numbers can be used as
informal tests of the ability of the model to fit each sample moment. Although our
model is estimated using maximum likelihood, these diagnostic statistics capture the
spirit of the method of simulated moments (Duffie and Singleton 1993, Gallant and
Tauchen 1996), which minimizes a quadratic form in the distance between simulated
model-implied moments and sample moments.

The first two rows of Tables 2 and 3 report the sample and simulated means
for nominal bond yield spreads, calculated using 3 and 10 year maturities, and the
third and fourth rows look at the volatilities of these spreads. All our models tend
to understate the average yield spreads in the data, particularly the average 10-year
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spread, and overstate the volatility of yield spreads. The latter is a more serious
problem as almost all of our 1,000 simulations generate excessively volatile yield
spreads.

In each table, the next four rows show how our models fit the means and stan-
dard deviations of realized excess returns on 3-year and 10-year nominal bonds. In
order to calculate three-month realized returns from constant-maturity bond yields,
we interpolate yields between the constant maturities we observe, doing this in the
same manner for our historical data and for simulated data from our models. Most
of our annual realized returns do not require interpolation, but in the early part of
our sample, before 1971, we must also interpolate the 9-year bond yield to calculate
the annual realized return on 10-year bonds. All the models somewhat understate
mean excess returns, but the differences are not statistically significant. The mod-
els overstate the volatility of three-year realized excess returns, and understate the
volatility of ten-year realized excess returns.

The next four rows of each table summarize our models’ descriptions of TIPS
yields. The models generate average TIPS yields that are higher than those in the
data. All our term structure models imply extremely small risk premia on inflation-
indexed bonds; thus the risk premia on nominal bonds are primarily determined by
the covariance of inflation with the real economy.

The bottom panels of Tables 2 and 3 look at evidence on bond return predictabil-
ity. In the first three rows we report the standard deviations of true expected excess
returns within each of our estimated models. Our full model, and the constrained
model with constant risk aversion, imply an annualized standard deviation for the
expected excess return on 3-year bonds of about 30-35 basis points, and for the ex-
pected excess return on 10-year bonds of 30-50 basis points. * While this variation
is economically meaningful, it is an order of magnitude smaller than the annualized
standard deviations of realized excess bond returns, implying that the true explana-
tory power of predictive regressions in these models is on the order of 1%. There is
almost no variability in true expected excess returns on TIPS in any of the models
we estimate. Finally, the model with a constant nominal-real covariance 1 delivers

14Yield interpolation for 3-month returns in Table 2, and for annual returns on 10-year bonds in
the early part of our sample in Table 3, may exaggerate the evidence for predictability; however the
same yield interpolation is used for simulated data from our models, so the comparison of results
across columns is legitimate. We have used our simulations to examine the effect of interpolation.
We find that interpolation does slightly increase measured bond return predictability, but the effect
is modest.
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only trivial variability in expected excess returns.

The next three rows report the standard deviations of fitted values of Campbell-
Shiller (1991, CS) predictability regressions of annualized nominal bond excess returns
onto yield spreads of the same maturity at the beginning of the holding period. At
the 3-month horizon shown in Table 2, the standard deviations in the data are 81 basis
points for 3-year bonds, and 255 basis points for 10-year bonds. These numbers are
considerably larger than the true variability of expected excess returns in our model,
implying that our model cannot match the behavior of these predictive regressions.

We also report the standard deviations of fitted values generated by CS regressions
on simulated data from our various models. For our full model, the regressions deliver
fitted values that are slightly less volatile than the true expected excess returns. For
the models with constant 1, however, the simulated fitted values are much more
volatile than the true expected excess returns. In fact, there is little variation across
these models in the standard deviations of regression fitted values.

The reason for this counterintuitive behavior is that there is important finite-
sample bias in the CS regression coefficients of the sort described by Stambaugh
(1999). In the case of regressions of excess bond returns on yield spreads, by contrast
with the better known case of regressions of excess stock returns on dividend yields,
the Stambaugh bias is negative (Bekaert, Hodrick, and Marshall 1997). In our full
model, where the true regression coefficient is positive, the Stambaugh bias diminishes
the standard deviation of the fitted values; in the constant-1) model, where the true
regression coefficient is almost zero, the bias increases the standard deviation of fitted
values.

We also examine predictability using a procedure that approximates the approach
of Cochrane and Piazzesi (2005, CP). We regress excess bond returns on 1-, 3-, and
5-year forward rates at the beginning of the holding period, and report the standard
deviations of fitted values.!” Results are broadly comparable to those reported for
the CS regressions.

15Cochrane and Piazzesi impose proportionality restrictions across the regressions at different
maturities, but we do not do this here.
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4.2 State variables and the yield curve

Given our estimated term structure model, we can now analyze the impact of each
of our four state variables on the nominal yield curve, and thus get a sense of which
components of the curve they affect the most. To this end, we plot in Figures 8
through 11 the zero-coupon log nominal yield curve and, when appropriate, the zero-
coupon log real yield curve generated by our model when one of the state variables
is at its in-sample mean, maximum, and minimum, while all other state variables
are at their in-sample means. Thus the central line describes the yield curve—real
or nominal—generated by our model when all state variables are evaluated at their
in-sample mean. For simplicity we will refer to this curve as the “mean log yield
curve.”® We plot maturities up to 10 years, or 40 quarters.

Figure 8 plots the zero-coupon log real yield curve in the left panel, and the zero-
coupon log nominal yield curve in the right panel, that obtain when we vary the
short-term real rate z;. The left panel shows that the mean log real yield curve
generated by our model is very slightly upward sloping, with an intercept just above
3%. This slight upward slope is consistent with our estimates of the full model, which
imply that the real rate is countercyclical and thus that real bond risk premia are
positive on average.

The right panel of Figure 8 shows that the mean log nominal yield curve also
exhibits a positive slope, with a spread between the 10-year rate and the 1-month
rate of about 100 basis points. This spread is slightly lower than the 113 basis point
historical average spread in our sample period. The yield curve is concave, flattening
out at maturities beyond five years. The intercept of the curve implies a short-term
nominal interest rate of about 5.3%, in line with the average short-term nominal
interest rate in our sample.

Figure 8 shows that changes in the real interest rate alter both the level and the
slope of the real and nominal yield curves. However, the slope effects are modest
because the real interest rate is so persistent in our model.

Figure 9 examines the effect of changes in aggregate risk aversion z; on the log real

16Strictly speaking this is a misnomer in the case of the nominal yield curve, for two reasons.
First, the log nominal yield curve is a non-linear function of the vector of state variables. Second,
its unconditional mean is not even defined, since one of the state variables follows a random walk.
Thus at most we can compute a mean yield curve conditional on initial values for the state variables.
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yield curve in the left panel, and the log nominal yield curve in the right panel. The
left panel shows that changes in z; have no noticeable effects on the real yield curve:
the “maximum,” “minimum,” and “mean” real yield curves overlap each other. In
fact, we estimate B, ,, in (5) to be very close to zero. Thus real bond risk premia are
approximately constant in our model.

The right panel of Figure 9 shows that changes in z; have a somewhat stronger
but still very modest effect on the nominal yield curve. This effect is asymmetric
across the maturity spectrum. Changes in z; have almost no effect on the intercept
of the nominal yield curve, but have more noticeable effects on the long end of the
curve. When other state variables are at their in-sample means, nominal bonds are
moderately risky and thus their yields increase when risk aversion z; increases. This
effect is more powerful for long-term bonds than for short-term bonds. Thus risk
aversion, like the real interest rate, alters the slope of the nominal yield curve; but it
does so by moving the long end of the curve rather than the short end.

Figure 10 plots the effect of changes in the components of expected inflation,
A+ and &,, on the nominal yield curve. The left panel shows that changes in the
permanent component ); of expected inflation affect short- and long-term nominal
yields almost equally, causing parallel shifts in the level of the nominal yield curve.
The right panel shows that, by contrast, changes in the transitory component &, of
expected inflation have a much stronger effect on the short end of the curve than on
the long end, causing changes in the slope of the curve. These effects are qualitatively
similar to those of changes in the real rate, and reflect the fact that the shocks to the
transitory component of expected inflation have a relatively short half-life of about
18 months.

The most interesting results are shown in Figure 11. This figure illustrates the
yield curves that obtain when we vary v¢,. Changes in v, have almost no effect on
the short end of the yield curve, and have a stronger effect on the middle of the curve
than on the long end. Thus v, can change the shape of the yield curve from concave
to convex.

The impact of ¥, on the concavity of the yield curve results from two features of our
model. First, we have estimated the price of risk to be much higher for the transitory
component of expected inflation than for the permanent component. This difference
in risk prices normally generates a steep yield curve at shorter maturities, and a flatter
one at longer maturities, since long-term nominal bond returns are driven primarily
by the permanent component of expected inflation. When 1, changes sign, however,
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the difference in risk prices pulls intermediate-term yields down more strongly than
long-term yields.

Second, when 1), is far from zero bond returns are unusually volatile, and through
Jensen’s Inequality this lowers the bond yield that is needed to deliver any given
expected simple return. This effect is much stronger for long-term nominal bonds; in
the terminology of the fixed-income literature, these bonds have much greater “con-
vexity” than short- or intermediate-term bonds. Therefore unusually high positive
values of 9, tend to lower long-term bond yields relative to intermediate-term yields.
(Unusually low negative values of ¢, do so as well, but these are less common because
1, has a positive mean.)

Figures 8 through 11 allow us to relate our model to traditional factor models of
the term structure of interest rates, and to provide an economic identification of those
factors. Following Litterman and Scheinkman (1991), many term structure analyses
distinguish a “level” factor, a “slope” factor, and a “curvature” factor. The first of
these moves the yield curve in parallel; the second moves the short end relative to
the long end; and the third moves intermediate-term yields relative to short and long
yields.

Figures 8 and 10 suggest that in our model, the permanent component of ex-
pected inflation is the main contributor to the level factor, with the real rate and the
transitory component of expected inflation also driving changes in the average level
of interest rates. The short-term real interest rate and particularly the transitory
component of expected inflation both contribute to the slope factor by moving short-
term yields more than long-term yields. In principle risk aversion also contributes
to the slope factor by moving long-term yields, but Figure 9 shows that its effect is
extremely small. Finally, Figure 11 shows that the covariance of nominal and real
variables drives the curvature factor and also has some effect on the slope factor.
Putting these results together, the curvature factor is likely to be the best proxy for
the nominal-real covariance.

4.3 The determinants of bond risk premia

In the previous section we saw that in our model, both risk aversion z; and the
nominal-real covariance 1, are important determinants of long-term nominal interest
rates. The reason for this is that these variables have powerful effects on risk premia.
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In fact, nominal bond risk premia are almost perfectly proportional to the product

Zt'lvbt'

Figure 12 illustrates this fact. The left panel plots the simulated expected excess
return on 3-year and 10-year nominal bonds over 3-month Treasury bills against the
product z;1,. In principle, the nominal-bond risk premium in our model is a linear
combination of z;, 22, and 2;1,. The figure shows that in practice, the cross-product
2410, generates almost all the variation in the risk premium, because the pure risk
premium on real bonds is close to zero.

The right panel of the figure shows the term structure of risk premia as 2,1, varies
from its sample mean to its sample minimum and maximum. Risk premia spread
out rapidly as maturity increases, and 10-year risk premia vary from -250 to 350 basis
points. The reason for this asymmetry is that in our sample period, large positive
values of ¢, coincided with large positive values of z;, whereas large negative values
of 1, coincided with smaller values of z;.

The full history of our model’s 10-year term premium is illustrated in Figure 13.
The figure shows fairly stable risk premia below 1% during the 1950’s and 1960’s,
then an upward spike to about 2% in the early 1970’s and a major run up later in the
1970’s to a peak of 3.5% in the early 1980’s. A long decline in risk premia later in
the sample period was accentuated briefly around the stock market crash of 1987 and
the recession of the early 2000’s, bringing the risk premium to its sample minimum of
-2.5%. This time series reflects both the hump shape in the nominal-real covariance,
illustrated in Figure 7, and the generally declining level of risk aversion, illustrated
in Figure 5.

We saw in Figure 11 that the nominal-real covariance 1, and the product 21,
influence the curvature of the yield curve as well as its slope. Other factors in our
model, such as the real interest rate, also influence the slope of the yield curve but
do not have much effect on its curvature. Given the dominant influence of z;1), on
bond risk premia, the curvature of the yield curve should be a good empirical proxy
for risk premia on nominal bonds.

In fact, an empirical result of this sort has been reported by Cochrane and Piazzesi
(CP, 2005). Using econometric methods originally developed by Hansen and Hodrick
(1983), and implemented in the term structure context by Stambaugh (1988), CP
show that a single linear combination of forward rates is a good predictor of excess
bond returns at a wide range of maturities. CP work with a 1-year holding period
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and a 1-year short rate. They find that the combination of forward rates that predicts
excess bond returns is tent-shaped, with a peak at 3 or 4 years, implying that bond
risk premia are high when intermediate-term interest rates are high relative to both
shorter-term and longer-term rates; that is, they are high when the yield curve is
strongly concave.

Our model interprets this phenomenon as the result of changes in the nominal-
real covariance 1,. As 1), increases, it raises the risk premium for the transitory
component of expected inflation and strongly increases the intermediate-term yield,
but it has a damped or even perverse effect on long-term yields because the permanent
component of expected inflation has little systematic risk and the convexity of long
bonds causes their yields to fall with volatility. Thus the best predictor of excess bond
returns is the intermediate-term yield relative to the average of short- and long-term
yields.

Figure 14 illustrates the estimated coefficients in a CP regression of annual excess
bond returns over the 1-year short rate, averaged across maturities from 2 to 5 years
in the manner of CP, onto 1-year, 3-year, and 5-year forward rates. The fitted value
in the data is tent-shaped, as reported by CP; the fitted value implied by our model
has a very similar shape but a somewhat smaller magnitude. A caveat is that when
we add 2- and 4-year forward rates to the regression, we do not reliably recover the
tent shape either in the data or in the model, as the regressors are highly collinear
and so the regression coefficients become unstable.

Table 4 asks whether our models generate proxies for bond risk premia, con-
strained to be linear combinations of 1-year, 3-year, and 5-year forward rates, that
perform well in the historical data. The table compares the empirical R? statistics
for unconstrained CP regressions with the empirical R? statistics that result from
regressing bond returns on the combinations of forward rates that, in simulated data
generated by each of our term structure models, best predict bond returns. In the
top panel we allow free regression coefficients on these forward rate combinations,
while in the bottom panel we restrict them to have a unit coefficient as implied by
our model simulations. All of our models, including the model with constant 1, but
variable z;, generate reasonably successful proxies for expected excess bond returns,
particularly at the 3-year horizon. However, none of the models fully match the
explanatory power of unrestricted CP regressions.
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4.4 Alternative model specifications

As a final empirical exercise, we ask whether it is possible to increase the predictability
of excess bond returns within our model by altering the set of measurement equations.
Specifically, we drop the measurement equation for the equity dividend yield, and
replace it with a measurement equation for a regression-based estimate of the bond
risk premium. We first estimate a Campbell-Shiller (CS) regression of the excess
10-year bond return on the 10-year yield spread, with a 3-month holding period. We
treat the fitted value of this regression as a noisy measurement of the true expected
excess return on a 10-year bond. The resulting estimates are reported in the columns
of Tables 1-4 labelled “CS EXR”. Alternatively, we estimate a Cochrane-Piazzesi
(CP) regression of the excess 10-year bond return on 1-, 3-, and 5-year forward rates,
again with a 3-month holding period. We treat the fitted value of the CP regression
as a noisy measurement of the true expected excess return on a 10-year bond and
report the results in the columns of Tables 1-4 labelled “CP EXR”.

Table 1 shows that these two alternative estimates have considerably greater
volatility of risk aversion. In the CS EXR case, risk aversion is much less per-
sistent, because the yield spread has more short-term variation than does the CP
combination of forward rates. The CS EXR case also generates a high risk premium
for shocks to the transitory component of expected inflation.

The bottom panels of Tables 2 and 3 show that the alternative estimates have con-
siderably greater volatility of true expected excess bond returns. They also generate
much greater volatility of fitted values in simulated CS and CP regressions. With
these estimates, the CS and CP empirical results are no longer problematic for the
model except for 10-year CS regressions, which still have anomalously volatile fitted
values in the historical data.

Finally, Table 4 reports the ability of the alternative estimates to generate linear
combinations of 1-year, 3-year, and 5-year forward rates that predict excess bond
returns in the historical data. The CS EXR case fails at this task, because the
model has fit the excess bond return to the 10-year yield spread. The CP EXR case
performs better, but still no better than the base case reported in the second column
of the table.
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5 Conclusion

In this paper we have argued that a changing covariance between nominal and real
variables is of central importance in understanding the term structure of nominal
interest rates. Analyses of asset allocation traditionally assume that broad asset
classes have a stable structure of risk over time; our empirical results suggest that in
the case of nominal bonds, at least, this assumption is seriously misleading.

Our term structure model implies that the risk premia of nominal bonds have
changed over the decades, in part with movements in risk aversion that are proxied
by changes in the equity dividend yield, and in part with changes in the covariance
between inflation and the real economy. Nominal bond risk premia were particularly
high in the early 1980’s, when bonds covaried strongly with stocks and risk aversion
was high; they were negative in the early 2000’s, when bonds covaried negatively
with stocks, but at this time risk aversion was somewhat lower, so negative bond risk
premia were smaller in magnitude.

Our model explains the finding of Cochrane and Piazzesi (2005) that a tent-shaped
linear combination of forward rates, with a peak at about 3 years, predicts excess bond
returns at all maturities better than maturity-specific yield spreads. In our model,
the covariance between inflation and the real economy has its largest effect on the risk
premium for a transitory component of expected inflation, which moves the 3-year
nominal yield. There is a more modest effect on the risk premium for a permanent
component of expected inflation, which is important for the 10-year nominal yield.
In addition, there is a Jensen’s Inequality effect of increasing volatility on yields. In
the language of fixed-income investors, longer-term bonds have “convexity” which
becomes more valuable when volatility is high, driving down bond yields. At the
long end of the yield curve, the risk premium and convexity effects almost cancel for
high levels of the nominal-real covariance, whereas at the intermediate portion of the
curve, the risk premium effect dominates. Hence, the level of intermediate yields
relative to short- and long-term yields is a good proxy for the nominal-real covariance
and thus for the risk premium on nominal bonds.

Although our results are qualitatively consistent with empirical findings of pre-
dictability in excess bond returns, in the base case our model does not replicate the
high explanatory power of regressions predicting excess returns from yield spreads
and forward rates. Our estimates of variation in the nominal-real covariance and
the level of risk aversion deliver risk premia whose standard deviation is an order of
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magnitude smaller than the standard deviation of realized excess bond returns. In
addition, the Stambaugh (1999) finite-sample bias in predictive regressions reduces
the explanatory power of yield spreads for excess returns in data simulated from our
model. We can ameliorate this problem by adding measurement equations to force
our model to fit the time series behavior of regression-based estimates of bond risk
premia, but the predictive power of the 10-year yield spread for excess 10-year bond
returns remains largely unexplained by our model.

The results we have presented are preliminary, and can be extended in a number
of directions. First, we can estimate our model using data from other countries, for
example the UK, where inflation-indexed bonds have been actively traded since the
mid-1980’s.

Second, we can derive stock returns from primitive assumptions on the dividend
process, as in the recent literature on affine models of stock and bond pricing (Ma-
maysky 2002, Bekaert, Engstrom, and Grenadier 2005, d’Addona and Kind 2005,
Bekaert, Engstrom, and Xing 2008).

Third, we can consider other theoretically motivated proxies for the stochastic dis-
count factor in the economy. An obvious possibility is to look at realized or expected
future consumption growth, as in recent papers on consumption-based bond pricing
by Piazzesi and Schneider (2006), Bansal and Shaliastovich (2007), Eraker (2007),
Lettau and Wachter (2007b), Abhyankar and Lee (2008), and Hasseltoft (2008).

Fourth, we can ask our model to fit a wider range of conditional second moments
for asset returns, for example the volatility of returns on inflation-indexed bonds and
the covariance of these bonds with stocks.

Fifth, we can explore alternative models for risk aversion, or equivalently, the
conditional volatility of the stochastic discount factor. We have assumed that risk
aversion moves closely with the dividend yield on stocks, but term structure models
of changing risk premia with fewer restrictions on the stochastic discount factor, such
as Dai and Singleton (2002), have been more successful in matching the explanatory
power of predictive regressions.

Sixth, we can enrich our description of the real interest rate. This is desirable in
itself and may be necessary to fit the behavior of inflation-indexed bond returns. Since
the short-term real interest rate is controlled by the Federal Reserve, its covariance
with the stochastic discount factor and the stock market reflects the policy rule of

33



the monetary authority. To the extent that the Federal Reserve cuts the real interest
rate when the stock market is weak, and raises it when the stock market is strong,
the covariance between x; and —m, is negative. If such policy behavior has altered
over time, then this covariance too would be time-varying rather than constant.

Finally, we can explore the relation between our covariance state variable ¢, and
the state of monetary policy and the macroeconomy. We have suggested that a
positive 1, corresponds to an environment in which the Phillips Curve is unstable,
while a negative 1), reflects a stable Phillips Curve. It would be desirable to use data
on inflation and output to explore this interpretation.
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Table 1. Parameter estimates.

Parameter Estimates

Parameter Full Model Constant z Constant ¢v CS EXR  CP EXR

) 1.02 1.01 1.00 0.87 1.07
fa > 10 (0.02) (0.02) (0.02) (0.01) (0.01)
< 10! 2.36 2.37 2.27 3.09 5.80
Ha (0.32) (0.33) (0.69) (0.09) (0.12)
. 3.97 4.45 1.58 0.89 4.00
g < 10 (1.24) (1.43) (0.09) (0.21) (0.81)
0.95 0.95 0.93 0.87 0.92
z (0.02) (0.02) (0.02) (0.01)  (0.01)
0.86 0.86 0.89 0.96 0.90
2 (0.02) (0.02) (0.02) (0.01) (0.02)
0.96 0.96 0.39 0.91
2 (0.08) (0.08) 0.02)  (0.01)
0.88 0.89 0.75 0.83
v (0.08) (0.09) (0.01)  (0.04)
108 9.17 9.52 5.57 24.15 10.18
(0.73) (0.77) (0.34) (0.42) (0.51)
.y 3.94 5.84 7.26 8.12 3.75
o % 10 (36.16) (43.40) (40.85) (13.54)  (22.96)
o 101 7.01 6.99 9.26 11.15 7.53
(0.28) (0.28) (0.22) (0.19) (0.22)
0.64 0.63 2.51 0.52 0.58
7¢ (0.09) (0.08) (0.01) (0.02) (0.03)
s 6.52 5.22 84.49 26.53
7z x 10 (3.77) (2.24) (30.21) (9.47)
o 10° 1.99 1.98 1.11 1.97
v (0.32) (0.28) (0.07) (0.23)
22.77 21.69 —56.70 4.86 23.94
Bew (0.01) (0.01) (0.91) (0.01) (0.01)
5 102 8.42 8.40 7.31 3.81 7.36
em (0.05) (0.05) (0.44) (0.08) (0.06)
) 0.44 0.59
d (0.01) (0.07)
2y x 101 —0.72 ~1.01

(0.14) (0.44)



Parameter Estimates
Parameter Full Model Constant z Constant v CS EXR CP EXR

—0.00 —0.00 0.01 0.00 —0.00
Pag (0.01) (0.01) (0.03) (0.01) (0.01)
—0.03 —0.03 —0.05 —0.00  —0.03
Pam (0.01) (0.01) (0.01) (0.01) (0.01)
—0.12 —0.12 —0.13 —0.02 —0.08
Par (0.03) (0.03) (0.01) (0.03) (0.02)
0.01 0.01 0.02 0.01 0.01
Pam (1.36) (1.09) (0.31) (0.23) (0.69)
—0.48 —0.48 —0.08 —0.89 ~0.35
Pem (0.04) (0.03) (0.01) (0.01) (0.01)
0.16 0.16 0.03 0.29 0.23
Per (0.07) (0.06) (0.01) (0.03) (0.03)
0.03 0.04 —0.01 0.01
Pzm (0.37) (0.27) (0.31) (0.49)
—0.03 —0.03 —0.06 0.01 —0.03
Prem (0.04) (0.07) (0.02) (0.03) (0.02)

Log Likelihoods

Full Model Constant z Constant ¢» CS EXR CP EXR

ALog-likelihood 0 -5 —303 N/A N/A
p-value 0.01 0.000 N/A N/A



Table 2. Sample and implied moments for 3mo excess returns. Yield spreads (YS) are calculated over the 3mo yield. Realized excess returns
(RXR) are calculated over a 3mo holding period, in excess of the 3mo yield. Units are annualized percentage points. Simulation columns report means

across 1000 replications, each of which simulates a time-series of 250 quarters. The o (6’}\3) row reports the standard deviation of the fitted values from a

Cochrane-Piazzesi style regression of RXR on the 1-, 3-, and 5-yr forward rates at the beginning of the holding period. The o (5?) row reports the standard

deviation of the fitted values from a Campbell-Shiller style regression of RXR on the same-maturity YS at the beginning of the holding period. Below each
entry we report in brackets the fraction of simulation runs where the simulated value exceeds the data value. T Data moments for the 10yr return require
117mo yields. We interpolate the 117mo yield linearly between the 5yr and the 10yr ¥ TIPS entries refer to the 10yr spliced TIPS yield. We have this data
1/1985-12/2005.

Sample and Implied Moments

Moment Actual Data Full model Constant z Constant v CS EXR CP EXR
e W
e Y5 e w0 W o
B VS sty O g o o e (s
o se BB
Syr RXR mean 1.06 .[.653(;18] '[.7??517} .[.212258] '[_510680] [1,;1017]
o e o i?;fSS] [1~£859} i?1£))206] [1.33761] [2.6152]
v sty o ?5258] [591629} [51.5()80] ?i?o%] ?14020]
orwna we e R
10yr TIPS yield mean 3.37% ?'90979] ?10(;50] ?10(;10] ?;668] ‘[113610]
10yr TIPS YS mean .001 .000 .014 —.035 .048
10yr TIPS RXR mean .039 .041 .027 .013 .095

10yr TIPS RXR stdev 3.27 3.35 1.43 3.60 2.58



Predictive Regressions

Moment Actual Data Full model Constant z Constant v CS EXR CP EXR
3yr EXR stdev 334 339 007 1.60 1.0
10yr EXR stdev 408 420 010 3.81 1.51
10yr TIPS EXR stdev 003 .000 001 001 004
— 300 314 285 1629 575
syr RXR o (CS ) 810 [.037] [.056] [.023] [.250] [.255]
. 488 493 510 843 649
:
L0yr RXR o (CS ) 295 [.000] [.000] [.000] .003] .000]
10yr TIPS RXR o <5§) 179 076 184 188 132
— 653 678 647 1.29 1.28
Syr RXR o (CP ) 1.00 [118] .142] .093] [.785] .760]
_— 1.10 1.13 1.27 3.11 2.02
:
10yr RXR o (CP ) 2.23 [.013] .022] [.033] [.835] [.369]



Table 3. Sample and implied moments for lyr excess returns. Yield spreads (YS) are calculated over the lyr yield. Realized excess returns
(RXR) are calculated over a 1yr holding period, in excess of the lyr yield. Units are annualized percentage points. Simulation columns report means across

1000 replications, each of which simulates a time-series of 250 quarters. The o (6’}\3) row reports the standard deviation of the fitted values from a Cochrane-

Piazzesi style regression of RXR on the 1-, 3-, and 5-yr forward rates at the beginning of the holding period. The o (6@) row reports the standard deviation

of the fitted values from a Campbell-Shiller style regression of RXR on the same-maturity YS at the beginning of the holding period. Below each entry we
report in brackets the fraction of simulation runs where the simulated value exceeds the data value.” Data moments for the 10yr return require 9yr yields. We
interpolate the 9yr yield linearly between the 5yr and the 10yr.} TIPS entries refer to the 10yr spliced TIPS yield 1/1985-12/2005.

Sample and Implied Moments

Moment Actual Data Full model Constant z Constant v CS EXR CP EXR
v S e 20 sw o led lom o Lo
S mean o 129 196 054 Hos 7
w0 A o
O Y8 sty e L0 o7 L0 Los [0
T I T
T SN U TR
e X stlew 280 ?§17()6] ﬁé5292} ?i?(?o] ?'92451] ?.5;2]
10yr RXR stdev 9.10f Eglfo] E-{f;& ??{)67] [1'353?3 %232]
10yr TIPS yield mean 3.37+ ﬁ.gogg] ?1'?5)0] ?1'9510] ?5567] ?i?(;lo]
10yr TIPS YS mean —.003 —.003 011 — 031 042
10yr TIPS RXR mean .026 .028 .022 .001 .082

10yr TIPS RXR stdev 2.94 3.02 1.26 2.95 2.27



Predictive Regressions

Moment Actual Data Full model Constant z Constant v CS EXR CP EXR
3yr EXR stdev 359 367 1009 899 1.16
10yr EXR stdev 504 525 015 2.68 2.01
10yr TIPS EXR stdev 003 .000 002 001 013
—— 363 386 280 292 496
Syt RXR o (CS ) 0-88 [.051] [.069] [.072] [.016] [.149]
. 717 745 722 1909 901
t
10yr RXR o (CS ) 344 [.010] [.000] [.002] .007] .005]
10yr TIPS RXR o (6?) 314 322 123 289 230
— 805 8413 762 1.02 1.39
3yr RXR o (CP ) 123 [.095) [147] [.149] [.254] .620]
_— 1.79 1.83 2.08 3.27 2.91
:
10yr RXR o (CP ) 1.49 [.000] [.000] [.006] [.090] 062



Table 4. Forecasting excess returns. The table below reports the R? for regressions in our data of actual data RXR on linear combinations of the
actual data 1-; 3-, and 5-yr forward rates at the beginning of the holding period. The unconstrained column estimates the best combination in the data,
and thus corresponds to the first stage of the Cochrane-Piazzesi procedure. In the other columns, the combination is restricted to be the one estimated in
long-sample simulation regressions of simulated RXR on simulated forward rates. In the first panel, we allow this simulation-generated combination to be
scaled up. In the second panel, we do not allow scaling. Realized excess returns (RXR) are calculated over 3mo and lyr holding periods. T Data moments
for the 10yt return require 9yr yields. These yields are in our dataset 8/1971-12/2005. For the earlier part of the sample we interpolate the 9yr yield linearly
between the 5yr and the 10yr.

Forecasting Excess Returns

Moment  Unconstrained Full model Constant z Constant ¢v CS EXR CP EXR
3-month 3yr RXR .049 .030 .030 .029 .014 .024
holding period | 10yr RXR .050 .031 .031 .023 .003 .014
1-year 3yr RXR 184 .146 .146 134 .059 127
holding period | 10yr RXR .194f 172 171 129 .020 113

Forecasting Excess Returns: No scaling
Moment  Unconstrained Full model Constant z Constant v CS EXR CP EXR

3-month 3yr RXR .049 .029 .029 .028 .002 .024
holding period | 10yr RXR .050 .017 .017 .017 .001 .012
1-year 3yr RXR 180 124 124 134 .002 121

holding period | 10yr RXR .214f .056 .055 .071 .014 .051
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Figure 1: Time series of 3-month and 10-year nominal yields and yield spread.
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Figure 2: Time series of US and UK 10-year inflation-indexed yields.
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Figure 3: Time series of dividend-price ratio. The dividend price ratio is constructed using the CRSP
value-weighted index and a one-year backward moving average of dividends.
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Figure 4: Time series of second moments. The figure on the left shows the covariance between stock and
nominal bond returns. The figure on the right shows variance of nominal bond returns. The smoothed line in each
figure is a 2-year equal-weighted moving average.
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Figure 5: Time series of real state variables. The figure on the left plots the time series of x;, the real
interest rate. The figure on the right plots the time series of z;, risk aversion.
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Figure 6: Time series of permanent and transitory components of expected inflation. The figure on
the left plots the time series of )¢, the permanent component of expected inflation. The figure on the right plots the
time series of £,, the temporary component of expected inflation.
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Figure 8: Responses of yield curves to x;. The left hand figure shows the response of the real yield curve,
and the right hand figure shows the response of the nominal yield curve, as z; is varied between its sample minimum
and maximum while all other state variables are held fixed at their sample means.
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Figure 9: Responses of yield curves to z;.The left hand figure shows the response of the real yield curve,
and the right hand figure shows the response of the nominal yield curve, as z; is varied between its sample minimum
and maximum while all other state variables are held fixed at their sample means.
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Figure 10: Responses of nominal yield curve to A\; and &,.The left hand figure shows the response of
the nominal yield curve to the permanent component of expected inflation A;, and the right hand figure shows the
response to the transitory component of expected inflation ,, as these state variables are varied between their sample
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Figure 11: Responses of nominal yield curve to 1, . The left hand figure shows the response of the nominal
yield curve to the nominal-real covariance 1, as it is varied between its sample minima and maxima while all other
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Figure 12: Responses of nominal expected excess returns to z:1,. The left hand figure shows the expected
excess returns on 3-year and 10-year nominal bonds over 3-month Treasury bills, as functions of the product z:1,.
The right hand figure shows the term structure of expected excess nominal bond returns as the product 2,1, is varied
between its sample minimum and maximum while all other state variables are held fixed at their sample means.
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Figure 13: Time series of expected excess returns for 10-year nominal bonds.
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A Appendix

A.1 Derivations
A.1.1 State Variables

The state variables in the model follow the processes:

—Miy1 = T4+ %zfafn + Zt€m,t+1
ey = iy (1= ¢,) + Gpes1 + a1
zip1r = W, (1—0¢,) +d. 2001 +e2011
Tp1 = M+&+ %w%ai + Yi€m i1
A1 = A+ UVEn 1 T EA 41
§t+1 = ¢§€t + e 141
Vi1 = My (1 - %,) + Oy g + eyt

A.1.2 Pricing Equations

Real Term Structure The price of a single-period zero-coupon real bond satisfies

1 1
2 2 2 2
250, t =210, = —I

2 2
We conjecture that the price function is exponential affine in x; and z; with the form

Pl,t = Et [exp {mt+1}] = —Tt —

Pn,t = An + Ba:,nmt + Bz,nzt-

The standard pricing equation implies

1
P, = Eilexp{pn-1141+m1}] = E; {GXP {Anl + Byn—12Te41 + Bon—12141 — ¢ — 5230% + Zt€m,t+1H

1
= Ap-1+ Ben-1((1—9¢,)p, + bp7t) + Bn-1 (L=,)p, + ¢ 2¢) — ¢ — *thJ?n

2
1 2 2 1 2 2 B B B B
5 g, + SRt 0, + zn—1D2n—10gzz — Dgn—10xzm2t — Dz n—-102m?zt

2
B
2 zn—1 2

1
+§Bm,nflg§: +



since the shocks are conditionally jointly normal. Equating the coefficients implies that

1 1
A" = An—l +B$a"—1 (1_¢x)lu“;c+BZﬂL—1 (1_¢ ):uz+ 2B‘L n— 1 x + 2B2 n— 102+B$1"—1BZ7”—101'Z
B:c,n = Bm,n—1¢m -1
Bz,n = Bz,n—1¢z - Bw,n—lawm - Bz,n—lazm

where B, 1 = —1 and B, ; =0.
Nominal Term Structure The price of a single-period zero-coupon nominal bond satisfies

P}, = Eilexp{mu1 —ms1}]

1 1
= FE [GXP {—xt - 52&203@ — ZtEmpt+1 — At — & — *1&?03 - wtgﬂ,t+1}:|

2
= €exp {*zt - =&+ Zﬂ/}tdmﬂ}

1
2zt0 + %U +Zt¢t0m7r}

1
exp {—mt — =220 — N - — <yiol 4+

where the last equality follows from the joint conditional normality of z:ep, 11 and Ve t41.
We now guess that the price function is exponential linear-quadratic in the state variables with the following form:

PS5, = exp {Ai +BS oy + B 2+ BS A+ BE L6, + B u, + C8L 224 O w4+ Oy nthpt}

The standard pricing equation then implies

PS,t = B [eXP {piq,tﬂ + My — 7Tt+1}]
A +BS, 1$t+1 +B5, 1Zt+1 +B5, 1)‘t+1 +Bf, &+ Bt
= F; |exp +Czn 1zt+1+0wn 1wt+1+czwn 1zt+1¢t+1
Tt — %tho.%n Zt€m,t+1 — ft wteﬂ t+1
Ane1 + Brnoa (1 (1= 00) + 600) + Bl 1<uz <1 - ¢ > @220) + By (r + M) + B 10c+ Bl (g (1= 8y) +6408)
— exp FC% 1 (e (1= 02) + 0.2)" + Oy (my (1-0,) +¢wt) Ol (1 (1= 62) + 0220) (py (1= 8y) + 6y02)
—Tt — %th gt th

XEt [exp {dlle_l + wQHDgthH



, -
where Wi = (EA,t+175A,t+175m,t+1757r,t+1751,t+1755,t+175z,t+175w,t+1) N(O72w)7

d;

x,n—1

Bg,nLﬂbt
Bf,n—l + 2C§,n—1 (:u’z (1 - ¢z) + ¢zzt) + Cfd),nfl (M't[) (1 - ¢1/)) + (bw’(/}t)
By 1 420 1 (1 (1= 0y) + 04000) + Coy s (2 (1= ) + 6.21)

0 e 0
D, =
1
C.%Z,n—l §C§w,n71
1
0 e §Cz1l),n—1 Cw,n—l

Following Campbell, Chan, and Viceira (2003), we complete the square to calculate

» —1/2 1 _
Et [exp {d’lth + w;HDthH}] | W| 172 exp {2d1 (E;l — 2D2) ! dll}

|=5 — 2Dy

1 1 1
= exp {2 log |3, | + 3 log |G| + 2d1Gd'1}

where G = (2;1 — 2D2)71. Let g;; be the ij-th element of G. Then expanding and collecting terms gives
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Thus, the coefficients of the pricing equation satisfy
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zmn —2937Cz n— 1¢) — ggsczw n— 1(;52 + 297802 e 1CZ1P e 1¢)

29283,\,n—1 wn—1Py +g27B,\n 1Cz¢n 1‘%
+Q2GB§7n_1B§ n-1 9243,\ o1 T 29223,\ o
+C5 . _ 1¢¢ 102
s, = +3914 + 3966 B2 1 + 5977C%5 n- 1%; +29ssC5% 197,
_94635 n-1 947CZ¢ n— 1%,
_294SC¢ n 1Oy + gerBE 1Cz1p n-19y
+2968B§ n—1 1/, n— 1¢¢ + 297801/, n— 1CZ¢, n— 1¢1/; i
9283/\ n— 1Czw no1®. + 29273/\ n— 1Czw n— 1¢ 9253,\ n—1
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+g7s (4C§,n—10'i7n71 + C;Bzi,nfl) ¢,y
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where Bf,l =-1 BA 1 =—1, B -1, wa 1 = Omn and all other coefficients are zero at n = 1.

A.1.3 Expected Excess Returns

Real Bond Premia The log expected return on an n-period zero-coupon real bond is

B2

12 2
_ r,n— 10r - B zZ,n— 10 + Bm,n—le,n—lgzz + (Bm,n—larm + Bz,,n—lgan) Zt
E, [Tn,t+1 - 7"1,t+1] = I

+Bx,n7151,t+1 + Bz,nflsz,t+1

= (Bw,nflo-wm + Bz”nflo’zm) 2t

since the shocks are conditionally jointly normal.
Nominal Bond Premia The log conditional expected real return on a 1-period zero-coupon nominal bond is

$
B, [T17t+1 - 7Tt+1] = —Om 2ty

The log conditional expected gross excess return on an n-period zero-coupon nominal bond is

$
log £y L;t“ - E {Tit-&-l} = logEy {QXP {pi—l,t+l - pi,t}] — Tt — At — &+ Om 2y
n,t
[ A5, — A%+ B$,n—1#x (1-0,)+ Bf,n 1Hz (1-9¢.)+ sz o1ty (1= ¢y) ]
+C§n 1ﬂz (1- ¢ )2 + C’i?n—l/’[”i (1 - 9%) + C$w n—1Mz (1-9,) Mu; (1 - ‘%)
+ (B3 a6 = Bl = Davt (Buoy = BY, = 1) M+ (BS,10c - BE, — 1) &
T | (OB 0 = €8 4 (C510h — C8L) U+ (w4 €y 1020, — C5y) 2t
+ (Bf,n_1¢z - Bf,n + QCE n—1Hz (1-9.)9¢,+ C$¢ n—1Hy ( - ¢¢) ¢Z) 2t
L + (Bi,nfld)d’ o Bi,n + QCi,nflluw ( - %) by + zw,nqﬂz (1-9.) Q%) Py
B, icesi1+ B, _ 1%@ t1+ BY _jeae + BE e
+C§,n—1‘€z,t+1 + qu n— 15w,t+1 + qup,nqez,tﬂfw,t—&-l
log By exp + (B.f n-17T ch,n—l (1, (1=9,) +d.2) + szp n—1 (qu (1 - @%) + ¢¢¢t)> €z,t+1
+ (Bi,n—l +2C5 0 (g (L= 0y) + 0pth) + Cop g (p (1= 0,) + ¢z2t)) Ey,t+1
Note that the coefficient recursions imply that Bﬁ,n = Bi,n—l‘ﬁx -1, Bf’n = Bf n_1 — Land B$ = B5 n_1®e — 1, so that the terms in-

volving x¢, Ay, and &, drop out. Following Campbell, Chan, and Viceira (2003), we calculate the expectatlon by completing the square. Let
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fi

Then

E; [exp {fiv + V'Fav}]

$
B)\,n—l
$

z,n—1

Bs)B\,nflwt
B 1y
(Bf,nfl + 2031171 (:u‘z (1 - ¢z) + ¢zzt) + C§w7n—1 (H’w (1 - ¢w) + @/ﬂ/)t))

(Bi'vn_l + 203’7"—1 (Md’ (1 - ¢¢) + ¢¢wt) + Cfd),n—l (/j‘z (]- - ¢z) + ¢zzt))

0 . 0
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$ 18
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1
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+C 18241+ Cy 18041 T Ol o182t 418041

Et oxp + (Bf,nfl + 20377,71 (u’z (1 - ¢z) + ¢zzt) + qu/;,n—l (/1“1/) (1 - ¢1p) + ¢¢¢t)) Ez,t+1
+ (Bi,n—l + 203;7”_1 (kg (1= ¢y) + dy1hy) + wa,n—l (, (1—9,)+ ¢zzt)) Eqp 41

1 1 1
exp {—2 log|%,| + ilog H| + 2lef’l}

where H = (Z;l - 2F2)_1. Let h;; be the ij-th element of H. Then expanding and collecting terms gives
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log E; Pf,t

Thus, we can write

lOg Et [

where the coefficients are given by
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1By (B3 oy 208y (1= 6.) + 0,20 + O3y (1 (1= 6,) + 08
"'hIGB,\,nq (Bi,nq + QC?L n—1 (Mw (1 - ¢w) + ¢¢¢t) + C$¢ no1 (Hy (1=9,) + ¢z2t))
+h23Bm,n71B§,n—1wt +h24B§n 126 n— 17/%
hasBS s (B s 4205,y (e (1= 6.) + 6.2) + €3,y (g (1= 6y) +6,90))
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+h’23an 1B§n 1+h24an 1B§n 1+h25an 1Cz¢n 1¢¢+2h26an 1 wn 1¢1/)

Jrhs5B,\ ne1 (B$n , +2C8 ity (L=9,) + Czw no1by (1= 6y)
+h5(’B)\n 1 P,n— 1+2Cwn 1Hy ( _¢¢) +C$wn 1M (1 ¢ )
+h45B$ Zn 1+20an, 1/’1’2(1 ¢) )+Cz'¢)n 1/1/1/1 1_¢7/) )

+hse
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(
e o) |”
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1
Bz n Cf,nfl(bi - Cf,n + 2h550;$,2n71¢§ + §h660;$3),n71¢§ + 2h560§,n71C§w,n71¢3

Ci,n71¢12b - C$,n + %h33B§,2n71 + %h44B$,2 —1 + %h55C§i,n71¢12b + 2h660§)?n71¢12b

n

ﬂd),n = +h34B§,nle§,nfl + h35B§,n71Czw,nfl¢w + 2h36B§,n7102,n71¢’¢1 9
i Hhas BE 108y 10y + 2ha6 BE 1 Gy 10y + 205603, 1Ol 18
ﬁ [ Om,m + Ofw,nflqszqsw - Ofwm + 2h550§,n—1C§w,n71¢2¢¢ + Qhﬁﬁci,nflcfwmflqszqsw + 2h’24B§5\,n710§,n—1¢z
“m | F235 B, 110+ M3 By 1 Copn 10 + 205 By 116, + haBE €3, 16+ s (4C8,CS 4+ O 1) 6,0,

A.1.4 Observation Equations

Stock Returns We model the unexpected stock return as

Tet+1 — EiTe 141 = Beg€at+1 T BemEm,t+1

The standard pricing equation then implies that the expected equity return satisfies

1 = Eilexp(res1+ mut1)]
1 132 -2, 132 2 1,2 2
= exp (Etre,t-&-l -z — Zfa%) exp ( 20ex0s + 20emTm + 2% Tm 2
2 +Bemﬁemal’m - ﬁezztamm - 6emzto—m
so that
L oo L oo
Tet+1 = 7§ﬁe.'cai - §ﬂemo—3ﬂ - 5exﬁema-fﬂm + 2+ (Beza-’”n + Bemagn) 2+ Beze-’ﬂ,t-‘rl + Bemgm,t-‘rl
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Stock-Bond Return Covariance The final observation equation uses the conditional covariance of log stock returns with log bond returns
we saw above, the holding period return on an n-period bond is
Tnit+1 = DPn—1,t+1 — DPn,t
i A;S;71 - AEL + Bi,nfllu‘z (1 - (bm) + Bf,nféuz (1 - ¢z) + B’i,n—ly’w (1 - d’d;) i
2
+C§,nflﬂg (1 - (rbz) + qu?n—l/iqu (1 - ¢1p) + C§¢7n_1ﬂz (1 - (rbz) /“Ldy (1 - ¢1p)
+ (Bzf,nfl(ﬁx - Bg,n - 1) Tt + (Bg,n—l¢§ - Bg,n - 1) &
+ (Cf,n—l(bi - Cf,n) th + (Ci,nfld)lzb - Ci,n) ’(/J? + (o-m’ﬂ' + wa,nfl(ﬁz(bw - wa,n) tht
+ (Bf,n—1¢z - Bf,n + 20271,—1:“’2 (1 - ¢z) ¢z + szp,nfbuw (1 - ¢1/}) ¢z) 2t
L + (Bi#’b—l(b“/’ o B'$7TL + 203/;1,’”—1'“7/’ (1 - ¢’¢1) (7257/1 + sz/),n—lluz (1 - ¢z) (rb'zp) 'lzbt

Bi,n—lgw,tﬂ + Bf\,nqwt@)\,tﬂ + Bf,nflsAﬂH‘l + Bg,nfﬂﬁts&t-ﬂ
+C§,n—15§,t+1 + Ci,n—ﬁ?p,tﬂ + O§w7n—1627t+1€‘/17t+1

+ + (Bf,nfl + 2C’f,nfl (:u“z (1 - QSZ) + ¢zzt) + wa,n—l (,u’w (1 - QSQ/)) + d)z/ﬂ;bt)) 6z,t-‘,—l

+ (Bi,n—l + 203),71,—1 (/J"L/) (1 - ¢1[1) + ¢w¢t) + Cfd;,n—l (Mz (]- - (bz) + ¢zzt)) Eqpt+1

We assume that the unexpected stock return is assumed to be

Tet1l — BiTe 141 = Bep€ai+1 + BemEm,t+1
Thus, the conditional covariance with the real return on short term nominal bond is

Covy (Te,t-‘rlarf,t—&-l - 7Tt+1> = Cov (Beyea,it1 + BemEmt+1, —Vi€rmit1) = —Vy (BepOan + BemOmnr)
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And the conditional covariance with the return on a long bond is

B ieai t Bf,n ﬂ/’t@\ 1+ BS — 1€A t+1 7+ Bg no1Vi€e b1
$ 2
+Czn 152 t+1 +C P,n— 181/1 t+1 +Czwn 16244184, t+1

Cov, (Te,t+1,ri7t+1) = Cov | Berattr + BemEmirt, | 4 (B$ 208 (M=) + 0,20+ CF (g (1= 0y) + ¢w¢t)) 2441
T (BS) w1 F205 1 (1 (1= 0y) + dythy) +C2 (1, (1= 9) + ¢zzt)> €41
BS, 102+ BS, jouat+ By, (0un+ B, 10uet
+C% 1 Covy (ex141,€2 141) + CF ., Couvy (Ea;,tJrl, afmﬂ) +C8 ) 1Cov (Ea i1, E2 18 041)
Bew + (Bgn_l + QCfn 1(pe (T=9.) +.2e) + szp ot (g (1= 0y) + ¢¢1/)t)> Oz.z
+ (Bi,n—l +205 (g (1= 9y) +0yth) +C3y 0y (1 (1= 0,) + ¢zzt)> T
Bi,n_lffxm + Bf\’nflamﬂ?/)t =+ B/\)nflcrm’/\ + Bg,nflgg,mi/’t
+C’fvn_100vt (empt1,€2441) + C’i,n_lCovt <5m7t+1, 612&’”1) + C’fw)n_lC’ovt (Emtt1,E2.t41E0,04+1)
+Bem + (Bf no1t 2027171 (1 (1= 9.) +d.2) + Cip et (1 (1= 0y) + %ﬂ/&)) Ozm
(BS s 205 s (1 (1= 0y) + 6408) + €5y Ly (1 (1= 62) + 6.2) ) 0

Since the e’s are conditionally jointly normal and mean zero we have Couv; (Ea,Hl,s%,Hl) = 0 and Cov; (€4,14+1,€b,t+16ce+1) = 0 for all a,b,c.
Additionally, note that we impose 0, A = 035 = 0m,a = O,z = 0 so that the real-nominal covariance is unaffected by the homoskedastic shocks to

expected inflation. Thus, the expression simplifies to
Bf’,n—lai
(B ey 208 (1= 6+ Gy iy (1= 6,)) 0
+ (Bi,nfl +207 g (L= dy) + O3 yp. (1 - %)) Tap
Bf n—19zm
+Bem | T (B$ n-1t 202 ne1bz (1 —0.) + wa,nfllw (1—¢y)) ozm
+ (Bi,n—l + QCw,n—luw (1—0y,)+ sz/),n—l:u‘z (1-9.))opm

OOUt(Te,t+1,7"n,t+1) = 5‘%

+ IBex (QCf,n—la'zz(bz + C,fzp,nflaml)(éz) .
t
L +5em (2Cf,n—1azm¢z + Cf¢7n_1U¢M¢z)
i ﬁeax Bfn 10-93)\+B§n 10-937£+C§1/)n 10wz¢¢+20$ P,n— 10$w¢w> 1/}
t
+5em Bf n—10m,x T+ Bg n_1m.¢ + 021/, n— 1Uzm¢¢ +2C 1[, n— 1U¢m¢¢)
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Volatility of Bond Returns We have

Bﬁ,n—1€$7£+1 + Bi,n_ﬂt;xtﬂ + Bf,n_lgmtﬂ +Bf 1 ¥Eci
2 2
+CZ,TL*1€Z¢+1 + C’l/),n—lsw,t+1 + Cz¢,7z—1€z»t+1€¢vt+1

Tnttl = Etrn,t+1 - + (Bf,nfl + 20377,71 (Mz (1 - (rbz) + (;Szzt) + qupm—l (/1’1/1 (1 - ¢1p) + ¢¢¢t)) €z, t+1
+ <sz7”71 +207 (g (1= 0y) +dyth) +C2y g (e (1= 0.) + ¢zzt)) E i1

so that

$ $ 3 $
B;c,n—1€$,t+1 + BA,nflwt§A7t+1 + B)\,nflgAxH‘l + Bé,nflwtefﬂf‘i‘l
3$ 2 2 $
+Cz,n—15z,t+1 + qu,nq%,tﬂ + Czw,n715z7t+15w,t+1

CO'Ut _wtgﬁ,tJrlv + (Bf,n—l + 20271—1 (:U’z (1 - (bz) + ¢zzt) + C(fw,nfl (:u’L/J (1 - ¢1/)) + d)wdjt)) Ezt+1
+ (Bim_l + QCim_l (:uq/; (1 - (st) + ¢1p’l/)t) + szp,n—l (N“z (1 - ¢z) + ¢zzt)) Ept+1

Bi,n—lawﬂ' + B;&;\,nfla’/\ﬂ' + (B;B,n—l + 2C§,n—1:u“z (1 - ¢z) + szp’nflﬂw (1 - ¢¢)) Ozn
+ (B'iv”—l + QCim—lﬂw (1 - ‘%) + Cf’t/),n—lu’z (1 - ¢z)> Oym

2
- (Bf,n—lo-Aﬂ' + B, 10ex + wa,n—1¢w‘7zw + 203;,11—1‘%0%) (ch

B (QCfﬁnfld)ZU”" + wa,nfld)zow”) Zt'l/}t

$ $ $
Covy (Tl,tJrl = M1, T i1 — By Tn,t+1>
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B$2 0% +an 1 tUA+BAn 1‘7A+B§n 1 t0§
+C$n 1Va,7“t( zt+1)+0¢1 nilva,’l“t (Ew,t+l +Czw,n 1Va7“t (€zt+1€¢t+1)
2
g

and
208 (1 (1= 6.) + 6.20) + Oy (g (1= 6,) + 040,) )02
2
2

(B,sz;n 1 z,
(B3 #2685 s (g (1= 6y) +6y0) + 5y (1= ¢>+M>) 7

$
+2Ba:n 1B)\n 101)\wt+2Bwn 1B§n 10-93A+23wn lBgn 10-93751/)15
+2(B§n 1+20.§7L 1( (1_¢ )+¢ Zt)+0zz/;n 1(”11) (1_¢¢)+¢¢wt)> T,n— 102z
(1=64) + 60) +C3p oy (1 (1= 6.) +0.20) ) B, 1000

+2 (B, +2C5 1 (g
+23§?n_1m,wt +2BY _ BY,_jonelt
V(1 (1= 02) + 6.20) + O3y 11y (1= 0y) + 04181) ) BY 10200
A1y

+2 (B, +2C8,_
+2(B$ 1+20¢1n 1(M¢(1_¢w)+¢wwt)+c$wn 1(#%2(1 ¢)+¢Zt))

VCL’I”t (Tn,t+1) =
+23/\ n— 1Bg n—10AEVy

+2 (Bf,n71+2cfn 1(Hz (1-9,)+9, Zt)+c$¢n 1 (Nw (1*‘%) +¢¢7/)t)) An—19z,A
+2 (Bi,n—l +205 1 (g (1= 0y) +0yt0) +C5y 1 (n. (1= 0,) + ¢ Zt)) BY 10
+2 ( zn-11 2Cz et (e (L= 0,) + ¢,2t) + Cw et (g (L= 0y) + oyt0y) B? n-106,:Y
+2 (Bim,l +2C ¢ n_1 ( (1 o ) + ¢¢¢t) + C$w ne1 (e (1 =9,) + ¢,2) B? n—10€0W;
o | (Bl #2080 1 (= 90 40,20 4 Oy (s (1= 00) +ouw) |
% (B y +205, 1 (i (1= 0,) +0000) + C5y (. (1= 6 +0.20)) | "
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Rearranging gives

Vart (,rn,t+1) =

+2

+2

$2 2
Bz 10— +B>\n 10A

yn—

+20%2 ot 4208 ol +C%2 (aga; +o2,

(Bf n—1 +2C§n—lp’z (1 _d)z) +C§'¢ n—llJ”/l ( d)w)

)
).

2
(B$ n—1 + 20 P,n— 1“’1/1 (1 - ¢¢') + CZ'L/J n—1Mz ( ¢z))

4 (Bf,n—l + 2C§,n—1uz (1 -0, ) + C$w n—1Hy (1 - %;)) Zn— 102¢
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A.2 Additional Results

This section presents results for alternative versions of the model. We examine variants that 1) drop the TIPS observation equation; 2) hold fixed the
risk aversion variable z¢; 3) hold fixed the nominal-real covariance v,; and 4) hold fixed both z; and ,.

18



Table 1. Parameter estimates.

Parameter Estimates

Parameter Full Model w/o TIPS Constant z Constant ¢ Constant 2z
) 1.02 0.69 1.01 1.00 1.01
fa > 10 (0.02) (0.05) (0.02) (0.02) (0.02)
100 2.36 2.33 2.37 2.27 1.96
He (0.32) (0.38) (0.33) (0.69) (0.72)
. 3.97 2.80 4.45 1.58 1.03
oy % 10 (1.24) (0.70) (1.43) (0.09) (0.40)
0.95 0.94 0.95 0.93 0.93
& (0.02) (0.02) (0.02) (0.02) (0.01)
0.86 0.79 0.86 0.89 0.89
P (0.02) (0.04) (0.02) (0.02) (0.02)
0.96 0.97 0.96
9 (0.08) (0.11) (0.08)
0.88 0.77 0.89
2 (0.08) (0.09) (0.09)
o 104 9.17 11.42 9.52 5.57 5.87
@ (0.73) (1.02) (0.77) (0.34) (0.38)
A 3.94 18.68 5.84 7.26 9.95
oax10T T e616) (14.21)  (43.40) (40.85) (26.15)
o 101 7.01 7.64 6.99 9.26 9.26
(0.28) (0.27) (0.28) (0.22) (0.22)
0.64 0.57 0.63 2.51 3.97
¢ (0.09) (0.06) (0.08) (0.01) (0.16)
. 6.52 8.70 5.22
oz x 10 (3.77) (8.70) (2.24)
o 10° 1.99 2.82 1.98
¥ (0.32) (0.42) (0.28)
992.77 14.81 21.69 —56.70 —47.32
Bex (0.01) (0.01) (0.01) (0.91) (0.31)
5 %102 8.42 8.33 8.40 7.31 7.48
em (0.05) (0.05) (0.05) (0.44) (0.45)
; 0.44 0.34 0.59
d (0.01) (0.01) (0.07)
. —0.72 —0.46 ~1.01
aa x 10 (0.14) (0.13) (0.44)
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Parameter Estimates
Parameter Full Model w/o TIPS Constant z Constant ¢ Constant 2

—0.00 —0.00 —0.00 0.01 —0.00
Pat (0.01) (0.01) (0.01) (0.03) (0.01)
—0.03 —0.03 —0.03 —0.05 —0.07
Pam (0.01) (0.01) (0.01) (0.01) (0.01)
—0.12 —0.11 —0.12 —0.13 —0.12
Pan (0.03) (0.01) (0.03) (0.01) (0.01)
0.01 —0.00 0.01 0.02 —0.00
Pam (1.36) (0.36) (1.09) (0.31) (0.07)
—0.48 —0.56 —0.48 —0.08 —0.05
Pem (0.04) (0.02) (0.03) (0.01) (0.02)
0.16 0.17 0.16 0.03 0.03
Per (0.07) (0.05) (0.06) (0.01) (0.01)
0.03 0.03 0.04
Pzm (0.37) (0.07) (0.27)
—0.03 —0.06 —0.03 —0.06 —0.06
Prm (0.04) (0.01) (0.07) (0.02) (0.04)

Log Likelihoods

Full Model w/o TIPS Constant z Constant ¥  Constant z1)

ALog-likelihood 0 N/A -5 —303 —310
p-value N/A 0.01 0.000 0.000
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Table 2. Sample and implied moments for 3mo excess returns. Yield spreads (YS) are calculated over the 3mo yield. Realized excess
returns (RXR) are calculated over a 3mo holding period, in excess of the 3mo yield. Units are annualized percentage points. Simulation columns

report means across 1000 replications, each of which simulates a time-series of 250 quarters. The o (C/'—]\D) row reports the standard deviation of the
fitted values from a Cochrane-Piazzesi style regression of RXR on the 1-, 3-, and 5-yr forward rates at the beginning of the holding period. The
o (C’S) row reports the standard deviation of the fitted values from a Campbell-Shiller style regression of RXR on the same-maturity YS at the

beginning of the holding period. Below each entry we report in brackets the fraction of simulation runs where the simulated value exceeds the data
value. T Data moments for the 10yr return require 117mo yields. We interpolate the 117mo yield linearly between the 5yr and the 10yr ¥ TIPS entries
refer to the 10yr spliced TIPS yield. We have this data 1/1985-12/2005.

Sample and Implied Moments

Moment Actual Data  Full model w/o TIPS Constant z Constant ¥ Constant z1)
e S mean o Sou low Lo L3
o 5 men LB sy o s o (oo
s e O g e [ foo (oo
R N
e IR e T I v O
LT T
10yr RXR stdev 10.00 ?-04101} E'O?O} ?66??5] [1'2311?] [1(;6312]
10yr TIPS yield mean 3.37¢ ﬁg)g?g} ﬁgﬁm ?1'9050] ?1'%10] ?1'9040]
10yr TIPS YS mean .001 —.011 .000 .014 .019
10yr TIPS RXR mean .039 .027 .041 027 .035
10yr TIPS RXR stdev 3.27 3.36 3.35 1.43 1.49
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Predictive Regressions

Moment Actual Data Full model w/o TIPS Constant z Constant ) Constant 21
3yr BXR stdev 334 284 339 007 :000
10yr EXR stdev 408 307 420 010 .000
10yr TIPS EXR stdev .003 .001 .000 .001 .000
— 300 213 314 285 203
Syt RXR o (CS ) 810 .037] [.005] [.056] .023] .032]
s 488 305 493 510 520
:
10yr RXR o (CS> 295 [.000] [.000] .000] [.000] [.000]
10yr TIPS RXR o (EE) 179 180 076 184 079
— 653 473 678 647 646
3yr RXR o (CP ) 1.00 [118] [.007] [142] 093] [119]
— 1.10 969 1.13 1.27 1.19
:
L0yr RXR o (CP ) 2.23 .013] [.000] .022] .033] [.049]
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Table 3. Sample and implied moments for 1lyr excess returns. Yield spreads (YS) are calculated over the lyr yield. Realized excess
returns (RXR) are calculated over a lyr holding period, in excess of the lyr yield. Units are annualized percentage points. Simulation columns report

means across 1000 replications, each of which simulates a time-series of 250 quarters. The o (C/']\D> row reports the standard deviation of the fitted

values from a Cochrane-Piazzesi style regression of RXR on the 1-, 3-, and 5-yr forward rates at the beginning of the holding period. The o (6@)

row reports the standard deviation of the fitted values from a Campbell-Shiller style regression of RXR on the same-maturity YS at the beginning of
the holding period. Below each entry we report in brackets the fraction of simulation runs where the simulated value exceeds the data value.! Data
moments for the 10yr return require 9yr yields. We interpolate the 9yr yield linearly between the 5yr and the 10yr.} TIPS entries refer to the 10yr
spliced TIPS yield 1/1985-12/2005.

Sample and Implied Moments

Moment Actual Data  Full model w/o TIPS Constant z Constant ¢ Constant z1)
R e
T - T
W m B E R
10yr YS stdev 1.05 [19859} i§327] [1;917] [210(?0] [211(?0}
TN
oA E om0
R
e T stdev o107 EglflO} €§070} EbGSS] ??(?7] ?.52730}
W0y TIPS yield mesn. 337 ﬁ£979} [2-67(;10} ?1'9050] ?1'9610] ?1'9610}
10yr TIPS YS mean —.003 —.013 —.003 .011 .015
10yr TIPS RXR mean .026 .014 .028 .022 .028
10yr TIPS RXR stdev 2.94 2.99 3.02 1.26 1.31
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Predictive Regressions

Moment Actual Data Full model w/o TIPS Constant z Constant ) Constant 21
3yr EXR stdev 359 238 367 1009 :000
10yr EXR stdev 504 282 525 015 .000
10yr TIPS EXR stdev .003 .004 .000 .002 .000
. 363 240 386 280 202
Syt RXR o (CS ) 0-88 .051] .002] .069] [.072] .082]
— 717 602 745 722 739
;
L0yr RXR o (CS ) 344 .010] [.000] .000] .002] .003]
10yr TIPS RXR o (EE) 314 307 322 123 132
— 805 570 843 762 786
Syt RXR o (CP ) 1.23 .095] .007] 147 (149 [151]
— 1.79 1.61 1.83 2.08 2.12
;
L0yr RXR o (CP ) 149 [.000] [.000] .000] [.006] [.005]

24



Table 4. Forecasting excess returns. The table below reports the R2 for regressions in our data of actual data RXR on linear combinations
of the actual data 1-, 3-, and 5-yr forward rates at the beginning of the holding period. The unconstrained column estimates the best combination in
the data, and thus corresponds to the first stage of the Cochrane-Piazzesi procedure. In the other columns, the combination is restricted to be the one
estimated in long-sample simulation regressions of simulated RXR on simulated forward rates. In the first panel, we allow this simulation-generated
combination to be scaled up. In the second panel, we do not allow scaling. Realized excess returns (RXR) are calculated over 3mo and lyr holding
periods. T Data moments for the 10yr return require 9yr yields. These yields are in our dataset 8/1971-12/2005. For the earlier part of the sample
we interpolate the 9yr yield linearly between the 5yr and the 10yr.

Forecasting Excess Returns

Moment  Unconstrained Full model w/o TIPS Constant z Constant ¢ Constant zt
3-month 3yr RXR .049 .030 .029 .030 .029 N/A
holding period | 10yr RXR .050 .031 .027 .031 .023 N/A
1-year 3yr RXR 184 .146 141 .146 134 N/A
holding period | 10yr RXR .194f 172 150 171 129 N/A

Forecasting Excess Returns: No scaling

Moment  Unconstrained Full model w/o TIPS Constant z Constant ¢ Constant 2t
3-month 3yr RXR .049 .029 .024 .029 .028 .000
holding period | 10yr RXR .050 .017 .017 .017 .017 .000
1-year 3yr RXR .180 124 139 124 134 .000
holding period | 10yr RXR .214T .056 .070 .055 .071 .000
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