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The incidence of trade costs matters more than their level for most issues of regional

specialization, welfare and policy. Neglected properties of structural gravity are used here to

calculate theoretically consistent incidence measures of trade costs for Canada’s provinces,

1992-2003. Canada’s trade has been the focus of a prominent literature that draws wide

implications for economic geography from Canada’s physical geography, sharp regional dif-

ferences and high quality bilateral shipments data. We add to this literature new methods

and new empirical lessons. Most strikingly, sellers’ incidence is falling despite constant bi-

lateral trade costs.

Outward multilateral resistance measures the average general equilibrium sellers’ inci-

dence of bilateral trade costs.1 It is as if each seller in a province pays a single trade cost

to take his goods to a single world market for each good. Inward multilateral resistance

measures the general equilibrium buyers’ incidence of trade costs in a province, as if buyers

purchased from a single world market. Multilateral resistance contrasts with the partial

equilibrium market access and supplier access variables that have been used in the economic

geography literature2 to summarize the effect of bilateral trade costs. These do not measure

incidence, do not aggregate consistently, and our results show that they are weakly and

sometimes negatively correlated with multilateral resistance.

Constructed Home Bias (CHB) indexes are calculated using multilateral resistances.

CHB’s measure a province’s predicted trade with itself relative to what it would be in a

frictionless world. Another innovation decomposes overall outward multilateral resistance

into domestic and international components. The Domestic Trade Cost index for sellers

gives the outward multilateral resistance they face on sales within Canada, as if each provin-

cial seller shipped to a single Canadian market, along selling to markets in the outside world.

Bilateral trade costs are calculated based on disaggregated gravity estimation. Distance

and border effects on trade costs vary widely by commodity in patterns that make intuitive

sense. Our gravity regressions fit well and are reasonably stable over time, the same proper-

1Anderson (2008), following Anderson and van Wincoop (2004).
2See for example Redding and Venables (2004).
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ties that have legitimized the aggregate gravity literature.3 Our results indicate downward

bias in previous, mostly aggregate, gravity estimates of border effects such as Anderson and

van Wincoop (2003).4

Outward multilateral resistance is always larger than inward multilateral resistance, on

average about 5 times larger. This striking regularity is because of specialization, as ex-

plained below. Outward multilateral resistance varies widely across industries for a single

province and across provinces for a single product line. More remote regions face higher

sellers’ incidence and products likely to have high distribution margins have higher sellers’

incidence. Similarly, the constructed home bias indexes and the within-Canada domestic

trade cost indexes have sensible patterns of variation and magnitudes. Inward multilateral

resistance is relatively flat but higher in more remote regions.

Over time, outward multilateral resistance falls. This fall drives a dramatic 29%-86% fall

in Constructed Home Bias in Canadian provinces, 1992-2003. Gravity regressions typically

yield constant bilateral trade costs, a result echoed here, implying what some authors call

the ‘missing globalization puzzle’ (Coe, Subramanian and Tamarisa, 2002). A previously

unappreciated force of globalization changes multilateral resistance through specialization.

Effectively, specialization of production tends to reduce the total trade cost bill.

A local approximation of the real GDP effect of the changes in outward and inward

multilateral resistances reveals that all but Ontario gain, while Quebec gains least of the

rest and Northwest Territories and PEI gain most. Loosely speaking, globalization in this

sense appears to be equalizing regional incomes. Recognizing multilateral resistance changes

as isomorphic to Total Factor Productivity (TFP) changes,5 the magnitudes are large, more

than 1% per year for star provinces. For context, TFP measures for the US, 1995-2003 are

around 0.5% per year.

3Previous disaggregated gravity results in the literature indicating worse fit and unreasonable coefficients
appear to be due to failure to use fixed effects to control for multilateral resistance.

4The directional asymmetry of border effects reported in Bergstrand, Egger and Larch (2007) also appears
to be due to aggregation. We find no consistent evidence for directional asymmetry in disaggregated border
effects.

5See Anderson (2008) for full discussion.
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In contrast to the greater overall openness of provinces, Domestic Trade Cost indexes

for Canada’s provinces are constant over time. The intent of the Agreement on Internal

Trade (AIT) of 1995 was to reduce internal trade costs.6 We simulate how hypothetical

domestic cost reductions would affect overall trade cost indexes within Canada. A uniform

decrease in interprovincial trade costs promotes equality among the Canadian provinces and

territories: the gain from such policy for the more remote regions is bigger than the gain

for the more developed regions. Our simulations also suggest the possibility of ‘immiserizing

globalization’: a uniform fall in trade costs can harm the welfare of the ’core’ regions through

terms of trade effects that benefit sellers but hurt buyers.

The succeeding material outlines the conceptual base of the project in Section 1. Section

2 deals with the application methods and Section 3 describes the data used, with further

details in the appendix. Section 4 presents the results.

1 Conceptual Base

The economic theory of gravity7 is based on trade separability : two stage budgeting obtains in

both final demand and intermediate demand. The upper level general equilibrium determines

the value of production and the level of expenditure on each good in each region or country

while the lower level gravity equilibrium determines the allocation of supply and demand

across countries or regions for each class of goods, conditional on the values of production

and expenditure given from the upper level equilibrium.

Begin with definitions of variables. Let k denote a class of goods, let i denote a place

of origin and let j denote a place of destination. Let Xk
ij denote the value of shipments

at destination prices from i to j of good k. Further, let Ek
j denote the expenditure at

destination j on goods of class k from all origins, while Y k
i denotes the sales of goods at

destination prices from i in goods class k to all destinations. Expenditure levels, the E’s,

6Our econometric work finds no consistent evidence that the AIT can be picked out from other forces
that affect Canada’s trade.

7See Anderson and van Wincoop (2004).
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and sales levels, the Y ’s, are determined in the upper level general equilibrium. The budget

constraints (one for each destination’s total expenditure on each goods class) and the market

clearance equations (one for each goods class for goods from each origin) together with a

CES demand specification combine to yield the gravity model.

Let tkij ≥ 1 denote the variable trade cost factor on shipment of goods from i to j in class

k. σk is the elasticity of substitution parameter for goods class k. We abstract from fixed

costs because our econometric work will not be able to identify them.

The CES demand function (for either final or intermediate products) gives expenditure

on goods of class k shipped from origin i to destination j as:

Xk
ij = (βki p

∗k
i t

k
ij/P

k
j )(1−σk)Ek

j . (1)

Here, the value of shipments includes the trade costs while p∗i is the factory gate price and βki

is a CES share parameter. The price index is P k
j = [

∑
i(β

k
i p
∗k
i t

k
ij)

1−σk ]1/(1−σk), an implication

of the budget constraint.

Now impose market clearance: Y k
i =

∑
j(β

k
i p
∗k
i )1−σk(tkij/P

k
j )1−σkEk

j . Define Y k ≡
∑

i Y
k
i

and divide the preceding equation by Y k. In a world with globally common CES preferences,

the expenditure shares must effectively be generated by

(βki p
∗k
i Πk

i )
1−σk = Y k

i /Y
k, (2)

where Πk
i ≡

∑
j(t

k
ij/P

k
j )1−σkEk

j /Y
k The left hand side of (2) is a behavioral share equation

for the globally common CES preferences when all destinations face a common world price

p∗ki Πk
i because the price index is equal to one due to summing (2):

∑
i

(βki p
∗k
i Πk

i )
1−σk = 1. (3)

Then it is as if origin i ships good k to a single world market at average trade cost Πk
i .
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To complete the derivation of the structural gravity model, use (2) to substitute for βki p
∗k
i

in (1), the market clearance equation and the CES price index. Then:

Xk
ij =

Ek
j Y

k
i

Y k

(
tkij

P k
j Πk

i

)1−σk

(4)

(Πk
i )

1−σk =
∑
j

(
tkij
P k
j

)1−σk
Ek
j

Y k
(5)

(P k
j )1−σk =

∑
i

(
tkij
Πk
i

)1−σk

Y k
i

Y k
. (6)

Here, Πk
i denotes outward multilateral resistance. P k

j denotes inward multilateral resistance,

equivalent to the CES price index.

(4) leads to a useful quantification of home bias that summarizes the effect of all trade

costs acting to increase each province’s trade with itself above the frictionless benchmark.

Constructed Home Bias is given by

CHBk
i ≡

(
tii/Π

k
iP

k
i

)1−σk .

Constructed Home Bias is much more useful than a straight comparison of internal trade

costs tii across regions i. Two regions i and j with the same internal trade cost tii = tjj may

have quite different CHB’s because Πk
iP

k
i 6= Πk

jP
k
j .

1.1 Properties of Multilateral Resistance

Multilateral resistance indexes simultaneously decompose trade costs into their supply (out-

ward) and demand (inward) incidence while aggregating bilateral costs such that the general

equilibrium allocation at the upper level of budgeting is independent of the details of bilat-

eral allocation (under the hypothesis of trade separability). It is as if each province i shipped

its product k to a single world market facing supply side incidence of trade costs of Πk
i , while

each province j bought its goods k from a single world market facing demand side incidence
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of P k
j . This follow because if the actual set of bilateral trade costs were to be replaced by

t̃kij = P k
j Πk

i , all budget constraints and market clearance conditions would continue to hold,

so that no disturbance of the upper level general equilibrium would occur. See Anderson

(2008) for more discussion.

Added insight into gravity follows. The first ratio on the right hand side of (4) is the

volume predicted for frictionless trade. The second ratio contains the effects of trade costs,

directly and through their general equilibrium incidence. Viewed from the demand side, Πk
i

being the supply side incidence, tkij/Π
k
i is the bilateral demand side incidence and tkij/Π

k
iP

k
j

is the bilateral demand side incidence relative to the average incidence of such costs at j.

Since (5)-(6) solves for {Πk
i , P

k
j } only up to a scalar for each class k, an additional

restriction from a normalization is needed. For full general equilibrium, consistency between

upper and lower level equilibrium modules requires (3). Relative multilateral resistances

are what matters for the allocation across markets in conditional general equilibrium, so

alternative normalizations are admissible for convenience in computation or interpretation.

In the absence of information on βki p̃
k
i ’s, normalization through a units choice is natural:

P i
k = 1,∀k for some convenient reference country i. This is our procedure below.

Three propositions about the properties of multilateral resistance help explain our results.

Proofs are in Appendix D.

Proposition 1 Given σk > 1, if the trade frictions are uniform border barriers, the multi-

lateral resistances (inward and outward) are decreasing in the supply shares of economies and

increasing in the expenditure shares of economies. For given expenditure shares, multilateral

resistances are increasing in net import shares.8

Intuitively, in the conditional general equilibrium, the product of the factory gate price

and the supply side incidence of trade costs is lowered by larger supply share, by (2). Propo-

sition 1 gives a sufficient condition, uniform border barriers, for lower supply side incidence

to result from larger share. Our empirical results suggest that the intuition of Proposition 1

8The proposition extends that of Anderson and van Wincoop (2003), which deals with a the introduction
of a small uniform border barrier in a one good balanced trade economy for which P j = Πj .
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may apply more generally. Proposition 1 also states that the larger the expenditure share, all

else equal, the larger is inward multilateral resistance. General equilibrium links the outward

and inward multilateral resistances together.

Next, we extract a formal property that sheds light on our finding that outward multi-

lateral resistance exceeds inward.

Proposition 2 If regions have equal sized supplies and expenditures and bilaterally sym-

metric trade costs, then increases in supply from low trade cost regions raise outward multi-

lateral resistance above inward.

The comparative statics of multilateral resistance with respect to supply and expenditure

shares shed still more insight on our empirical results. Differentiate (5)-(6) with respect to

the shares at constant bilateral trade costs {tij}. The share changes are exogenous to the

multilateral resistances in conditional general equilibrium. The changes in the expenditure

shares reflect response to price changes, possibly lagged, or changes in tastes (for final goods)

or technology (for intermediate goods). The changes in the supply shares reflect response to

price changes, possibly lagged or changes in technology or endowments.

Now impose Assumption M : shares change to reduce multilateral resistance. Assumption

M expresses the intuitively plausible force of shipment bill minimizing adjustment of shares,

reallocating both supply and demand at given costs of shipment to and from an ‘as if’ unified

world market.9

Proposition 3 If Assumption M holds, Constructed Home Bias falls on average.

Individual CHB’s may rise, but the proof of Proposition 3 indicates that this will be

under special conditions. Discussion following the proof helps interpret our empirical find-

ing that P ’s are constant over time while Π’s fall driven by specialization. In full general

equilibrium, economizing occurs on many more margins than trade costs, the multilateral

resistances are determined simultaneously with the shares, and there is no guarantee that

Assumption M will be met.10 Our results suggest that it is met.

9No single actor minimizes, but rather the invisible hand of market forces.
10Literally minimizing multilateral resistance with respect to shares subject to the adding up constraint on
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1.2 Domestic vs. International Incidence

Economic geography is usefully enriched by decompositions of multilateral resistance focused

on key features of geography. Here we focus on the domestic vs. the international supply

side incidence of trade costs. The focus on the supply side is justified by the primacy of

producer interests and the much bigger magnitude and intertemporal variation of supply

side incidence, while the focus on domestic vs. international incidence is important for

countries like Canada with sharp regional differences.

We define the uniform domestic trade cost for inter-provincial trade that preserves each

province’s shipments to Canada as a whole, and thus each province’s shipments to the world

as a whole. Complementary to this we define the uniform external trade cost that preserves

each province’s shipments to the outside world. These are the two components of outward

multilateral resistance. Very similar methods can generate the decomposition of inward

multilateral resistance.

Consider a generic product shipped from i to j within Canada, temporarily deleting the

k superscript for simplicity. The gravity equation tells us that

Y
Xij

Yi
= Ej(

tij
ΠiPj

)1−σ (7)

where Y is world trade. The aggregate volume shipped from i to locations within Canada

divided by i’s market share is solved from

ȲiC =
∑
j∈C

Ej(
tij

ΠiPj
)1−σ. (8)

On the left hand side of (8) is the fitted volume of trade from i to locations within Canada,

all divided by i’s market share. On the right hand side is the formula that gives this volume

summing equation (7).

shares will generally result in corner solutions. But because share changes affect marginal costs and benefits
on margins other than trade costs, these ‘frictions’ prevent the corners from being reached.
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The theoretical uniform trade cost is calculated with two steps. The first step is a partial

equilibrium calculation that takes the MR’s as given. The uniform domestic trade cost solves

ȲiC =
∑
j∈C

Ej(
tiC

ΠiPj
)1−σ. (9)

This single equation can be solved for tkiC for each province i and sector k. tkiC is recognized as

the supply side incidence of domestic shipment costs using the same reasoning that identifies

outward multilateral resistance on shipments to all locations as supply side incidence to a

world market. Denoting tkiC as Πk
iC :

Πk
iC = Πk

i

(∑
j∈C

(P k
j )σk−1

Ek
j Y

k
i /Y

k∑
j∈C X̃

k
ij

)1/(σk−1)

. (10)

Here X̃ denotes the fitted value of X. The fitted value of internal trade being larger than

the frictionless value, the term multiplying Πk
i should ordinarily be less than one, satisfying

the intuitive property that the supply side incidence on domestic sales is larger than the

incidence on all sales. Solidifying intuition, note that the expression on the right-hand-side

of equation (10) simplifies to Πk
i when aggregation is across all locations in the world instead

of just across the regions within Canada.

The same logic as in (10) yields the supply side incidence on external trade:

Πk
iC̄ = Πk

i

∑
j∈C̄

(P k
j )σk−1

Ek
j Y

k
i /Y

k∑
j∈C̄ X̃

k
ij

1/(σk−1)

. (11)

Here, C̄ denotes destinations not in Canada. Ordinarily Πk
iC̄
> Πk

i .

The general equilibrium solution is to solve for the Πk
iC ’s simultaneously with the MR

system for sector k. For each i ∈ C, (9) combines with the system of equations for MR’s to

simultaneously solve for the Πk
iC ’s and the new MR’s.11

11In the setup above, tii is part of the tiC . An alternative computation, the one actually used in our
results, keeps tii at its original value and imposes a uniform cost for interprovincial trade. Then in the
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The method of aggregation and decomposition in this section is very general and has many

applications. Our methodology can be adapted to decompose incidence of different trade

cost component, for example the portion of trade cost incidence due to distance vs. other

causes, and so forth. The method allows for trade cost aggregation for any specific region of

interest. We focused on the domestic vs. external trade costs for Canada’s provinces, but

the same logic can be applied to construct regional trade costs for the European union, for

example.

2 Application Methods

The structural gravity model (4), after dividing through by Ek
j Y

k
i , can be estimated using

fixed effects to control for multilateral resistance and using proxies for bilateral trade cost

such as distance and borders. Estimates of multilateral resistance will be calculated from

(5)-(6) based on the estimated tij’s, the remainder of the estimated fixed effect being assigned

to other sources of regional fixed effects.

The proposed research will conclude with an investigation of the patterns of multilateral

resistance, addressing cross-commodity and cross-region variation. Plausibly, trade costs

and multilateral resistance vary across goods and regions in richly informative ways. Some

regions can be anticipated to have systematically higher multilateral resistance, while some

commodities are expected to have lower multilateral resistance. But the cross-commodity

pattern may differ over regions in such a way as to powerfully affect the efficient patterns of

production.

Theory provides some guidance. Our results give only mixed support to the pattern

of Proposition 1, presumably due to the much more complex pattern of trade costs. But

Proposition 2 is confirmed by the data.

The application description is completed by putting structure on the unobservable trade

preceding steps, tiC is defined as above for all i 6= j; i, j ∈ C while all other tij ’s remain unchanged: those
inside Canadian provinces and those for all trade that is not interprovincial.

10



costs and error terms. Freight rates and tariffs can be observed with measurement error.

The unobservable costs are assumed to be related to observable z’s, indexed by h. Trade

costs are assumed to be given by

ln tkij =
∑
h

γkhz
k
ij(h) (12)

The z’s include variables such as the log of bilateral distance, contiguous borders, and the

presence or absence of a provincial or international border. Some z variables are questionably

exogenous, such as freight rates or tariffs. See Anderson and van Wincoop (2004) for more

discussion of the specification of (12). With panel estimation in which observations are taken

over time as well as trade partners, the presence or absence of the AIT enters as a dummy

variable in the list of the z’s.

The econometric model is completed by substituting (12) for tij, then expanding the

gravity equation with a multiplicative error term. The structural model implies that size-

adjusted trade is the natural dependent variable in the gravity regression:

Xk
ij/Y

k
i E

k
j =

1

Y k

(
tkij

Πk
iP

k
j

)1−σk

εkij (13)

where εkij is the error term. This form tends to control for heteroskedasticity in the error

term. The unobservable multilateral resistance terms are proxied by directional fixed effects

for each region. The final step in getting an operational econometric model is to translate

(13) into a logarithmic form and to substitute for the observable trade costs to get:

ln

(
Xk
ij

Y k
i

)
= α0 + α1LNDISTij + α2CB PROV PROVij + α3CB PROV STATEij +

+ α4CAN USAij + α5USA CANij + α6CAN ROW + α7SMCTRYij +

+ α8ln(Πk
i )

(1−σk) + α9ln(P k
j )(1−σk) + εkij, (14)

where: LNDISTij is the logarithm of bilateral distance between trading partners i and j.
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Motivated by Brown and Anderson (2002), who find that provinces and states that share

a common border tend to have higher levels of trade, we introduce two variable in order

to capture contiguity: CB PROV PROVij is a dummy variable equal to one if the two

trading partners are provinces and they share a common border, and CB PROV STATEij

is a dummy variable that reflects the presence of contiguous border between two trading

partners when one of them is a province and the other is a state. Using aggregate cross

section data Bergstrand et al (2007) find that the border effect between Canada and the

US is not symmetric. Motivated by their results we use three dummy variables to account

for a Canadian border: CAN USAij is equal to one when a province exports to a state,

USA CANij is equal to one when a state exports to a province, and CAN ROWij captures

the border between Canada and the rest of the world for any direction of trade flows. Finally,

SMCTRYij takes a value of one for internal trade, e.g. when a province trades with itself.

Our dependent variable deviates from the specification in (13) because, due to lack of data

on total imports of individual states, we were not able to construct expenditures at the state

level. Therefore the effect of the missing expenditures in our specification is picked up by

the directional fixed effects, which we also use to control for multilateral resistance.

We use directional fixed effects OLS with robust standard errors to consistently estimate

Equation (14) for each commodity and each year in our sample. We defer until the end of

Section 4.1 a discussion of the possible bias in estimation due to selection effects. Then,

employing Equation (12), we construct bilateral trade costs from the gravity estimates.

Multilateral resistance variables are computed using the estimated t’s in (4)-(6) along

with a normalization. We set Alberta’s inward multilateral resistances to be equal to one

for each good, (P k
AB)1−σk = 1. Thus, for each year and product, multilateral resistances

for all other provinces and territories are relative to the inward multilateral resistances of

Alberta for the corresponding year and commodity. Relative multilateral resistances are

what matters for resource allocation in general equilibrium.

One final issue with the data must be resolved to calculate multilateral resistances. To

12



solve (4)-(6) we need data on individual state expenditures at the commodity level, which,

unfortunately, we cannot construct due to lack of data on total US state imports. The

problem is resolved as follows. We aggregate to the US level for calculating multilateral

resistances for Canadian provinces. Thus, the inputs needed to solve the multilateral resis-

tances system are the provincial outputs and expenditures, the US output and expenditure

and the ROW output and expenditure along with the bilateral trade costs. The original

bilateral trade costs come from gravity equations that give province to individual US state

bilateral trade costs. These costs must be aggregated consistently to form the appropriate

US to province bilateral trade costs for the multilateral resistance calculations. We form an

aggregate bilateral trade cost from each Canadian province to the US (aggregate), from the

US (aggregate) to each Canadian province as follows. The generic commodity ships from

Canadian province i to US state j with trade cost (from gravity) given by tij. The average

bilateral trade cost to the US from province j is given by:

t̄1−σi,US =
∑
j∈US

wijt
1−σ
ij ,

where wij = Xij/
∑

j∈US Xij. The average bilateral trade cost from the US to Canadian

province i is given by:

t̄1−σUS,i =
∑
j∈US

wjit
1−σ
ji ,

where wji = Xji/
∑

j∈US Xji. The last step in setting the system (4)-(6) in operational form

is to aggregate trade costs from the US (aggregate) to ROW, and from ROW to the the US

(aggregate). We follow the same procedure and define the aggregate trade cost from the US

to the rest of the world as:

t̄1−σUS,ROW =
∑
j∈US

wj,ROW t
1−σ
j,ROW ,

where wj,ROW = Xj,ROW/
∑

j∈US Xj,ROW . Finally, aggregate costs from ROW to the the US
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(aggregate) are defined as:

t̄1−σROW,US =
∑
j∈US

wROW,jt
1−σ
ROW,j,

where wROW,j = XROW,j/
∑

j∈US XROW,j. After aggregating the US costs, we are able to

solve (4)-(6) for the inward and outward multilateral resistances at the commodity level

for each province and territory, the US as a whole, and the rest of the world. Before we

provide and analyze our results, we discuss several refinements of the estimation approach

and procedures and we describe the data.

3 Data Description

This study covers trade during 1992-2003 where trading partners include all Canadian

provinces and territories,12 the fifty US states and the District of Columbia, and the rest of

the world (ROW), which we define as an aggregated region consisting of all other countries.

Data availability allowed us to investigate 19 commodities.13 In order to estimate gravity

and calculate multilateral resistances, we use industry level data on bilateral trade flows,

output, and expenditures for each trading partner all measured in current Canadian dollars

for the corresponding year. In addition, we use data on bilateral distances, population, con-

tiguous borders, and the presence or absence of provincial or international borders. Lastly,

we generate a dummy variable to explore the effects the Agreement on Internal Trade (AIT),

effective since July 1, 1995, on trade flows and trade costs within Canada.

12We treat Northwest Territories and Nunavut as one unit, even though they are separate since April 1,
1999.

13Commodity selection is based on (but is not completely identical to) the S-level of aggregation as classified
in the Statistics Canada’s Hierarchical Structure of the I-O Commodity Classification (Revised: January 3,
2007). The 19 commodity categories include: Agriculture (crop and animal production); Mineral Fuels
(coal, natural gas, oil); Food; Leather, Rubber and Plastic Products; Textile Products; Hosiery, Clothing
and Accessories; Lumber and Wood Products; Furniture, Mattresses and Lamps; Wood Pulp, Paper and
Paper Products; Printing and Publishing; Primary Metal Products; Fabricated Metal Products; Machinery;
Motor Vehicles, Transportation Equipment and Parts; Electrical, Electronic, and Communications Products;
Non-metallic Mineral Products; Petroleum and Coal Products; Chemicals, Pharmaceutical, and Chemical
Products; Miscellaneous Manufactured Products.
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4 Results

We begin with the results of estimating gravity equation (14) for each year and commodity

in our sample. Then we calculate and analyze inward and outward multilateral resistances

by province, commodity and year. Next, we present constructed home bias indexes over

provinces and time. These indicate a significant fall in home bias associated with trade-cost

reducing effects of specialization. A crude measure of the real GDP gains that result is

calculated over 1992-2003. Next, we present the domestic trade cost component of outward

multilateral resistance, the average incidence facing provincial sellers within Canada. Finally,

we provide assessments of the effects of the Agreement on Internal Trade, and perform

counterfactual experiments to gauge how hypothetical cost reductions from AIT would affect

domestic trade cost indexes within Canada.

4.1 Gravity Results

Our gravity coefficient estimates vary significantly across commodities and are relatively

stable over time.14 Thus the values in Table 2 are calculated as the average of our estimates

over time weighted by the yearly trade share for each commodity in the sample.15

The coefficient on distance is always negative and significant with an average value of

-1.51 (std.err. 0.362). There is significant variability in the effect of distance on trade across

different commodities, displayed in column (2) of Table 2 in Appendix A. Distance is a bigger

obstacle to trade for commodities such as Agricultural Products and Petroleum and Coal

Products, while a lesser obstacle for commodities such as Electrical Products and Hosiery

and Clothing. Transportation costs are the natural explanation.

14The only exception is the distance coefficient for Fuels, which is relatively unstable over the years.
The economic theory of gravity (Anderson and van Wincoop, 2004) implies that gravity regressions pick
up relative trade costs in a cross section, and cannot reflect changes in the level. Compression of trade
costs could occur over time as external trade costs fall relative to internal ones, but this force is apparently
absent. The effect of the fall in the level of trade costs might also be picked up by time-and-region dummy
variables in the gravity model. (Unfortunately these can also reflect forces other than trade costs, such as
scale economies, nonhomothetic preferences or other size related unobservable variables.) Our results do not
reveal any systematic decline in trade cost levels over time via this channel.

15Estimation results for individual commodities and each year are available upon request.
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Contiguity matters, especially when the common border is between a province and a

state. Column (4) of Table 2 presents evidence supporting the argument in Brown and

Anderson (2002) that contiguous provinces and states trade more with each other.16 This

should not be surprising since almost all provinces are contiguous to at least one US state,

and this is likely to be a major trade partner as well. Fuels is the only commodity category

for which the coefficient on the dummy variable capturing contiguity between provinces and

states is consistently not significant. There is weak evidence in support of a negative, often

significant relationship between interprovincial contiguity and trade shown in column (3)

of Table 2.17 The value of the coefficient on the interprovincial contiguity dummy variable

varies across commodities and the effect is strongest for Lumber and Wood Products and

Wood Pulp and Paper Products.

The international border has a big depressing effect on trade. The estimation results

in columns (5), (6), and (7) of Table 2 show that the Canadian border effect is large and

varies widely across commodities. We do not find any clear evidence in support of symmetric

or asymmetric border effects between Canada and US.18 Directional border effects between

Canada and US are unstable over time, which we interpret to mean that they are not

separately identified in the data. Imposing a symmetric border effect results in relatively

stable, large border coefficients between Canada and US. We use symmetric border estimates

to construct multilateral resistances and related measures.

The border between Canada and the rest of the world appears to be smaller than that

with the US and fairly stable over time. One explanation for the first result is that the

effects of contiguity and border are being confounded for the US-Canada border. Treating

16As suggested by Brown and Anderson (2002), breaking the contiguity dummy variable into two is
important. Estimation results, available upon request, with a single common border dummy variable show
no significant effects of contiguity on trade, which should not be surprising in the light of our findings that
contiguity between provinces and contiguity between provinces and states work in opposite directions.

17Fuels are an exception.
18Estimation results at the commodity level show that even when the same commodity is considered, the

relationship between the border coefficient when Canada is the exporter and the corresponding coefficient
when US is the exporter varies over time. For example, the coefficient on CAN USA for Printing and
Publishing Products in 1995, 1999, and 2002 is significantly smaller than the corresponding coefficient on
USA CAN for the same years, while the relationship is reversed for the rest of the years in our sample.
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the net border effect between Canada and the US as the sum of the coefficients on the US-

Canada border variable(s) and the dummy for contiguous provinces and states still leaves

the US-Canada border effect smaller.

It is possible that aggregation (a feature of almost all gravity investigations) biases gravity

estimates. Anderson and van Wincoop (2004) provide an extensive discussion of aggregation

bias in gravity estimation, setting out forces pushing in either direction, and concluding that

no theoretical presumption can be created.

To investigate aggregation bias, we perform several experiments. We start by estimating

the gravity equation using data on aggregate trade flows and output obtained by summing

up commodity level values for each province and state.19 Estimation results for the last six

years in our sample are reported in Table 1 of Appendix A.20 Distance coefficients vary by

commodity in Table 2 but look like averaging out to the level in Table 1. Aggregate border

effects are in contrast significantly lower than the average border effects estimated with

commodity level data. Aggregated data also reveal that the border dummy CA US, which

indicates that the direction of the trade flow is from provinces to states, loses significance.

Our findings suggest that the asymmetry in the border effects found by Bergstrand, Egger

and Larch (2007) is weakly identified.

The border effects reported here are mostly larger than those inferred from aggregate

trade flow data in Anderson and van Wincoop (2003). It is similarly notable that the

distance elasticities reported in Table 2 are mostly twice as large as those inferred from

aggregate data in Anderson and van Wincoop (2003). Much of the difference is explained

by differences in data: our commodity aggregations are less comprehensive.

Aggregated border effect estimates move closer to those from McCallum (1995) and

Anderson and van Wincoop (2004) by keeping only the 30 states and 10 provinces employed

19It should be noted that the estimates obtained by aggregating our data will not be identical to estimates
obtained with aggregated data from government agencies. One reason is that data for some products such as
tobacco and alcoholic beverages is often not reported at the commodity level but included in the aggregate
statistics.

20Results for the first six years in the sample are very similar to the ones presented and are available upon
request.
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in their estimations and by combining the two border dummies between US and Canada into

one. The new, aggregated border effects estimates are less than a third of the average border

effects for some individual products. A possible explanation could be that international trade

flows data is reported at the first destination of shipments and, therefore, one would expect

that reported trade between border states and provinces will be more intense than it actually

is. Such bias is partially corrected for by dropping the remote states and provinces to match

the sample from McCallum (1995). An additional experiment drops Agricultural products

and Fuels out of the sample. The resulting border effects estimated with aggregated data are

consistently lower than the corresponding coefficients obtained with commodity level data.

Overall, our tests and experiments imply that aggregation biases border effect estimates

downward.

Finally, we look for province level border effects with the coefficient of the variable SM-

CTRY to find no empirical evidence that internal provincial trade is higher or lower than

interprovincial and international trade.21 Three commodities constitute exceptions: Internal

provincial trade is significantly higher in the case of Printing and Publishing Products for

the years before 1996. The effect is largest in 1992 and gradually decreases in magnitude

to become insignificant in 1996. Food Products and Petroleum and Coal Products are the

other two commodity categories for which the coefficients on the dummy variables for inter-

nal trade are consistently significant. In both cases, the coefficients are negative. In the case

of Food Products, the coefficient gains significance in 1996 and is relatively stable over time.

The coefficient for Petroleum and Coal Products gains significance in 1995 and increases in

magnitude since then. The most plausible explanation is that the functional form for trade

costs imposed in (12) is inaccurate for Petroleum and Coal Products and increasingly so with

Alberta’s resource boom. For comparability of results over commodities we have elected to

keep the common form of trade costs in this report.

The large and varying border effects as we disaggregate raises the question of how be-

21In contrast, Wolf (2000) found evidence of US state border effects using aggregate shipments data.
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lievable are the results. The main contribution of our paper, the calculation of multilateral

resistance and its implications, is rather robust to variations in the gravity estimation that

change the gravity coefficients because multilateral resistance is normalized, but this is still

an important question.

The good fit and relative stability of coefficients over time (once symmetric border effects

are imposed) argue that the gravity regression picks up a genuine statistical regularity, while

the economic theory of gravity assigns economic significance to those coefficients. These

properties have legitimized the empirical gravity literature based on aggregate data, so we

think they legitimize our disaggregated results. Large magnitudes have three explanations.

First, trade costs really are large. Second, what we call “trade costs” may reflect home bias

in preferences. Our approach assumes common preferences and so identifies variations in

consumption patterns with relative price differences due to trade costs. There is no way in

a pure gravity setting to decompose the two forces. Third, fixed costs of exporting impose

a selection effect that recent research emphasizes. Our estimates of variable trade costs are

probably biased upward by our inability to control for selection due to the nature of the

data.

Helpman, Melitz and Rubinstein (2008) develop a formal model of selection. Potential

exporters must absorb fixed costs to enter a market, screening out the less productive ones.

The HMR technique requires an exogenous variable that enters selection but is excluded

from determination of the volume of trade. In their cross country case, common religion

was the excluded variable, but in our state and province based data set there is no plausible

variable that differs across the observations.

Santos Silva and Tenreyro (2007) argue that the truncation of trade flows at zero bi-

ases the standard loglinear OLS approach. They propose an alternative Poisson Pseudo-

Maximum Likelihood (PPML) estimator. Our PPML estimates lower the effects of distance

and borders. We use OLS estimates here based on Martinez-Zarzoso, Nowak-Lehmann and

Volmer (2007), who argue that the PPML estimator is outperformed by OLS.
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4.2 Multilateral Resistance Results

Inward and outward multilateral resistance indexes are calculated by solving system (5)-(6),

normalized by setting the inward multilateral resistances for Alberta equal to one.22

For the purposes of describing multilateral resistance over time, it seems desirable to

have a time-invariant normalization, resembling the use of CPI or GDP deflators to convert

current prices to base year prices.23 The procedure we adopt is to convert Alberta’s current

inward multilateral resistance into base year Alberta multilateral resistance.24 Thus, initially

we calculate MR’s for each commodity with PA(t) = 1 for each year t. This yields for each

commodity a set {Pi(t),Πi(t)} for each region i and year t. We aggregate the commodity

level MR’s to form the provincial MR’s. To convert them to intertemporally comparable

values, we construct an inflator variable for Alberta, drawn from province level CPI’s (for

goods only, excluding services). The inflator is equal to πA(t) = CPIA(t)/CPIA(1992). The

new set of ‘time-consistent’ MR’s is {πA(t)Pi(t), (1/πA(t))Πi(t)}. Conceptually, any region’s

inward MR is converted to a 1992 dollars Alberta equivalent. For example, Pi(t)/PA(t) is

replaced by Pi(t)/PA(1992). The scale of outward MR’s is inversely related to the scaling of

inward MR’s due to the structure of (5)-(6), so outward MR’s are also interpreted as being in

22Mechanically, we solve system (5)-(6) for the power transforms {(Πk
i )1−σk , (P kj )1−σk}. To obtain

{(Πk
i ), (P kj )}, we use our own estimates of elasticity of substitution at the commodity level based on country

level data. The theory calls for valuing shipments at delivered prices while our data is at FOB prices. Gravity
coefficients are unbiased by this practice because the fixed effects control for effect of the measurement error
on the gravity equation. In contrast, the MR estimates could be biased if the measurement errors in the
shares Y ik/Yk and Ejk/Yk are correlated with the calculated trade costs tkij . The alternative procedure is to
use transport cost markups to value shipments at CIF prices. These markups are well-known to be full of
measurement error as well, so there is no ideal procedure.

23Within each year, only relative multilateral resistances have allocation consequences.
24The IMR values in principle are comparable to price indexes, and in particular their variation across

provinces might be expected to reflect variation in consumer (or user) price indexes across provinces. The
IMR’s have more variation than CPI’s, and they only loosely track variations in consumer price indexes. The
difference does not necessarily indicate problems with our approach of calculating IMR’s. The difference has
a number of explanations. First, the inward incidence of trade costs probably falls on intermediate goods
users in a way that does not show up in measured prices. Second, the production weighted IMR’s are not
really conceptually comparable to the consumer price indexes of final goods baskets. Third, home bias in
preferences may be indicated by our results. Home bias in preferences results in attributions to ‘trade costs’
that cannot show up in prices. But fourth, the IMR’s are no doubt are subject to measurement error and
are based on a CES model that itself may be mis-specified. We think it is premature to adopt this negative
interpretation that vitiates our approach.
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1992 Alberta dollars. The undeflated series shows essentially flat inward MR’s and declining

outward MR’s while the CPI deflated series has upward trend in inward MR’s and amplified

downward trend in outward MR’s.

We find significant variation, within reasonable bounds, in IMR’s across provinces and

territories for a single product, and across commodity lines for a given province or territory.

For brevity we concentrate on IMR’s aggregated over goods as they vary across provinces

and territories. Commodity level results are summarized in Appendix C. We present point

estimates of MR’s only, but the MR’s are generally rather precisely estimated.25

Table 3 from Appendix A summarizes the evolution over time of IMR’s by province and

territory across all product lines.26 The values in each table are the yearly average inward

multilateral resistances for each province across all goods weighted by the provincial expen-

diture share on each commodity. Overall, the values of uninflated IMRs are stable over time.

They are significantly different across provinces, and the pattern of IMR variation makes

good intuitive sense. More ’remote’ regions, geographically and in terms of industry concen-

tration, face larger buyers’ incidence: The Northwest Territories (NT)(including Nunavut),

the Yukon Territories (YT), and Newfoundland and Labrador (YT) are consistently among

the regions with largest IMR indexes. In contrast, Ontario (ON) and Quebec (QC) are

consistently among the regions with lowest buyers’ incidence.

Alberta is representative of our results.27 Inward trade costs for most commodity cat-

egories puts Alberta somewhere in the middle as compared to the high-costs NT, YT, and

NL on the one hand, and the low-costs ON and QC on the other. There are, however, a

few expected exceptions. Alberta has very low relative IMR indexes for several commodity

categories including Agricultural Products, Fuels, Mineral Products, Petroleum and Coal

Products, and Chemical Products. Given Alberta’s fuels resources, it should be no surprise

25In work available on request, we constructed standard errors of MR’s by bootstrapping the constructed
bilateral trade costs from our regression model. The standard deviations relative to the means averaged 7%
for IMR’s and 15% for OMR’s. The maximum ratio for IMR’s was 35% and for OMR’s was 42%.

26Individual figures presenting the variation of internal multilateral resistance across regions are available
upon request.

27This made Alberta our choice for normalization.
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that the inward trade costs for Fuels and Petroleum and Coal Products are relatively low.

The low inward multilateral resistance for Agricultural Products should also be expected

given that Alberta is one of the biggest agricultural producing provinces in Canada. Chemi-

cal Products is another industry where Alberta has low inward multilateral resistance index,

higher only than the corresponding indexes for Ontario and Quebec. Once again, this re-

sult is driven by the fact that, along with ON and QC, Alberta dominates production in

this industry, especially when Petrochemicals and Synthetic Resins are considered. Finally,

Alberta has the fourth lowest inward trade cost for Mineral Products, which reflects the

province’s fourth place, after Ontario, Quebec, and British Columbia, in terms of output

share in in this industry.

Outward multilateral resistances are considerably larger than the inward multilateral

resistances. This is a striking regularity. The reason is that specialization effectively makes

supply less elastic than demand. Supply shares tend to be higher for low trade cost sellers

(due to upper level general equilibrium forces, all else equal) and this force is more powerful

than than the analogous expenditure share force. See Proposition 2 for formal insight.28

The OMR’s vary widely across industries for a single province and across provinces for

a single product line. The pattern of variation makes good sense for the most part. We

summarize our findings about the patterns of OMR variation across commodity categories

in Appendix C. We summarize our findings about the variation of aggregated OMR’s across

provinces in Table 4. This time, we use commodity shipment shares as weights in order to

calculate the average OMRs for each province or territory across all goods. More remote re-

gions face larger sellers’ incidence: Yukon Territories (YT), and Newfoundland and Labrador

(NL) are consistently the two regions with largest outward multilateral resistance indexes,

while Ontario (ON) and Quebec (QC) are always among the regions with lowest outward

28The large OMR’s may at first appear implausible, since they may appear to imply large relative factor
price differences between regions for immobile factors. But this is not a necessary implication because the
large amount of regional specialization allows substantial factor price equality to coexist with large differences
in OMR’s. Note that our method in principle allows the construction of a Πk

i for a province i that produces
no k.
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trade costs. The explanation is the combination of remote vs. central geographical location

and low vs. high industry concentration in these regions.

Northwest Territories (NT)(including Nunavut), British Columbia, and Alberta are among

the regions with low outward multilateral resistances. In the case of the Northwest Territo-

ries, this result is driven by the fact that Fuels, which take more than 70% of NT’s shipments,

are a commodity category with relatively low outward trade cost. Fuels also explain the low

OMR values for Alberta. Finally, British Columbia has very low relative outward multilat-

eral resistances for some commodity categories such as Food, Leather, Rubber, and Plastic

Products, Printing and Publishing, Fabricated Metals, and Machinery, which represent the

leading manufacturing industries in the province.

The pattern suggested by Proposition 1 holds up strikingly well in our data when applied

to OMR’s: they are significantly decreasing in output shares and increasing in expenditure

shares in regressions run at the product or province level. Tables 5 and 6 illustrate our results

at the province level:29 All coefficients on output shares are negative and significant,30 while

all coefficients on expenditure shares are positive and significant at any level.

In contrast, the sign pattern is sometimes reversed for IMR’s: Our regressions indicate a

mixed relationship between IMR’s and output and expenditure shares at the province level.

As can be seen from Tables 7 and 8, IMRs and output shares are positively and significantly

related for most of the provinces and negatively related for the remote regions such as NL,

NT, and YT. Similarly, the coefficients on expenditure shares are negative for most regions

with the exception of NL, NT, YT, and PE. What seems to explain this pattern is that for

given Π’s the P ’s are inversely related to the Π’s by (6). Most of the incidence of trade costs

falls on the Π’s and this incidence is driven by the forces suggested by Proposition 1, hence

due to (6) these forces reverse sign in explaining the pattern of the P ’s.

Over time there is strong evidence of a decline in OMR’s. See Table (4). Since gravity

29To obtain these estimation results, we regress MR’s to the power of (1− σ) on output and expenditure
shares for each province in our sample.

30NT is the only province for which the output share coefficient is negative but not significant.
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coefficients are stable over time, we take the suggestion from Proposition 3 that the decline

in OMR’s is interpreted as driven by economizing on trade costs.

MR’s stand in sharp contrast to share-weighted Laspeyres indexes of bilateral trade

costs.31 In theory, share-weighted indexes are ’naive incidence’ measures that put all in-

cidence on alternately the seller or buyer. In practice, naive and MR incidence measures

are very significantly different. Share-weighted indexes are presented in Table 9 from Ap-

pendix A.32 Several properties stand out. First, share-weighted indexes vary across provinces

in a counter-intuitive way. For example the Yukon Territories are consistently among the

regions with lowest trade costs. Our methods yield more plausible rankings. Second, the

share-weighted index suggests that the ‘average’ incidence of the constant bilateral costs has

increased over time, while outward multilateral resistance decreases over time. Third, there is

unsystematic correlation between multilateral resistance and share-weighted indexes of bilat-

eral trade costs. OMR is weakly positively correlated with the corresponding share-weighted

indexes at the province level, shown in column 3 of Table 10. IMR has no systematic cor-

relation with its counterpart share-weighted index. Column 2 of Table 10 shows that IMR’s

and share-weighted trade costs are positively related for the remote regions, such as NL, NT,

SK, and YT, and negatively related for the more developed regions.

Constructed Home Bias captures the combined implications of gravity for home bias.

The calculation is based on (
tkii

Πk
iP

k
i

)1−σk

,

where tkii is the estimated from gravity internal trade cost for province or territory i and

commodity k relative to the smallest internal provincial trade cost for commodity k across

all provinces and territories.33 Recall that CHB is interpreted as the ratio of predicted

31Such measures have been used by Redding and Venables (2004), among others.
32The outward index in Table 9 is calculated as

∑
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k
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∑
k Y

k
i where T ki ≡

∑
j t
k
ijX

k
ij/Y

k
i . The inward

counterpart calculation is
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k
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∑
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k
ijX

k
ij/E

k
j .

33In most cases, the smallest internal provincial cost is the one in Prince Edward Island due to its small
size and, therefore, small internal distance.
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trade flows to predicted frictionless trade flows.34 Note that the normalization used to solve

system (4)-(6) does not play any role: CHB is independent of the normalization. Notice also

that CHB is independent of the elasticity of substitution because it is constructed using the

1−σk power transforms of t’s, Π’s and P ’s. The reported CHB values are calculated for each

province and territory as the weighted average of commodity level values of (tkii/Π
k
iP

k
i )1−σ.

Table 11 displays the variation and the evolution of CHB across the provinces and territo-

ries in our sample. Three properties stand out. First, the values are all big, there is massive

home bias in trade flows. Second, CHB is larger for more remote regions and smaller for

more developed regions. In each year, the Northwest Territories (NT), the Yukon Territories

(YT), and Newfoundland and Labrador (NL) are the three regions with highest CHB, while

Ontario (ON) and Quebec (QC) are the two provinces with lowest CHB. Third, most strik-

ingly, home bias falls over time. Table 11 shows that on average, each Canadian province

or territory experiences a relatively stable decrease in CHB over time. The last rows of

Table 11 report the percentage decrease (as a positive number) in CHB. There is a very

economically significant decrease in CHB for each province and territory except the Yukon

Territories.35 The decrease in CHB varies from 29% for British Columbia to 86% for the

Northwest Territories.

The dramatic fall in CHB’s reflects ‘globalization’, a fall in external (both international

and inter-provincial) trade costs relative to internal trade costs. The fall is not due to the

usual understanding of globalization because the fitted tij’s are nearly constant due to almost

constant gravity coefficients.36 Instead, the fall in home bias is due to the general equilibrium

effect of changes in production and expenditure shares on multilateral resistance. Neverthe-

34A complementary approach captures another aspect of the effect of time on trade flows via the residual
fixed effects, the difference between directional fixed effects and OMRs. Our results indicate no systematic
effect of time on home bias via this channel.

35This result is driven by the unexpectedly high CHB value for 2003, which is not in accordance with the
decrease in CHB for previous years.

36We also note that the residual fixed effects, the difference between the estimated fixed effects and the
calculated multilateral resistances, have no evident time series pattern. Thus our CHB fall contains all the
power of gravity to explain the fall in home bias.
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less, a fall in the level of trade costs37 could be causing the specialization in production over

time that drives the fall in constructed home bias.

Finally, the changes in OMR’s and IMR’s over the period 1992-2003 have sizable effects

on real GDP. We construct a crude approximation of real GDP changes as follows. Assume

for simplicity that no rent is associated with the trade barriers. Fix all the supply and

expenditure shares for a first order approximation to the change in real GDP by province.38

The real GDP change is given by the sum of the effects of OMR changes on sellers and

the effects of IMR changes on buyers (both final and intermediate). We use changes in the

undeflated (current Alberta prices) MR’s, but the measure we construct is invariant to the

normalization, as we explain below.

The gross effect of OMR changes on sellers from a particular province or territory is given

by a weighted average of the decreases in OMR’s in each product, where the weights are the

average shares of shipments of each product in the total provincial shipments for the period

1992-2003.39 Formally: ∑
i

∆OMRi,kWSwi,k,

where ∆OMRi,k is the percentage decrease (as a positive number) in the outward multilateral

resistances that each province k faces when shipping product i to the rest of the world,

including all other Canadian provinces and territories, and WSwi,k is the average product i’s

shipment share in province k’s shipments to the rest of the world for the period 1992-2003.

The gross effects on sellers are reported in column 2 of Table 12. They are positive across all

provinces and territories, except Ontario, and larger for the more remote regions and lower

for the more developed regions. The negative value for Ontario is driven by the fact that

over the period 1992-2003 there has been a significant increase in OMR’s for Transportation

37The level of trade cost is not identifiable from gravity because size-adjusted trade is invariant to equipro-
portionate reductions in bilateral trade costs.

38A full general equilibrium treatment requires specifying the upper level supply and expenditure allocation
processes, while treating rents requires marginal dead weight loss calculations.

39We also experiment by using the 1992 shares of shipments of each product in the total provincial
shipments and the results are very similar to the ones discussed here.
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Products, which account for a significant portion of Ontario’s shipments. The increase in

OMR’s can be explained in part by the world wide intensified competition in the motor

vehicle market.

The gross effect of IMR changes on buyers (including intermediate input buyers) is given

by: ∑
i

∆IMRi,kWDi,k,

where ∆IMRi,k is the percentage decrease in the trade costs faced by buyers in province

k from 1992-2003, and WDi,k is product i’s expenditure share in province k’s total expen-

diture. Gross effects on provincial buyers are reported in column 3 of Table 12. Buyers

in most provinces gain modestly. The two exceptions are Northwest Territories and Que-

bec. Columns 2 and 3 in Table 12, reveal that the gross effects on sellers are systematically

higher.40 Both levels and changes in the incidence of trade costs fall much more on sellers

than on buyers.

The net real GDP effect of the change in the incidence of trade costs is the sum of column

2 and column 3 from Table 12,41 given in column 4. Change in the incidence of trade costs is

effectively change in the productivity of distribution, isomorphic to change in Total Factor

Productivity. The 1% per year average annual changes of the star performers imply big TFP

effects, comparable to star performances found in productivity studies.

The gain from specialization is stronger for the more remote regions and weaker for the

more developed regions. For example, the Yukon Territories will enjoy an 11.2% increase

in real GDP and the Northwest Territories will experience an 11.1% in real GDP, while the

corresponding numbers for Quebec for example is only 3.6% while for Ontario it is negative.

Globalization in this sense reduces inequality among Canada’s provinces and territories.

40Manitoba is the only exception.
41The logic is that a fall in outward MR permits an accompanying rise in ‘factory gate’ prices and hence

returns to primary factors. A rise in inward MR lowers returns to primary factors due to intermediate input
costs and also lowers real income for consumers. The logic shows that normalization does not affect net
welfare because an x% fall in outward MR induces an x% rise in producer factory gate prices while an x%
rise in inward MR induces an x% rise in input prices and final goods prices, the net effect canceling out.
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4.3 Incidence of Domestic Costs

Domestic Trade Cost (DTC) indexes are calculated using the procedures of Section 1.2. For

a generic commodity:

ΠiC = Πi

(∑
j∈C Ej(Pj)

σ−1

ȲiC

)1/(σ−1)

, (15)

where ȲiC is defined by (8), and all other variables in (15) are previously defined. We solve

for the ΠiC ’s simultaneously with the multilateral resistance indexes using (15), (5)-(6) and

the normalization.42 Section (1.2) shows that DTC’s are independent of the normalization.

Summary results for the DTC’s for each province and territory across all commodities and

for each year in our sample are presented in table 13.43 On average, the provincial DTC’s are

a little less than half than the corresponding multilateral resistances.44 The DTC’s are very

stable over time and uniform across provinces and territories. Since outward multilateral

resistance falls significantly, that means that the second term of (15) rises, due to shipments

within Canada (picked up by ȲiC) falling toward their frictionless level.

4.4 Assessing the AIT

The Agreement on Internal Trade (AIT) is a voluntary agreement by provinces to reduce

barriers to trade within Canada that came into effect on July 1, 1995. To capture the AIT

effect econometrically we introduce a dummy variable, which takes a value of one for the

years after 1995 and a value of zero for the years before 1996, and we estimate equation

(14) using time-varying directional fixed effects in a panel setting.45 We find no consistent

evidence that the AIT reduced Canada’s internal trade costs.46 The coefficient of the AIT

42Sensitivity checks show that the uniform internal Canadian costs calculated in the general equilibrium
system are very close to the the corresponding costs obtained when we first solve for the MR’s using system
(4)-(6), and then substitute those MR’s directly into to (15).

43In Appendix C, we discuss our findings about DTC’s at the commodity level.
44We perform mean comparison tests to find that, without exception, each province faces significantly

lower uniform trade costs to its Canadian partners as compared to the world as a whole.
45Moving the cutoff date for the “AIT” variable forward and back in time to an earlier or a later year did

not have any effect on the significance of our estimation coefficients.
46Estimation results for each product in our sample are available upon request.
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dummy variable varies in sign and is insignificant for almost all commodity categories. Three

exceptions are Fuels, Paper and Pulp Products, for which the AIT coefficient is positive and

significant, and Transportation Products, for which the coefficient is negative and significant.

Considering the magnitude of those coefficients, we believe that they capture the effect of

forces other than the AIT.

Possible effects of the intent of the AIT are revealed by counterfactual experiment. As-

sume that the first year after the introduction of the AIT (1996), there is a uniform decrease

of 5% in all interprovincial bilateral trade costs. We re-calculate the multilateral resistance

indexes using the new bilateral trade costs and use the changes in trade costs to estimate the

real GDP effects in each province and territory.47 The uniform 5% decrease in interprovin-

cial trade costs lowers both OMR’s and IMR’s. More importantly, the responses of IMR’s

and OMR’s vary significantly across industries for a single province and across provinces

for a single product line. The effect is much stronger for the outward multilateral resis-

tances, corresponding to the incidence of trade costs being more on the supply side. The

real GDP effects are calculated using the changes in OMR’s and IMR’s and the methodology

introduced in Section 4.2.

Gross effects on provincial buyers are reported in column 2 of Table 14. Buyers in most

provinces will gain from a reduction in interprovincial trade costs. The three exceptions are

Manitoba, Ontario and Quebec. When domestic Canadian trade costs are decreased, firms

from these industrial regions find it more profitable to “export” to the rest of Canada, which

naturally increases internal prices in the three provinces, hurting buyers. The gross gains

to sellers by province of origin are reported in column 3 of Table 14. They are positive for

all provinces and territories, and the gross effect on sellers is systematically higher than on

buyers.

The net real GDP effect is the sum of columns 2 and 3 in Table 14, given in column 4.

47It is worth noting that our DTC methodology could be used to decompose the AIT welfare effects into
those due to the domestic trade cost reduction and those due to the full incidence changes. Moreover, the
same techniques could be applied to trace the welfare effects on producers and consumers by commodity
category.
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The gain is bigger for the more remote regions and smaller for the more developed regions.

For example, the Yukon Territories will enjoy a 3% increase in real GDP and the Northwest

territories will experience a 2.5% increase in real GDP, while the corresponding numbers

for Ontario and Quebec are only 0.8% and 1.5%, respectively. Thus a uniform decrease

in interprovincial trade costs would promote equality among the Canadian provinces and

territories. The fall in inequality is similar to the result of globalization over 1992-2003, but

it is driven by a fall in bilateral trade costs rather than the effect of specialization.

Our simulations point to the theoretical possibility of ’immiserizing globalization’. A

uniform fall in domestic Canadian trade costs induces ‘core’ regions to trade more intensively

with the rest of Canada, raising prices to provincial buyers in core regions. Ontario’s numbers

illustrate. The 1.6% loss to buyers happens to be more than offset by the 2.4% gain to sellers,

but the net positive effect is not guaranteed.

The non-neutral effects may imply that efficient trade cost policy should be tailored with

particular industries and particular provinces in mind. The conditional general equilibrium

techniques used for the simulation of the effects of a hypothetical AIT are readily appli-

cable to different policy issues and exogenous shocks. For example, similar counterfactual

experiments could trace the effects on trade costs and welfare of the opening in 1997 of the

Confederation Bridge linking Prince Edward Island to the continental part of Canada.48

5 Conclusion

This paper pioneers the application of multilateral resistance theory to economic geography.

Constructed home bias falls over time in Canada, due to a fall in sellers’ incidence of trade

costs driven by cost-reducing reallocation of supply and demand with constant bilateral

trade costs, a previously unappreciated force of globalization. Real GDP effects on Canada’s

provinces are big, for star performers comparable to star TFP performance.

48Another potential candidate is the investment and labor mobility agreement (TILMA) between Alberta
and British Columbia, which became effective in April 2007. The analysis here requires elaboration of the
upper level general equilibrium structure because the effects of TILMA would primarily be on supply shares.
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We decompose sellers’ incidence to break out internal incidence. Internal incidence for

Canada’s provinces is constant over time; globalization is acting on Canada’s external trade.

The AIT was an attempt to promote internal trade but we find no econometric evidence it

affected Canadian inter-provincial trade. Reflecting its intent we simulated a uniform fall in

trade costs on within-Canada trade. It has unequal effects that promote equality between

the Canadian provinces and territories. The simulation indicates that general equilibrium

effects can amplify or offset the direct effect of a fall in internal trade costs.

Our results turn up new questions. The cross sectional variation of multilateral resistance

over provinces and commodities is large, with large implications for resource and expendi-

ture allocation that can be checked. How generally significant is the force of specialization

observed here with Canadian data? Declines in tariffs and transport costs explain much of

the 1958-88 growth in average trade to GDP ratios but only 40% of the variance in Baier

and Bergstrand (2001). Changes in the multilateral resistance terms they could only poorly

approximate would alter the picture.

31



References

Anderson, James E. 2008. “Gravity, Productivity and the Pattern of Production and Trade”,

www2.bc.edu/∼ SpecificGravity.pdf.

Anderson, James E. and Eric van Wincoop. 2004.“Trade Costs”, Journal of Economic

Literature, 42, 691-751.

Anderson, James E. and Eric van Wincoop. 2003. “Gravity with Gravitas”, American

Economic Review, 93, 170-92.

Baier, Scott L. and Jeffrey H. Bergstrand. 2001. ”The Growth of World Trade: Tariffs,

Transport Costs, and Income Similarity,” Journal of International Economics, Vol. 53, No.

1, 1-27.

Bergstrand, Jeffrey H., Peter Egger and Mario Larch. 2007. “Gravity Redux: Structural

Estimation of Gravity Equations with Asymmetric Bilateral Trade Costs”, University of

Notre Dame.

Brown, Mark W., William P. Anderson. 2002. “Spatial markets and the potential for

economic integration between Canadian and U.S. regions”, Papers in Regional Science, 81,

99120.

Coe, David T., Arvind Subramanian and Natalia T. Tamirisa. 2002. “The Missing

Globalization Puzzle,” IMF Working Paper.

Feenstra, Robert. 2004. Advanced International Trade: Theory and Evidence, Princeton,

NJ: Princeton University Press.

Head, Keith and Thierry Mayer. 2002. “Illusory Border Effects”, CEPII Working Paper

No. 2002-01.

Head, Keith and Thierry Mayer. 2000. “Non-Europe : The Magnitude and Causes of

Market Fragmentation in Europe”, Weltwirtschaftliches Archiv 136, 285-314.

Helpman, Elhanan, Marc J. Melitz and Yona Rubinstein. 2008. “Estimating Trade

Flows: Trading Partners and Trading Volumes”, Harvard University, Quarterly Journal of

Economics, 123: 441-487.

32



Redding, Stephen and Anthony J. Venables. 2004. “Economic Geography and Interna-

tional Inequality”, Journal of International Economics, 62(1), 53-82.

Santos Silva, Jorge and Sylvana Tenreyro. 2006. “The Log of Gravity”, Review of

Economics and Statistics, Vol. 88, No. 4: 641-658.

Wolf, Holger. 2000. “Intranational Home Bias in Trade”, Review of Economics and

Statistics, 82 (4), 555-63.

Martinez-Zarzoso, Imelda, Felicitas Nowak-Lehmann and Sebastian Vollmer. 2007. “The

Log of Gravity Revisited”, University of Goettingen.

33



Appendix A: Estimation Results and Summary Tables

Table 1: Gravity with Aggregated Data: 1998-2003

1998 1999 2000 2001 2002 2003
LNDIST -1.581 -1.528 -1.586 -1.602 -1.651 -1.582

(0.098)** (0.097)** (0.100)** (0.100)** (0.104)** (0.101)**
CB P P -0.456 -0.506 -0.423 -0.494 -0.354 -0.457

(0.470) (0.443) (0.451) (0.455) (0.526) (0.458)
CB P S 0.792 0.970 0.767 0.850 0.796 0.820

(0.260)** (0.270)** (0.277)** (0.277)** (0.285)** (0.272)**
CAN USA 0.052 0.813 0.501 -0.658 -1.534 -3.079

(0.605) (0.801) (0.894) (0.744) (0.824)+ (0.601)**
USA CAN -3.439 -4.060 -2.581 -2.316 -3.985 -1.408

(0.500)** (0.684)** (0.565)** (0.550)** (0.507)** (0.609)*
CAN ROW -2.310 -2.333 -2.139 -1.877 -2.055 -2.016

(0.434)** (0.412)** (0.436)** (0.300)** (0.363)** (0.328)**
SMCTRY -0.202 -0.145 -0.247 -0.348 -0.386 -0.301

(1.156) (1.113) (1.114) (1.096) (1.213) (1.135)
CONST -16.908 -16.528 -18.778 -17.246 -15.255 -17.265

(1.009)** (0.953)** (1.063)** (1.033)** (1.156)** (1.037)**
N 1277 1292 1280 1264 1265 1244
r2 0.649 0.661 0.649 0.658 0.661 0.677
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Table 3: Evolution of IMR by Province

Year AB BC MB NB NL NS NT ON PE QC SK YT
1992 1.00 1.01 0.97 1.12 1.16 1.09 1.21 0.90 0.98 0.87 1.06 1.22
1993 1.00 0.99 0.96 1.14 1.18 1.08 1.20 0.87 0.97 0.87 1.04 1.20
1994 1.01 1.01 0.99 1.09 1.17 1.06 1.23 0.88 1.00 0.88 1.05 1.22
1995 1.03 1.04 1.01 1.20 1.24 1.11 1.28 0.91 1.00 0.92 1.07 1.26
1996 1.05 1.06 1.02 1.26 1.29 1.13 1.31 0.91 1.02 0.93 1.09 1.28
1997 1.08 1.07 1.04 1.24 1.30 1.14 1.31 0.89 1.04 0.93 1.10 1.27
1998 1.08 1.06 1.04 1.27 1.28 1.14 1.30 0.89 1.00 0.91 1.11 1.27
1999 1.10 1.10 1.06 1.18 1.27 1.13 1.33 0.89 1.04 0.94 1.12 1.30
2000 1.14 1.13 1.12 1.20 1.43 1.26 1.41 1.02 1.11 1.03 1.17 1.33
2001 1.16 1.13 1.13 1.42 1.42 1.25 1.43 1.01 1.08 1.02 1.21 1.32
2002 1.19 1.20 1.15 1.43 1.41 1.25 1.45 0.99 1.11 1.04 1.24 1.40
2003 1.24 1.22 1.20 1.46 1.49 1.32 1.53 1.06 1.15 1.10 1.28 1.44

Table 4: Evolution of OMR by Province

Year AB BC MB NB NL NS NT ON PE QC SK YT
1992 4.69 5.62 5.68 5.72 7.03 5.88 5.52 4.25 6.86 5.14 5.65 6.28
1993 4.79 5.37 5.83 5.53 7.01 5.90 5.69 4.31 6.70 4.96 5.76 6.40
1994 4.34 4.82 5.32 5.12 6.65 5.65 5.93 4.09 5.88 4.60 5.01 6.05
1995 4.12 4.87 5.37 5.10 6.59 5.60 4.83 4.07 6.05 4.55 5.07 5.67
1996 4.06 4.62 5.37 4.97 6.01 5.85 4.73 4.18 6.17 4.60 4.89 6.10
1997 4.27 4.88 5.44 5.12 6.01 5.95 5.44 4.25 5.97 4.51 5.15 5.50
1998 4.06 4.77 5.55 5.35 6.08 6.12 4.16 4.39 6.16 4.66 5.17 5.11
1999 4.10 4.46 5.34 5.21 6.26 6.18 4.74 4.11 6.21 4.45 5.05 5.48
2000 3.58 4.19 4.92 4.84 4.95 5.36 3.56 3.72 5.72 4.02 4.57 4.53
2001 3.88 4.26 5.11 4.57 5.16 5.26 4.78 3.70 5.87 4.11 4.60 5.24
2002 3.49 4.39 5.17 4.49 4.28 5.19 4.54 4.02 5.48 4.25 4.42 4.71
2003 3.16 3.98 4.71 3.93 4.01 4.58 3.09 3.49 5.00 3.76 4.11 4.20

36



Table 5: OMR Correlations by Province I
AB BC MB NB NL NS

OUT SHARE -0.042 -0.028 -0.111 -0.085 -0.093 -0.128
(0.005)** (0.004)** (0.024)** (0.020)** (0.023)** (0.027)**

EXP SHARE 0.091 0.131 0.323 0.419 0.283 0.327
(0.009)** (0.013)** (0.039)** (0.076)** (0.054)** (0.042)**

CONST 0.000 0.000 0.000 -0.000 0.000 0.000
(0.000)** (0.000) (0.000) (0.000) (0.000) (0.000)

N 216 216 216 216 216 216
r2 0.377 0.308 0.339 0.210 0.232 0.320
Standard errors in parentheses, + p < 0.10, * p < .05, ** p < .01

Table 6: OMR Correlations by Province II
NT ON PE QC SK YT

OUT SHARE -0.410 -0.051 -0.595 -0.030 -0.106 -5.950
(0.910) (0.007)** (0.163)** (0.010)** (0.015)** (1.092)**

EXP SHARE 0.269 0.075 2.373 0.081 0.219 3.118
(0.096)** (0.010)** (0.473)** (0.019)** (0.026)** (0.396)**

CONST 0.000 0.000 0.000 0.000 0.000 0.000
(0.000)** (0.000)** (0.000) (0.000) (0.000) (0.000)**

N 216 216 216 216 216 216
r2 0.046 0.311 0.216 0.141 0.391 0.170
Standard errors in parentheses, + p < 0.10, * p < .05, ** p < .01

Table 7: IMR Correlations by Province I
AB BC MB NB NL NS

OUT SHARE 0.000 177.754 995.516 93.038 -306.235 529.126
(0.000) (23.067)** (170.217)** (55.915)+ (46.291)** (132.905)**

EXP SHARE 0.000 -184.233 -818.891 -310.747 429.685 -534.478
(0.000) (46.905)** (185.950)** (199.116) (99.524)** (182.999)**

CONST 1.000 1.554 1.486 1.419 0.520 1.449
. (0.151)** (0.160)** (0.111)** (0.043)** (0.131)**

N 216 216 216 216 216 216
r2 . 0.539 0.227 0.011 0.101 0.090
Standard errors in parentheses, + p < 0.10, * p < .05, ** p < .01
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Table 8: IMR Correlations by Province II
NT ON PE QC SK YT

OUT SHARE -1099.612 648.137 1400.947 373.404 126.745 -5545.277
(2014.960) (144.069)** (752.168)+ (94.152)** (46.551)** (5380.367)

EXP SHARE 330.068 -354.607 3257.245 -379.961 -107.745 2186.170
(430.448) (111.586)** (1848.520)+ (165.207)* (42.403)* (2258.841)

CONST 0.407 0.521 1.417 4.810 0.877 0.507
(0.033)** (0.810) (0.171)** (0.804)** (0.041)** (0.044)**

N 216 216 216 216 216 216
r2 0.005 0.395 0.042 0.097 0.079 0.006
Standard errors in parentheses, + p < 0.10, * p < .05, ** p < .01

Table 9: Evolution of Share Weighted Trade Costs by Province

Year AB BC MB NB NL NS NT ON PE QC SK YT
1992 10.61 15.34 6.07 7.20 11.65 7.96 8.34 4.79 6.91 4.61 9.26 2.39
1993 12.20 6.91 5.99 6.75 13.85 7.02 10.77 3.88 8.49 3.93 9.86 3.20
1994 6.77 7.87 4.98 5.64 6.41 4.68 8.00 5.61 4.41 5.23 6.74 2.68
1995 4.82 8.02 5.72 6.60 8.74 5.85 3.65 5.69 5.37 5.19 6.53 2.06
1996 6.78 7.30 8.02 8.25 13.27 7.85 5.97 6.48 10.97 5.51 7.64 2.93
1997 8.78 12.58 8.36 7.70 10.05 6.31 12.18 6.74 7.51 6.75 9.39 5.61
1998 5.35 9.44 8.40 8.07 11.04 9.45 4.17 7.49 6.75 6.84 7.65 3.12
1999 7.86 9.65 9.15 8.77 14.51 8.08 8.62 5.04 12.42 5.88 9.80 5.64
2000 13.54 9.20 15.25 16.63 35.45 15.07 7.90 6.32 61.04 6.74 13.37 5.47
2001 12.65 11.69 9.07 9.43 16.05 9.12 17.92 5.07 15.74 5.67 11.06 11.13
2002 7.57 19.86 11.63 11.80 10.97 11.16 4.45 6.31 13.00 8.45 9.18 4.30
2003 16.15 19.01 10.30 10.79 14.10 10.57 7.54 5.03 9.76 6.84 11.40 5.13

Table 10: IMR and OMR Correlations with Share-Weighted Trade Costs Indexes by Province

Province IMR OMR
Alberta .3166702
British Columbia -.2642099 .3609433
Manitoba .0041226 .3211284
New Brunswick -.0202212 .3184878
Newfoundland and Labrador .091838 .1754505
Northwest Territories .3093609 .330305
Nova Scotia -.0611895 .3657702
Ontario -.1883683 .4872436
Prince Edward Island -.1957324 .1777058
Quebec -.177604 .4324464
Saskatchewan .1642961 .4066874
Yukon Territories .2532978 .2516487
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Table 11: CHB by Province

Year AB BC MB NB NL NS NT ON PE QC SK YT

1992 1031 526 1739 2630 10693 2754 48420 348 3067 414 1381 30570
1993 683 509 1627 1760 5010 1904 51980 276 2839 382 1147 35005
1994 539 476 1567 1399 5403 2039 43916 288 2900 364 1005 30667
1995 485 402 1416 854 3912 1621 34994 234 2260 308 870 23416
1996 393 428 1436 841 3619 1743 49677 189 2315 271 754 30520
1997 286 318 1035 744 2759 1312 41476 149 1739 232 515 17933
1998 435 450 1004 944 4162 1534 14831 156 1586 247 877 23774
1999 494 540 1394 1264 3190 1922 30985 198 1838 326 1049 22167
2000 658 444 1246 1343 4327 2167 9678 168 1499 249 1188 14046
2001 227 324 887 670 2026 981 7670 128 1025 195 595 9591
2002 501 487 1343 908 3528 1571 64213 176 1260 277 860 19431
2003 354 375 846 496 2081 1165 6835 88 1019 157 609 33154

%∆92− 03 0.66 0.29 0.51 0.81 0.81 0.58 0.86 0.75 0.67 0.62 0.56 -0.08

Table 12: Trade Costs and Real GDP Effects by Province 1992-2003

Province Sellers Buyers Real GDP
Alberta 0.114 0.000 0.114
British Columbia 0.084 0.002 0.086
Manitoba 0.014 0.027 0.040
New Brunswick 0.090 0.006 0.096
Newfoundland and Labrador 0.080 0.024 0.104
Northwest Territories 0.115 -0.004 0.111
Nova Scotia 0.055 0.017 0.072
Ontario -0.121 0.069 -0.052
Prince Edward Island 0.146 0.041 0.187
Quebec 0.039 -0.002 0.036
Saskatchewan 0.050 0.017 0.067
Yukon Territories 0.095 0.017 0.112
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Table 13: Evolution of DTC by Province

Year AB BC MB NB NL NS NT ON PE QC SK YT

1992 2.69 3.33 2.89 2.60 2.82 2.67 2.37 2.41 2.71 2.45 2.99 2.66
1993 2.81 3.45 2.97 2.72 3.02 2.77 2.54 2.50 2.68 2.40 3.13 2.48
1994 2.64 3.26 2.86 2.63 2.84 2.73 2.34 2.51 2.58 2.36 3.03 2.56
1995 2.59 3.18 2.90 2.63 3.05 2.72 2.02 2.54 2.89 2.37 3.13 2.68
1996 2.84 3.32 3.03 2.77 3.10 2.88 2.23 2.66 2.85 2.44 3.29 2.42
1997 2.78 3.24 2.98 2.81 3.19 2.90 2.36 2.72 2.80 2.47 3.19 2.35
1998 2.68 3.21 2.99 2.72 3.04 2.89 1.85 2.80 2.90 2.48 2.99 2.07
1999 2.76 3.22 2.96 2.81 2.98 2.86 2.06 2.78 2.90 2.46 3.02 2.34
2000 2.59 3.27 2.95 2.68 2.82 2.99 1.68 2.94 2.87 2.48 2.86 2.17
2001 2.80 3.32 3.09 2.80 3.00 3.05 2.14 2.94 3.01 2.53 3.24 2.76
2002 2.75 3.30 3.19 2.85 2.57 2.95 2.16 3.12 3.26 2.65 2.99 2.58
2003 2.82 3.16 2.99 2.68 2.67 2.82 1.82 2.98 3.09 2.60 3.02 2.22

Table 14: Real GDP effects of AIT by Province 5% Decrease in Trade Costs

Province Buyers Sellers Real GDP
Alberta 0 0.0056557 0.0056557
British Columbia 0.0056513 0.0057871 0.0114384
Manitoba -0.0006938 0.0173772 0.0166834
New Brunswick 0.0101609 0.0237364 0.0338973
Newfoundland and Labrador 0.0097973 0.0171951 0.0269924
Nova Scotia 0.0084759 0.0274803 0.0359562
Northwest Territories 0.0129653 0.012331 0.0252963
Ontario -0.0155844 0.0239812 0.0083968
Prince Edward Island 0.0109322 0.0309557 0.0418879
Quebec -0.0067504 0.0215225 0.0147721
Saskatchewan 0.0064498 0.0117438 0.0181936
Yukon Territories 0.0125445 0.0174748 0.0300193
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Appendix B: Data Description and Sources

We use several sources to collect trade data: Interprovincial trade flows at producer prices are

from Statistics Canada’s tables 386-0001 and 386-0002.49 Data on trade between Canadian

provinces and territories and individual states, as well as trade between the provinces and

territories and the rest of the world are from the Trade Data Online web interface of Industry

Canada, which provides access to Canadian and US trade data by product classified according

to NAICS.50 An advantage of this database is that it reports the imports of individual

provinces and territories from individual states valued F.O.B. (free on board).51 The United

Nation Statistical Division (UNSD) Commodity Trade (COMTRADE) Data Base provides

data on bilateral trade flows for more than 130 countries starting as early as 1962. We

use this database to calculate trade flows within ROW, which we define as the difference

between total world exports and the exports from the world to Canada and the US. We also

use COMTRADE to get US exports and imports to and from the rest of the world. We

need the latter data in order to be able to calculate total US expenditures at the commodity

level, which we use in the calculations of the multilateral resistances due to lack of data on

the imports of individual states from the world.52 COMTRADE reports trade flow values

in annual US dollars and, in order to convert the values to Canadian dollars, we use the

exchange rates tables of the Federal Reserve Bank of Saint Louis.53

49It should be noted that data on interprovincial trade flows for five categories of commodities including
furniture, fabricated metals, machinery, transportation, and miscellaneous was clearly missing in the original
data, as opposed to having values of zero, for the years before 1996. We have interpolated those missing
values.

50Due to the specifics of the S-level of aggregation, as compared to other industrial classifications, we needed
to generate several tables of concordance specifically for this project. These concordances are available upon
request.

51In principle, gravity theory calls for valuation of exports at delivered prices. In practice, valuation
of exports FOB avoids measurement error arising from poor quality transport cost data. This deviation
from theory is without consequence for our results save for possible effects on the multilateral resistance
calculations that will be examined below.

52Every 5 years, starting at 1993, the US department of transportation publishes a database, the Com-
modity Flow Survey, which includes interstate trade flows and individual state exports to the world. Un-
fortunately, data for individual state imports is not available, therefore we cannot calculate individual state
expenditures.

53Url: http://research.stlouisfed.org/fred2/categories/283 The original source of the data is the Board of
Governors of the Federal Reserve System.
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Industrial output level data comes from several sources. Provincial output at the S-level

of commodity disaggregation is from tables 386-0001 and 386-0002 of Statistics Canada.54

The primary source of output data for individual states are the Regional Economic Accounts

of the Bureau of Economic Analysis, U.S. Department of Commerce, which provides indus-

try output data at producer prices in current US dollars classified according to SIC for the

years before 1998 and according to NAICS for the years after 1998. Data on output for

ROW is mainly from United Nations’ UNIDO Industrial Statistics database, which reports

industry level output data at the 3 and 4-digit level of ISIC Code (Revisions 2 and 3). In ad-

dition to UNIDO, we have use the World Database of International Trade (BACI) database,

constructed by CEPII, as a secondary source of product level output data. Unfortunately,

neither UNIDO nor BACI provide data on agricultural and mining output. Therefore, we

use two additional data sources: the United Nations Food and Agriculture Organization

(FAOSTAT) web page provides data on agricultural output, and the Energy Information

Administration provides official energy statistics on the value of fuel production (including

oil, natural gas, and coal) for the world.

We experiment with several distance variables based on different approaches in the cal-

culation of internal as well as bilateral distances. Detailed description of the different dis-

tance variables that we have created is available upon request.55 Here we just describe the

distance variable that we have chosen to use in our main estimations.56 To calculate bi-

lateral distances we adopt the procedure from Mayer and Zignago (2006), which is based

on Head and Mayer (2000). We use the following formula to generate weighted distances:

dij =
∑

k∈i
popk

popi

∑
l∈j

popl

popj
dkl where popk is the population of agglomeration k in trading part-

ner i, and popl is the population of agglomeration l in trading partner j.57 To calculate

54As in the case of interprovincial trade, data on the same five commodities is missing in the original tables
for the years before 1996. We interpolate those values.

55Head and Mayer (2000) provide a nice summary and discussion of the alternative approaches of distance
calculations.

56Our results are pretty robust to the choice of alternative distance measures.
57Head and Mayer (2000) propose the use of GDP shares rather than population shares as weights in the

distance formula. Even though using GDP shares is the better approach, data availability did not allow us
to use it in our analysis.
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population weights, we take the biggest 20 agglomerations (in terms of population) in each

trading partner when the partner is a province, a territory, or a state, and the biggest 50

cities when the partner is ROW.58 Finally, dkl is the distance between agglomeration k and

agglomeration l, measured in kilometers, and calculated by the Great Circle Distance For-

mula.59 All data on latitude, longitude, and population is from the World Gazetteer web

page. A very appealing argument for the use of this particular approach in calculating the

distances for our analysis is that the same procedure is applied when we calculate internal

distances and bilateral distances. In addition, and what is especially important for us, this

procedure allows us to also consistently aggregate the distances between any given partner

and the rest of the world.

Finally, we generate dummy variables to pick up contiguous borders and the presence or

absence of provincial or international border, as well as the effects of the implementation of

the Agreement on Internal Trade (AIT). We assign a value of one to the dummy variable

capturing contiguity when the two trading partners share a common border. We also generate

a dummy variable to capture the presence of provincial border, which takes a value of one

for internal trade, that is when the province trades with itself. Next, we assign a value of

one to a dummy variable when the two trading partners are from the same country in order

to capture the effect of an international border.

Appendix C: Trade Costs by Product

IMR’s. Our findings indicate that Agricultural Products, Chemical Products, Petroleum

and Coal Products and Fuels have consistently high relative inward multilateral resistances

across almost all provinces and territories. On the other hand, Leather, Rubber and Plastic

Products, Printing and Publishing Products, Transportation Products, and Textile Prod-

ucts have consistently low relative IMR indexes across different provinces and territories.

58In the few instances, where data was not available for 20 agglomerations within a single trading partner,
we take only the cities for which data is available.

59Following Mayer and Zignago (2006), we use 32.19 kilometers as inner-city distance.
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A natural explanation for such findings could be industry concentration: On the one hand,

Agriculture, Fuels, and Petroleum and Coal Products are all resource industries with high

concentration in certain regions. On the other hand, Printing and Publishing Industry is

considered the most widely dispersed Canadian manufacturing industry. Industry concen-

tration does not explain the low inward multilateral resistance in the Textile and Apparel

industry, which is mainly concentrated in Ontario and Quebec. Through intensive capital

investment over the last several decades, the Canadian Textile and Apparel industry has

gained efficiency and has become more and more competitive on the world market. A big

proportion of domestic demand is met by domestic production, which naturally translates

into lower trade costs for the Canadian Consumer.

OMR’s. We find that Textile Products, Printing and Publishing Products, and Non-

metallic Mineral Products are always the three commodity categories with highest outward

trade costs regardless of the province or territory in question, while Fuels, Machinery, Electri-

cal Products, Petroleum and Coal Products, and Chemical Products are consistently among

those with lowest OMR indexes. World competition is a natural candidate to explain our

findings: Given, Canadian resources, Fuels and Petroleum and Coal Products are among

the products for which Canada has clear advantage on the world market, while at the same

time, it faces fierce competition in sectors such as Textile Products. In both cases we draw

intuition from Proposition 1 that in the special case of uniform inter-regional trade costs,

the OMR is decreasing in supply share.

Gravity Implied Trade Costs. We find wide variability of implied trade costs across

commodities: Mineral Products and Mining have significantly higher values, while Electrical

Products and Chemical Products are among the commodities with low implied values. While

we find no clear trend in the time evolution of gravity trade costs at the commodity level,

the share-weighted index suggests an increase in costs over time for some categories such as

Mineral Products and Printing and Publishing Products. In contrast, outward multilateral

resistance indexes fall over time at the product level.
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DTC’s. We find some differences and some similarities between the distributions of

OMR’s and provincial domestic trade costs to Canada when we compare them at the com-

modity level. On the one hand, our results indicate that, just like in the case of OMR’s,

Printing and Publishing Products and Non-metallic Mineral Products are among the com-

modity categories with highest DTCC’s, while Electrical Products and Chemical Products

are consistently among the products with lowest DTCC’s. On the other hand, we find that

the some commodities such Textiles, which are subject to high OMR, experience relatively

low domestic Canadian trade costs, while other products such as Petroleum and Coal Prod-

ucts, which have relatively low outward multilateral resistance, are subject to significant

DTCC’s. Finally, our mean comparison tests indicate that Fuels is the only category for

which OMR’s are not significantly different than the DTCC’s.

Appendix D: Proof of Propositions

Proof of Proposition 1 Assume a uniform international trade cost t > 1 on all trades

across borders, while internal trade (from j to j) assumed to be frictionless, tjj = 1. Take a

representative good, so the subscript k is suppressed. It then eases notation slightly to move

the location indexes from the superscript to the subscript position. Let sj denote country

j’s share of world shipments (at delivered prices) of the generic good, while bi denotes the

expenditure share of country i on the generic good.

The system of equations that determine Pi,Πi for all i, j is given by:

P 1−σ
j = t1−σh̄+ (1− t1−σ)sj/Π

1−σ
j (16)

Π1−σ
i = t1−σh̄′ + (1− t1−σ)bi/P

1−σ
i . (17)

Here, h̄ =
∑

i siΠ
σ−1
i and h̄′ =

∑
j P

σ−1
j bj. Recognizing that h̄ =

∑
j(βj p̃j)

1−σ, its value is

given by the general equilibrium solution. Multiply both sides of (16) by Π1−σ
i and multiply
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both sides of (17) by P 1−σ
i . Use the resulting equality to solve

Π1−σ
i = P 1−σ

i

h̄′

h̄
+

(1− t1−σ)(bi − si)
h̄t1−σ

.

Then substitute into (16) and extract the positive root60 of the resulting quadratic equation

in the transform P 1−σ
i . Impose the normalization h̄ = h̄′.61 Then:

2P 1−σ
i = γi + [γ2

i + 4(1− t1−σ)bi]
1/2 (18)

where

γi = h̄t1−σ − (1− t1−σ)(bi − si)
h̄t1−σ

.

At this solution

2Π1−σ
i = h̄t1−σ + [γ2

i + 4(1− t1−σ)bi]
1/2.

Multilateral resistance (inward and outward) is unambiguously decreasing in supply share

si at equilibrium and unambiguously increasing in expenditure share bi in equilibrium. It is

unambiguously increasing in the net import share bi − si for given expenditure shares.

The solution for h̄ = h̄′ is implicit in the next expression, obtained from using the

definition of h̄ and the preceding solution for Πi,

h̄ = 2
∑
i

si[h̄t
1−σ + (γ2

i + 4(1− t1−σ)bi)
1/2]−1,

where γi is given as a function of h̄ above.

Proof of Proposition 2 Under the equal shares condition (5)-(6) implies

Π1−σ
i =

1

n

∑
j

(tij/Pj)
1−σ

60The positive root of the quadratic is necessary for P to be positive.
61Another normalization modifies the parameters of the solution slightly without changing the qualitative

results.
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while

P 1−σ
j =

1

n

∑
i

(tij/Πi)
1−σ +

∑
i

(tij/Πi)
1−σ(Yi/Y − 1/n).

Here, n is the number of regions. If supply share are also equal to 1/n then Pi = Πi. Now

allow a small amount of specialization in supply. The preceding equation at given Π’s is the

sum of an average and a covariance that is positive on the hypothesis that supply shares on

average will rise as bilateral trade costs to j fall. This force pushes Pj downward, below the

given Πj. In the first equation above, this downward movement of Pj pushes Πi upward. So

specialization tends to drive the Π’s above the P ’s.

Proof of Proposition 3 Let CHB = {CHBi}. Let p denote the vector of proportional

rates of change in {P σ−1
j } and let π denote the vector of proportional rates of change in

{Πσ−1
i }. Let a circumflex denote a percentage change.

The results of differentiation of (5)-(6) at constant t’s are

−p̂ = W ′(ŝ+ π̂) (19)

−π̂ = Ω(̂b+ p̂); (20)

where Ω = {ωij},W = {Wij} and ωij = t1−σij P σ−1
j bj/

∑
j t

1−σ
ij P σ−1

j bj andWij = t1−σij Πσ−1
i si/

∑
i t

1−σ
ij Πσ−1

i si.

Note that Ωι = ι = W ′ι. Adding together the two preceding equations,

ĈHB = p̂+ π̂ = −W ′ŝ− Ωb̂−W ′π̂ − Ωp̂. (21)

Average CHB is given by ι′ĈHB = −ι′W ′ŝ− ι′Ωb̂ using the normalization ι′W ′π̂+ ι′Ωp̂ = 0′.

Assumption M means that W ′ŝ > 0 and Ωb̂ > 0.‖

Recalling that ι′ds = ι′db = 0, the assumption means that changes in supply shares si

are positively correlated with (tij/Πi)
1−σ for each destination j while changes in expenditure

shares bj are positively correlated with (tij/Pj)
1−σ for each origin i, trade cost bill reducing

behavior.
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The normalization used in proving Proposition 3 is natural due to the indeterminacy

property of the equilibrium system for multilateral resistance: at an equilibrium p0, π0 for

given shares and trade costs, λp0 and (1/λ)π0 are also solutions for any finite λ > 0. The

normalization is automatically satisfied in the neighborhood of equilibrium for changes in λ

at given shares and t’s.

The preceding structure yields an interpretation of our finding that Π’s fall. When

P ’s are almost constant over time, (19) implies that π̂ = −ŝ, changes in Π’s are driven

by specialization. (20) combined with (19) gives a deeper version of this interpretation.

Normalize so that the first element of p̂ is equal to zero. Let a subscript n − 1 denote

the various matrix and vector constructions that delete the corresponding elements. Then

solve (20) for p̂n−1 = −(In−1 − (W ′Ω)n−1)−1(W ′
n−1ŝn−1 − Ωn−1b̂n−1). Note that (In−1 −

(W ′Ω)n−1)−1 = In−1+(W ′Ω)n−1+(W ′Ω)2
n−1+··· is a positive matrix. (W ′

n−1ŝn−1−Ωn−1b̂n−1)

is a difference between two positive numbers under Assumption M, driving p̂ toward zero.

In particular, (W ′
n−1ŝn−1 − Ωn−1b̂n−1)→ 0⇒ p̂→ 0. Then π̂ = −Ωb̂ < 0 under Assumption

M, and π̂i = −ωi1b̂1 −
∑n

j=2 Wij ŝj; i = 2, ..., n and π̂1 =
∑

i ω1ib̂i. In this sense, changes in

Π’s are driven by specialization.

48




