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Note to the reader:

There are two modest modifications or additions that will
(hopefully) be made to this study. The first is an attempt to
understand the somewhat anomalous result mentioned on page 27, where
the GLS estimates of G, exceed the corresponding OLS estimates.

I hope to have a few additional calculations made in Uppsala to

clarify this puzzle.

I also plan to include in an appendix a few more results
from the computations, including the individual OLS and GLS estimates.
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are found with the footnotes.



1. INTRODUCTION

The determination and explanation of statistical properties of
the earnings profile is becoming a focal point of research by econo-
mists interested in the distribution of earnings and in the life cycle
of earnings. The first order statistics (profiles of mean earnings as
a function of labor force experience or age) have been studied exten-
sively, both because of their central role in human capital models and
because cross sectional and mean time series have been relatively easy
to obtain for carrying out such studies. Profiles of earnings for
groups with different levels of schooling attainment, corrected for
differences in personal characteristics, have been the primary empiri-
cal basis for estimating rates of return from schooling. Economists |
have generally interpreted the inverted U-shape of the profiles as re-
flecting the growth of initial productivity with experience (and in-
vestment) and the ultimate deceleration or decline in earnings with
depreciation and obsolescence, and continue to study them in order to
understand these processes more clearly. Work by Mincer [ ] has given
strong emphasis to the potential significance of post-school investments

by persons to increase earnings capacity, with primary focus on the im-




plications of on the job training.

| Data on the mean earnings profile of a cohort, combined with knowl-
edge about the variance (as a function of experience or age) are ade-
quate for raising and resolving some significant questions. However,
this information leaves unanswered how individual profiles are distri-
buted about the group ﬁean. This issue is important for several reasons.
1) Investments in human capital usually modify the entire subsequent
earnings profile. The dispersion of earnings for a single year is due
to a combination of systematic, transitory, and compensatory components
that are difficult to disentangle and to relate to investment decisions
by the individual. The risk due to differént payoffs from such invest-
ments is much more adequately reflected by the dispersion of lifetime
earnings (e.g., as measured by the variance of the logarithm of the
discounted earnings stream) than by the dispersion for one year.1 In
principle, one can imagine partitioning the variance of lifetime earn-
ings into systematic elements perceived by a person prior to an invest-
ment in human capital, systematic elements not anticipated, and "random"
factors. These questions cannot be attacked directly without infor-
mation on the autocovariance structure of earnings. An upper bound on
the variability of lifetime earnings can be obtained consistent with
knowledge of the standard deviation of earnings as a function of age,
siﬁce the supremum of the- standard deviation of (discounted) lifetime
earnings is the discounted value of the standard deviation of earnings
as a function of age. Unfortunately, the lower bound of discounted
earnings, based on this information is zero, and these bounds are far

2 .
too wide to be of much use. Fragmentary data reveal that earnings




over time have substantial positive correlation, but the correlation
is considerably. less than unity, so neither bound is a very satisfac-
tory estimate of the standard deviation of (discounted) lifetime earn-
ings.

2) Information on individual earnings profiles can also be useful
for attempting to determine what specific human capital investments do
that increase productivity and earnings. ' It is difficult to identify
transitory fluctuations in earnings and employment from cross sectional
data, yet the distribution of these elements may be significantly de-
termined by specific investments, such as schooling.

3) Data on individual earnings profiles can help unravel the effect
of human capital investments on the life cycle of earnings. At present,
"optimal programs of human capitai investment" are not well understood,
partly because of very limited information of the substitutability and
complementarity of different human capital investments. Studies of
American data have established that the mean profile of earnings of
those with more schooling rises more rapidly and for more years, than
the profile of earnings for those with less schooling. The mean pro-
files do not reveal the extent to which schooling and on the job train-
ing may be partial substitutes. This information is necessary in order
to determine the differences in human capital investments by individuals
dué«to differences in the investment opportunities they face.

A direct empirical attack on these topics is possible with lon-
gitudinal data from which autocovariances can be computed. Although
scattered pieces of evidence on autocorrelations of earnings and of
income have been reported by otheré, é.g., Friedman and Kuznets [3 ],

Hanna [M4 ], Mendershausen [7 ], Thatcher [i12].




the populations on which they are based are usually heterogeneous in
ége and education. Hence, these correlations are weighted averages of
different segments of earnings (or income) profiles from cohorts with
different schooling attainment and are difficult to interpret. Finally,
there seems to be little literature that systematically exploits the
covariance structure to estimate or explain lifetime earnings, aside
from some work on the random walk hypothesis, see Fase Pz21].

This study examines the on the job training hypothesis and takes
full advantage of the covariaﬁce structure. This hypothesis is devel-
oped in a human capital framework and asserts that systematic differ-
ences in on the job training lead to systematic differences in earnings
profiles. The hypothesis has been discussed extensively by Mincer [ 4],
whose statistical work has been based exclusively on first order sta-
tistics. The hypothesis is important in its own right, and is a good
example of a topic in which the covariance structure of earnings can
play a powerful role in developing and testing statistical hypotheses
and for further theoretical analysis of human capital investments and
their returns. The substantive conclusion from a study of one sample
of Swedish income statistics yields upper bound estimates of OJT effects for
low levels of schooling attainment that are empirically significant. One standard de-
viation variation of earnings profile slopes taken over a five year
périod yields a‘differential change in income which exceeds 20% of
mean income at age 26.

The next section discusses the on the job training hypothesis and
a statistical specification for studying it. The third section develops

this model to provide possible tests for the existence of on the job




training effects and estimates of earning profile differences that may
Be due to on the job training. The final section applies the parame-
tric model to time series income data from a Swedish cohort of males

with several levels of schooling attainment. Much future work remains

to be carried out in this framework.

2. THE "ON THE JOB TRAINING HYPOTHESIS"

Mincer [ Q] has suggested that a significant source of differen-
tial human capital investment arises from differences in on the job
training (denoted OJT in the following discussion), which in turn lead
to differences in earnings profiles. Some jobs require relatively long
times for new workers to acquire.normal levels of job skill. Workers
entering such jobs may initially receive low earnings, corresponding to
their low net productivity. As they acquire more experience and skill,
earnings rise. Since capital market exchange opportunities make current
dollars more valuable than future dollars, a simple model suggests that
earnings at later points in time must be high enough to offset the low
initial earnings from these jobs (in the sense of equalizing present
values). Apprenticeships for certain crafts or the establishment of a
professional reputation in medicine or law are examples of jobs re-
quiring significant post-school investment.

Consider a model in which there is a perfect capital market, per-
fect foresight, no nonpecuniary occupational preferences, and equal
earnings potential for a cohort of entrants to the labor force, whose

members have the same schooling attainment. Figure 1l illustrates the
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earnings profiles for three jobs, a, b, and ¢, requiring increasing
ievels of post-school OJT investments. Assume that there are no addi-
tional out-of-pocket investments required for any of these jobs. Under
these assumptions, the earnings profiles will not be in equilibrium un-
less they have the same present value; i.e., unless I:f e_pTyi(T)dr
are equal for i=a,b,c; where yi(r) is the earnings profilz for job i,

p is the market interest rate, and T and Te are the date of
entry to and exit from the labor force, respectively. There is little
theory to guide us in selecting a particular function, yi(T), for the
earnings profile, and there is no necessity for the family of profiles
to be linear in the rising portion. Like cost functions, the earnings
profiles presumably depend on technology and prices. Mincer's own
work with simple, analytically convenient earnings functions often
leads to a '"crossover'" point T, (or to a relatively narrow crossover
interval) for given schooling attainment, and we retain this assump-
tion in the following development. The linear profile assumption is a
convenient fiction which is probably not unduly restrictive. Since we
will be concerned primarily with the extent to which differential on
the job training is important, for most of the statistical work, we can
regard the linear profile segments as deviations from the mean earnings
profile for the cohort (which has the usual skewed, inverted U-shape
wiﬁh the ascent in the early years considerably steeper than the de-
scent in the later years). Furthermore, the time series data analyzed
in this paper span much shorter time intervals than the entire earnings
profile.

The empirical relevance of this model clearly depends on the ex-
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tent to which there are systematic differences in the earnings profiles
due to economic choices made by workers. If the profiles merely re-
flect inevitable increases in productivity that accompany job experi-
ence and physical and psychological maturation and aging, there is
little theoretical gain from describing the profile as if people are
making inﬁestment decisions in on the job training once they enter the
labor force. The scenario that accompanies Mincer's formal on the job
training model [9 ] might be interpreted as if this form of human capi-
tal investment requires a worker to make optimal period by period in-
vestment decisions, and if the worker decides to hold his stock of
human capital constant, observed earnings will equal potential earn-
ings and the earnings profile will be horizontal. It is not possible
to infer the range of on the job investment choices available to or
actually chosen by workers from the mean earnings profile of a cohort
with given schooling attainment. (However, if mean profiles of earn-
ings for different océupations, given schooling, start out at signi-
ficantiy different levels, and cross each other after some years, with
the initially lower profile remaining higher after the crossover, this
fact would suggest that the choice of a job carries with it an implied
choice of earnings profile, and competition for jobs should tend to
equalize returns at the margin so that there is no net advantage of

one profile over the other for workers with similar tastes and economic
ability. Even this information would not indicate the extent to which
workers have substantial latitude for differential on the job invest-
ment once a job is chosen.

Most of the remainder of this paper is devoted to developing and




testing a model that can indicate the maximum economic significance
that on the job training could have by determining the extent to which
there are differences in the growth rate of earnings with experience,
and to developing an indirect test of the possible net effect on

on the job training based on partial correlations of earnings. There
may, of course,be other reasons for differences in the slope of earn-
ings profiles other than OJT. For example, people with higher ability
may simply increase their productivity from job experience more rapid-
ly than others as a joint product of the job experience. A more com-
pletely specified model that includes personal characteristics (that
may themselves be determined in part by previous investments in human
capital) in addition to the time series data on earnings or income
could probably be used to disentangle other distinct factors from OJT
effects related to differences in the-slopes of earnings profiles. In
the absence of this additional study, the dispersion in slopes we find
in this paper provide én upper bound on OJT effects for the sample
cohorts studied.

The simple model of earnings profiles illustrated in Figure 1 has
several implications for correlations of earnings from different points
along the profile. In the following discussion we assume that i and j
both lie in the time interval where the earnings profiles are rising
and that 1 < j.‘ If i and\j are both less‘than t.» or if they are both
greater than tc, rij >0 . If eithgr i or j is equal to tc,, rij = 0
(in a degénerate sense, since the variance of y(tc) = 0 in this model).
And if 1<t <], rij<o‘

The model in this form is clearly inadequate for empirical work,




since there is no tc such that var y(tc) = 0 and steadily increases
in going in either direction in time from tc. Furthermore, fragmentary
evidence suggests that cohorts of individuals who have the same school~
ing attainment and who entered the labor force simultaneously have posi-
tive earnings correlations for all relevant i and j. These objections
can be evaded by modifying the model to allow for a distribution of
earnings potential rather than assuming that everyone has the same ini-
tial economic ability. This feature can be incorporated into the model
by assuming a distribution of earnings at the crossover time tc’ and
that those with the highest earnings at that time have the highest (dis-
counted) lifetime earnings. If this distribution of economic ability
has a large enough variance, this factor could mask the simple patterns
of earnings correlations implied by the initial OJT model. Finally,
there is presumably substantial residual variability in earnings that
must be taken into account in the statistical study of time series data
on earnings.

These considerations lead us to consider the following statistical
specification of the (linearized) earnings profiles:

= m+tw+u .
(1) X, m+ tw o+ ou

In this equation, x, represents earnings in period t, and time has been
translated so that the crossover period, tC =0 , The random vari-
ables m, w, and u,_ are assumed to have the following properties. m and
w are the systematic characteristies that distinguish individuals in
the model, while us the earnings residual in period t, is assumed to
be uncorrelated with m and w, for all t. The variable m is assumed to

yield the distribution of earnings at the crossover period tC (=0) in
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the complete absence of u s and represents the distribution of earnings
differentials due to differences in economic ability (or earnings po-
tential). The variable w determines the slope of the rising portion
of the linearized earnings profile, and is the key element in this model
linking it with the on the job training hypothesis. If there are large,
systematic differences in the OJT obtained by different workers in a
sample, these differences should be reflected by a correspondingly large
dispersion of the distribution of w for the sample members. The absence
of a time subscript, t, on m and w reflects the assumption that m and w
are specific to the individual, and do not vary along the profile. The
variable m is presumably a predetermined characteristic of each indivi-
dual at the time he enters the labor force, and is supposed to capture
genetic and environmental differences in background as well as earlier
investments in human capital. The variable w is determined by the in-
dividual by the type of occupation he enters as well as by the extent
to which he decides to acquire O0JT (to the extent that the OJT is a
choice variable, given the occupation he enters).

There is little theory to guide us in specifying the statistical
» and in the following, we will

t

is a random walk component y,_ = I g, ,
t i:to 1

properties of the earnings residual, u,

assume that u_=y_ + 2z _ . y

t t t t

with €y the independent (nontransitory) random shock, with cov (e.,e.) = O
1]

ce o 2 . . .
if i#j; = Oei for j=i. z, represents a transitory earnings residual

in period t, and we assume cov (zi,zj) =0 if i#3j; = g, if j=1i
i

and cov (ei,zj) =0 3; cov (aj,zi) = 0 for all i and j. Some students

of earnings profiles have assumed that changes in earnings along the
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profile can be represented by a random walk, which corresponds to ran-
aom, but nontransitory factors that permanently change the expected
level of earnings (e.g., see Fase [2] for extensive work with this
model). The element ¥y, captures this aspect. The concept of ''transi-
tory" variations in earnings (and income) has long been used in the
theoretical and econometric specification of earnings profiles, and

zZ, represents this component. It incorporates minor

accidents, incidental unemployment, and the like, which are assumed to
exert an effect on earnings for only a single period.

We have not yet made any assumptions about cov (m,w), the relation
between the distribution of earnings at the crossover time, tC (in the
absence of residual earnings variations from ut)vand the distribution
of slopes of the earnings profiles. It seems plausible that high abi-
lity people will have higher earnings at tc and may also have a greater
slope to their earnings profile, due to a capacity to acquire certain
job-related skills more rapidly than those with low ability. Previous
work by Hause [ 5] provides some empirical evidence that a direct meas-
ure of ability (from test scores) is positively correlated with the
slope of the earnings profile. At the very least, it seems reasonable
to assume cov (m,w) 2 0 . If we have precise knowledge of the cross-
over time, it would be possible to estimate this covariance directly
from longitudinal data. But an identification problem arises in the
specification (1), which makes it impossible to identify cov (m,w) and
tc simultaneously. The consequences of misspecifying tc can be deter-
mined from the sfructure of the covariance matrix implied by (1). Sup-

pose we have external information about the true tc’ and T is the
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column time vector with origin at tc =0 . Then:

(1) [:d;x] :Ll]ﬁ;ﬂvm + T TI(}:M/ + [1 T’T TII]J\_ . Lu:'w]

- muw
In this matrix equation, [‘]] is a matrix of 1's, and 1 is a column
vector of 1's. If we now shift the time vector T by adding the sector

T to each component, we obtain:

O LogJ= 10y, (T4 21)(Tor ] )or

sl

DT L T oy e

wu
By equating the components of (2) and (2') we obtain: '

ENECETN

(36) ¢ - o b k-

Ve

If the crossover is misspec;fied by assuming that it takes place at too
young of age, 7 is positive. Equations 3 then imply that the covariance
matrix of residuals is unchanged, as is the scalar GSW. However, the
apparent crossovér variance O;m is too large (from 3b) and the apparent

covariance of m and w, 0:W is too small (from 3d). Indeed, a suffi-
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ciently large underestimate of the crossover age could make the appar-
* .

ent Omw negative, even if the true Omw 2 0, as we assumed earlier.

On the contrary, if the crossover age is overestimated (T negative),

the apparent o
ppar me

is too large.

There is no direct way to observe tc. However, Mincer has shown
with one specification of the on the job investment function that 1/r
is an upper bound for tC with that specification. In this bound, r
is the rate of return for investment in on the job training.

If one has a sample of individuals, with a direct measure of abi-
lity as well as time series data on earnings, correlations of estimated
m's with measured ability should be interpreted with caution, since an
error in specifying t, will lead to an error in estimating the "true"
crossover m's. However, an error in specifying tC will have no effect
on the estimated slope parameter of the individual earnings profiles,
w. Therefore, correlations between directly measured ability and

estimated earnings profile slopes w are not affected by this specifi-

cation.

3. STATISTICAL TESTING OF THE ON THE JOB TRAINING HYPOTHESIS

This section considers two procedures for determining the possible existence
and empirical significance of investment in on the job training. The
first procedure is an extension of the test of looking at the pattern
of simple correlations of earnings that would be appropriate in the ab-
sence of differential ability and residual variations in earnings. The
second is an attempt to estimate the dispersion of the Q's which them-

selves are estimated from individual time series of earnings.
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A. Testing OJT Effects by Partial Correlations of Earnings

In the second section, we considered the distribution of m as re-
flecting differences in economic ability which would be observed at tc
in the absence of residual earnings variation, u, . This feature of the
model suggests looking at the partial correlation of earnings rikitc s
where i < tc <k, If we think of observed earnings at tC as measur-
ing (with error) economic ability, then we would expect this partial
correlation to be negative, in analogy with the simple correlation of
earnings, T < 0 for a cohort of equal ability people, if i < tC < k.
Since we have no direct information on the precise years of experience
at which tC occurs, this leads us to consider the sign of the partial
correlation of earnings rik-j’ where i < j <k . This problem is
equivalent to determining the sign of the regression coefficient of x;
in a regression of ¥, on xj and X, which in turn depends on the sign
of the determinant:
cov(xi,xk) cov(xi,xj)

cov{xj »X,) ' var(xj ) .

From equation (1), one calculates:

() €Cxg X ) M+ Ty T W rCT T )+kz\,

A M Mz + T
(LrL)\f’p ()\J~ + W C (2 ;{}) +LM

In these equations, M, W, and UJJ are the variances of the random vari-

ables m, w, and u,, respectively; C and Uqr are the covariances cov(m,w)

3

and cov(uq,ur); and the subscripted 7's are the periods corresponding

to the time subscript, where the time origin .= 0 . We obtain:




-15~

5) - M(U{g'f‘ Uile\‘/d"i‘ (/;h) +(mu/-o)[if(r-qw,\) fgﬁ,&}

(a)

+W f oL ) . ,
[7: T”LM iy (T‘ (/’;n‘htﬁf - U n)]
ot ¢ ;oY
ok ctie I, =l RPN s 2SR T S N VA '
TR .f)(f/v‘ (/7;1>L’% (TH! ""J’“‘.}f(tf)(',‘"j ('jj L,,n)
In the absence of residual earnings variation (so that all the U's "~ ’
2

are 0), only term (b) in equation (5) is nonzero. Since C2/MW = s
the squared simple correlation coefficient of m and w, (MW—CZ) >0
unless the correlation is perfect. If Tj = TC(EO) , the coefficient
2 Furthermore, 16 )

of (MW-C”) is (t,1,)./ since 1+ { | =OL T - /.~ | PN

1k Y4 £ lilj ( FoTe | <0
and so the partial correlation of earnings rik-j < 0 under these as-
sumptions. This conclusion verifies the intuitive argument for the negative

sign of r based on analogy with the condition T < 0 if

1kej®

T, < T_ < 1, when residual earnings variance and the variance of m are

i c k
both zero. A closer inspection of the coefficient of (MW—CZ) reveals
that it is always negative for i < j <k , which means that this 0JT

model always statistically implies the partial correlation of earnings,

< 0 in the absence of residual earnings variation from u,

Tike
This result is an interesting and important implivation of this version
of the OJT model. I am unaware of any other seriously proposed theory
of the earnings profile that leads to this conclusion, including theories
that attempt to incorporate'imperfect foresight or risk attitudes.

Some restrictions are necessary on the covariance matrix of resi-
dual earnings in order to draw further conclusions about the sign of

equation (5), and we return to the specification in section 2, for

u, = yt + Z, s where cov(yq,zr) = 0. for all q and r, Ve is a random
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walk, and z, is a random component with zero autocorrelation. In this

instance U =Y =var(y ) for q<r; and U,, =Y,. + Z.. {(where
> Ugr = Ygq 7)) for a<r; i3 T T3 T %33

Z =var(zj)) . We note with a pure random walk qu < Yrr for q<r.

i3

With this specification, we have:

(5°) D= MZ - (Hw-C )L:(

Yo

+WIT (T (’)y

. - -.'(\' L ‘ —~ ; " T 1 V

FCLT T a1y P 2 b0
Suppose for the moment that the transitory éomponent of earnings

(Z) is nonzero, but the random walk component (Y) is zero. Then to

term (b) in (5'), which we have already determined to be negative, we

include in following terms: MZ., + t,7,WZ,, + (T.+1.)CZ.. . The
, & ij ik 3 ( T i3

first term Mij is positive, which tends to mask the negative value of
(b) in (5'). However, if T < Tj = ( < Ty the second term is nega-~
tive, and takes on its largest value for a given (Tk—Ti) when they are
centered on T . For the values of T, and 1,, (1.+7,)C =0 . Thus

c i k ik
if C is of modest size, a negative partial correlation of earnings

T is reinforced by choosing Tj = 0 and T and Ty equal, but of

ikej
opposite sign. This procedure should maximize the opportunity for
detecting the influence of OJT.

On the other hand, if transitory variability (Z) is zero, but the

random walk component (Y) is not, we consider the terms from (5'):

r

)R- PUSOII PR




-17-

The coefficient of C is positive, since for a random walk ij > Yii
for j>i. Since we expect C 2 0 , the second term will make a non-
negative contribution to the partial correlation of earnings rik-j'
If the uncorrelated random shocks € that lie behind the random walk
have constant variance 052 along the earnings profile, then the coef-

. . - - - - 2
ficient of W in (6) can be written [t (7 Tj)(Tj ) Tj(Tk_Tj)(Ti T lo,

2 is the (common)

where T is the period of entry to the labor force and 9.
constant variance of the random shock generating the random walk, This
coefficient 1s clearly negative for T < T < Tj < Ty If the vari-
ance of the random shock decreases with labor market experience, the
coefficient becomes even more negative. Finally, if the residual earn-
ings variation is nonzero both from transitory earnings z, and a random
walk component, there is an additional positive contribution to the par-
tial correlation rik-j from the term Yiizjj.

This short catalog of the signs of the terms in (6) indicates the
conditions under which a negative partial correlation of earnings, rik-j
is most likely to occur. In the absence of an OJT effect in this model,
W and C equal zero, and no term in equation (5') is negative. The most
serious obstacles to observing a negative partial correlation in this
model appear to stem from the positive terms szj’ Yiizjj’ and
C((Tj-'ri)Yii + (Tk—Tj)ij) if T4 < T, < Ty * And the last of these

terms may not be very important if C is small.

B. Testing OJT Effects by Estimating Var(w)

If time series data on individual earnings are available, one may

attempt to estimate the slope parameter of the earnings profile, w,
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(and the constant m) from the simple regression:

(7) x. = m + wtr + u. .

One may then compute the empirical standard deviation (or variance) of
these estimated slope parameters, and assess how large of influence one
or two standard deviations of this empirical distribution would have in
creating earnings differentials in the earnings profiles. Of course,
this procedure leads to an upper bound estimate of the true standard
deviation of w, since the individual ; estimates have some error in
them, and var(;) = var{w) +’var(ew) , where the second term is the
variance of the errors which we assume uncorrelated with the true w.

We note that unlimited sample sizes will not make var(&) converge to
the true var(w), since a larger sample does not reduce the sampling
variability of the ;'s.

Since data limitations often force one to estimate regression (7)
on the basis of relatively short time series, it is important to ob-
tain reasonably efficient estimates of the w's, in order to reduce the
significance of the sampling variance when computing the empirical
standard deviation of the w's. In general, we expect to find auto-
correlation of the residual uT's in regression (7), and we should at-
tempt to use this information for obtaining GLS estimates of the w's.

Norlén (in the appendix) has proposed the following resolution to
this problem, based on a theorem by Rao [ ] . In the context of
this study, we consider the regression:

(8) x = ZB +u R
Tx1l Tx2 2x1 Tx1

where x is the time series of a person's earnings, Z is the matrix
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2t =0 and B' = (m,w) Theorem I (Rao [11]; also see

LSRN
T4
Norlén [10] and in the appendix). Consider the covariance matrix 0%

with form Q* = Q + ZC? Z' , with <—f an arbitrary symmetric positive
definite matrix. Then the GLS estimators with OQ* and Q are the same.
A short proof and other details are in the appendix to this paper by
Norlén.

In the absence of the true covariance matrix of the earnings dis-

turbances in (7), [i.e., of Euu' = Q] for GLS estimation, we use the

N

- /P "y . e o
empirical covariance matrix ‘/Lft:[l/ph~,/f7> (=% Jdx- y )
‘ J i £ .

\

' | S
. . - . [ ¥ e LR R
(where the sum is over individuals), since Bl o TSI AT

and this expected matrix satisfies the conditions of the Rao theorem.
We thus obtain the approximate GLS estimates
A ~ —1/\ —
= = TOk ok -
€)) Bi bi (z'9*2) "Z'Q (xi X) .
This procedure presumably gives us good estimates of the income

~

profile slope parameter w,, but in the absence of restrictions on Q,

i’

we are unable to say how much of observed variance of w is due to the
true variance of w and how much is due to sampling variation from Q.
Without some such restriction, we are limited to the assertion that the
empirical variance of % provides a reasonable upper bound estimate of
the'true variance of w. The lower bound estimate of var(w) is zero,
which would occur if all of the observed variation in ; is due to the
sampling variation.

An alternative route by which one might make more precise esti-

mates of var(w) is to impose a priori restrictions on the structure of

. The discussion in part A of this section assumed that u, can be
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decomposed into the sum of the uncorrelated terms Ve + z where

£ ?
ft is a random walk and z, is a transitory disturbance. If we observe
the éarnings profile of a sample for T periods (T > 4), then in the

most general case, we can rewrite the covariance matrix in at most 2T

parameters (instead of the (T+1)T/2 parameters possible for a covari-

ance matrix) in the following form:

where the di2 are a nondecreasing sequence of positive (More
restrictive assumptions on  are almost always made in actual calcula-
tions.) If we then test and accept the hypothesis that the true
var(xi) = Zﬁ? Z' + Q@ with the 3 elements of & and the 2T (or lessl)
parameters of @ as unknown,ég would be a good estimate of var(B).5

Note that this procedure does not depend on first-round estimates of

the Bi.

4. RESULTS FROM STATISTICAL CALCULATIONS FOR
ON THE JOB TRAINING EFFECTS
The empirical results discussed here all based on gohorts of males.
Within each cohort, there is little variance in age (and presumably,
in years of post-school employment experience), and the members have the
same level of schooling attainment. Most of the calculations reported
here utilize subéamples of the Swedish Low Income Commission Study

(L8ginkomstutredningen), for individuals born between 1936 and 1941.
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The schooling attainment classes include : graduates of the Swedish
elementary school (folkskola) terminating their formal education at
approximately 14 years; those who then had some additional vocational
training; graduates of secondary school (realskola) and reélskola
graduates with additional vocational training. Samples were too small
to study gymnasium graduates or those with academic or professional
degrees. Taxable income appears to be an adequate surrogate for earn-
ings for this segment of the earnings profile. The taxable incomes are
divided by the Swedish consumer price index, and the time index on which
the earnings regressions are calculated are based on age rather than
calendar year in which income was received. This procedure neglects
the possible effect of annual increases in labor productivity for the
Swedish economy. It is assumed this factor can be neglected for the
six-year cohort. It is also assumed that within the schooling levels,
age is a good proxy for post-school employment experience. Taxable
income data from 1951-1966 (except for 1959) were obtained from offi-
cial Swedish records. The calculations take age 22 as the first year
for computing the earnings regressions on time, because of enormous
noise in the taxable income data due to compulsory military service
for the most part between ages 19 and 20 for those with lower levels
of schooling attainment.

We consider first a series of alternative estimates of var(w), the
variance of the slope parameter of the eérnings (taxable income)
profiles for deviations from the empirical mean profile for the ele-
mentary school gfaduate cohort in the regression equation:

' = x_+m+wt+
(1) X, x tm wt u
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where it is the empirical mean at time t.

Set A consists of a single OLS regression, in which for each mem-
ber of the sample, a simple OLS regression was run, and the mean and
standard deviations of w was calculated across individuals from the
estimated regression parameters. Taxable income in excess of 5000 Skr
was required for this calculation. The major defect with OLS is that
it takes no account of the covariance structure of us and because this
defect leads to larger errors in estimating the parameters m and w in
the individual regressions, the calculated empirical standard deviation
of w tends to be exaggerated.

Set B consists of three approximate GLS regressions using Rao's
theorem, using the empirical covariance of earnings
- 1

Q% = Zl (xi - )—{)(xi - x)! , which was shown to satisfy Rao's

n-1 i=
theorem in section 3. It was argued in section 3 that these estimates

provide the basis for an upper bound estimate for the standard devia-

tion of w across individuals, since it is not possible to distinguish

the sampling variability of the estimated w's from the variation of

the true individual w's. However, these estimates are superior to the

OLS estimates, since the sampling variance of the estimated w's is less

with GLS. The three regressions in this set require individuals to

have taxable incomes > 5000, > 3000, and > O Skr respectively, in order to see
whether a truncation point seriously modifies the estimated standard

deviation of w across individuals.

Set C consists of four regressions that attempt to restrict the

covariance matrix Euu' = Q@ to four alternative parametric forms.
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n
Specifically, we take [1/(n-1)]zZ (xi - :_()(xi -x)"' = 202" + Q ,

i=1
b4 ¢
where Z' = 1L...1 , &= I-ll 12 , and the four alternative speci-
01...6 lle ¢22

fications of @ are:

(11) case
Cl Q=AI (i.e., just a constant transitory
disturbance);
[010...0]
101 0
010 0
Cc2 Q=2AL + 8 . (i.e., tridiagonal);
[ 0 0
(0010 0]
0001 . 0
1000 0
C3 Q=02+ vV ? 100 9 (i.e., pentagonal);
0000 o]
111 . 1
122 2
C46 Q= + 0 % 2 ? * - 3 (i.e., transitory dis-
turbance & random walk) .
123, 6
We note that:
aLh 01 2 .6 000 . 0
123 7 012 6
2 34 8 024 12
'= ' . - .
zez 6 11"+ 0gp |- SERERZIEE
678 12| 06 12 36,

We estimate the parameters of (11) and (11') by weighted OLS, regressing

the 28 elements of the triangular portion of the matrix Q%, excluding
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those above the principal diagonal, on the corresponding elements of
Z0Z' + Q . The weights were the number of observations available for

A

estimating each covariance term of Q*.

This quick-and-dirty procedure for estimating the parameters in the
Set C specification is crude, and at some point, it will probably be
worthwhile to develop a maximum liklihood procedure for better estimates

with more manageable statistical properties.

~ L
We then take (¢22)2 as an estimate of the standard deviation of w
across individuals, unless the parameterization of (& leads to an ex-

n

cessive difference between 1 S (x, - x)(x, - x)' and the esti-
n-1 i=1 i i

mated decomposition ZoZ' + Q . The purpose of the Set C estimates
is to try to reduce the noise from sampling error in the estimates of
the individual w's which is present in the GLS estimates of Set B.

Table I shows the results from these different estimating pro-
cedures.

We consider first the estimates of the parameter of greatest in-
terest in this study, the standard deviation of w over individuals,
which reflects the deviation of the slope parameter of the taxable in-
come profiles. The difference in the OLS and the corresponding GLS
estimate (the second entry in Table I) is small, and it is unlikely
that it is statistically significant at conventional significance levels
for this cohort. However, the GLS estimate is slightly smaller, which
is the expected direction of difference, because of the greater effi-
ciency of GLS. The three alternative GLS estimates indicate that there
is only a small difference in the estimated standard deviation of w,
depending on trﬁncation of the taxable income series at >0 and 25000
Skr.

The parametric estimates of Set C for this parameter are smaller
for the four alternative parametric specifications of {, compared with

the first two estimates. Cé4, the random walk and transitory distur-
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TABLE I

Alternative Estimates of the On-the-Job Parameter* W
Standard Deviation and Related Parameters Across
Individuals with Elementary School Attainment?

# of Standard Deviation of
Cases W m m* r <
—_— wm wm
Set A: OLS
(Income 25000 Skr) 111 .60 2,11 1.74 -.60 - .05
-Set B: GLS
(Income 25000 Skr) 111 .57 2.11 1.77 -.58 =~ .04
(Income 23000 Skr) 128 .59 2.34 2,02 -.53 - .03
(Income >0 Skr) 135 .60 2.53 2.23 -.46 +.015
Set C: Parameterized
Estimates N 5
(Income 25000 Skr)
Cl Pure transitory 111 .53 1.47 1,02 -.37 + .50 1.45
C2 Triagonal 111 .51 1.38 92 -.33 + .62 1.62 .325
C3 Pentagonal 111 .50 1.31 .85 -.32 + .71 1.74  .437
C4 Random walk & 111 .48 1.35 94 -,56 + .22 1.11  .433
transitory

.191

*
We remind the reader that w is the slope parameter of earnings profile

deviations from the mean profile of earnings.

o .
8The sample is composed of males from the Swedish Laginkomstutredningen

(LIU) who were born 1936-1941, who had terminated formal schooling at the
elementary level (folkskola). The time series data on taxable income were

obtained from official statistics by GBran Ahrne for the present study. The

time vector t' = (0,1,2,...6) has O occuring at age 22, and 6 at age 28.
The sample is further restricted to those having valid taxable income sta-
tistics for 4 or more years.
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bance model has the lowest value, .48, of all the estimates. The Set C
estimates are intended to reduce the effect of sampling variations in
;, in trying to obtain a superior estimate of the true variance of the
w's. Thus the smaller values of the estimated standard deviation of w
in these estimates are not unexpected, compared with OLS and the cor-
responding GLS estimates. The sample means of taxable income for
t'=(, 1, ..., 6) are x' = (7.42, 8.08, 8.65, 9.24, 10.14, 10.27,
10.81) x 1000 Skr (Swedish crowns). If we take one standard deviation
of difference in the profile slope for five years for the GLS case,
restricted to those with taxable income 25000 Skr, we obtain a change
in relative incomes of 2750 Skr, an empirically quite substantial dif-
ference. However, this estimate is a reasonable upper bound, because
it incorporates the sampling variation in the ;'s. The random walk
estimate, C4, provides a corresponding five-year effect of 2400 Skr,
which is still a quite large empirical difference.

Two sets of estimates of the standard deviation of the regression
constant (m and m+) are provided. Section 3 points out that the value
of this parameter depends on the origin of the time vector associated
with taxable income. The first (m) corresponds to assigning t = t. = 0
at age 22, the first term in the income profile data used in these cal-
culations. There is no basis for assuming that "crossover" t.s occurs
at this young of age, especially since at this age, the covariance of
w and m, cov(w,m), is substaﬂtial and negative, contrary to other
theoretical considerations and direct empirical evidence that the cor-

relation of ability and the slope of the earnings profile is greater

than or equal to zero, see, e.g., Hause [5].
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The standard deviation of m+ is obtained with the assumption that
tC = 0 at age 24, two years later than the m estimate. The reason for
not assuming t, = 0 at an older age is because equation (3d) implies
that the variance of m is less than zero for many of the regressions,
which is not very appealing. In all cases the assumption that tc occurs
at age 26 or greater leads to negative estimates for the variance of
m. Even with the assumption that tc = 0 at 24, the covariance term
is negative in Sets A and B, although very small (and probably not sig-
nificantly different from zero). This result may be inferred from the
correlation coefficient of rzm for Sets A and B in Table I. This evi-
dence points to 24 < t. < 25 as a plausible interval for to consis-—
tent with this specification.

Set C estimates of the standard deviation of m and ﬁ+ are substan-
tially different from the corresponding estimates of A and B. This
difference may reflect identification problems in an adequate parametric
specification of Q. For example, if there is a constant matrix that
should be added to the C4 (random walk) model, one cannot distinguish
between the parameter of this constant matrix from the parameter that
was previously identified as the variance of m. Thus, one may have
substantial doubt about the relevance of the Set C estimates of the
standard deviation of m. It is interesting to note that the Set C es-
timates of Tom and r;m change the correlation from negative to large
and positive values, as one compares the assumption that tC occurs at
22 and 24, respectively. One notes in passing that the estimated rom

from C4 is +.72\if we assume the true tC = 25 ,
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In the C4 estimate of 6, the variance of a constant random walk
increment is .433, which implies a standard deviation of (6)li = .66 .
This value is large, and suggests that the random, nontransitory incre-
ment to income is large. The standard error of this estimate of 6 in
the 28 observation regression is .305, which hints at substantial im-
precision. The standard error, as estimated by this crude procedure,
cannot be taken seriously. The estimated constant transitory variance
in Q, A, is also large, and has t-values ranging from 3 to 4 over the
Set C regressions. This result may be partly due to the weighted re-
gression based on the number of observations in the covariance matrix
elements. The t values of the estimates of O 2Te even larger, ranging
from 4.5 to 7.

The Set C regression results could be used to provide approximate
GLS estimates of the simple regression parameters of individuals, by
using the estimated covariance matrix Z;Z' + 5 , but these calcula-
tions have not been carried out.

We turn next to a comparison of OLS and GLS estimates of the stan-
dard deviation of w7 for other levels of schooling. Table II presents the estimates.i

These results are painful to behold, since they conflict with the
a priori expectation that the GLS estimates would tend to yield smaller
estimates of the standard deviation of w than OLS, because of greater
sampling variation. Perhaps they are an unlikely outcome from sampling
error. I have not had time to explore this result, although it may be
related to the incomplete observations used for computing the covariance
matrix used as the GLS matrix. In the E2 and E_ cohorts, there are

3

several estimated w's that are 3 or 4 standard deviations from the GLS
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TABLE II

OLS and GLS Estimates of the OJT Parameter W Standard Deviation
for Three Levels of Schooling Attainment®
Educational Attainment E E E
Number of Observations 111 33 21

OLS Estimate for Income :
25000 Skr .60 .76 .55

GLS Estimate for Income
25000 Skr .57 .85 .77
aSame LIU éource as in Table I. E, = Folkskola graduate (about
8 years of schooling), E, = Folkskola graduate with some vocational
schooling, E_ = Realskola graduate. '

3
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mean, whereas no deviations of this size occurred in the corresponding
OLS estimates.

For those interested the empirical effect of income differentials
implied by these estimates of the standard deviation of w, relative to
the income profiles, the E2 profile x' = (8.31, 9.01, 9.40, 10.17,
9.58, 10.87, 11.51) x 1000 Skr. For the E3 cohort, the taxable in-
come profile x' = (7.97, 8.34, 8.68, 9.75, 9.95, 10.91, 10.81) x 1000
Skr.

Finally, we consider a sprinkling of estimates of partial cor-
relation coefficients of income or earnings, rik-j’ where the time
indices satisfy the condition i < j < k . The purpose of Section 34,
in the discussion of statistical testing of the 0JT hypothesis is to
develop a procedure that could be used with fragmentary earnings pro-
file data (consisting of earnings for at least three different points
along.the profile). The test is to determine whether any systematic
OJT effects that might be present in the data are strong enough to over-
come the stochastic residual earnings variables, up s thereby yielding
a significant negative sign for the partial correlation. The discus-
sion concluded that under several specifications, the best opportunity
for observing a net 0JT effect (i.e., a negative rik-j) occurs if i and
k are on opposite sides of tC and j = tC . We consider several sets
of partial correlations computed from a few alternative samples in
Table III.

The partial correlations for the first two samples are in most
cases based on Qery small numbers of observations, and are erratic.

Most of the coefficients are positive, and they do not, as a whole,




Sample
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TABLE III

Partial Correlations of Earnings (or Income) at
Different Ages and Levels of Schooling Attainment

Educational
Attainment

Folkskola

Folkskola &
Vocational School

Realskola

Realskola &
Vocational School

Folkskola and
Folkskola &
Vocational School

Realskola and
Realskola &
Vocational School

Non-H.S. Grad.
H.S. Graduate
Some College
Collegé Graduate

College Grad.,
2 or more degrees

T17,28.22
-.004
[22]

£21,28.26
~.004
[11]

T91,28.24
.176
[71]

¥91,28.25
.007
[13]

¥27,31.29
.385
[156]

£28,34.31
.220
[28]

T65,55.60

-.082
[60]
~.346
[117]
~.046
[51]
+.049
[70]

-.374
[47]

r18,28.22
.031
[23]

£24,28.26
.173
[14]

T94,28.26
.555
[10]

£24,28.26
.397
[15]

£27,34.30
.312
[114]

£26,39.31
.118
[16]

¥60,50.55
+.266
-.023
-.014
+.020

-.185

T21,28.24
-.036
[47]

T94,28.27
-.504
[14]

¥26,39.31
-.108
[92]

£26,39.35
-.599
[16]

¥92,28.24
.016
[22]

¥30,39.35
.190
[90]

¥30,39.35
.008
[15]

Y24,28.26
.059
[56]

T34,39.37
.752
[16]
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Table III (con'd)

aSample 1 is from the subset of the LIU data already used in Tables
I and II. Sample 2 is from another subset of the LIU data of males born
1924-1928, with the income data collected by Ingalill Eriksson for her
study A1der och Inkomst. Numbers in brackets are number of observations.

bSample 3 is from data collected by Daniel C. Rogers, mostly Con-
necticut 8th graders in 1935. The partial correlations are from recalled
full-time earnings in 1966 for 1950, 1955, 1960, and 1965. The sub-
scripts on the partial correlations are for calendar year, not age. As-
suming 8th graders are about 14 years old would make the partial corre-

lation subscripts for age roughly r44’34.39 and r39’29.34, respectively.
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provide support that gross 0JT effects are strong enough to outweigh
the random residual variability in earnings. Sample 3 provides stronger
support for OJT effects within schooling attainment classes. Recalled
full time earnings data may have some error in measurement, but they
may effectively substantially reduce the transitory earnings variations
which tend to mask OJT effects. The parametric approach to estimating
earnings profile standard deviations is obviously more appealing for
determining the potential empirical significance of O0JT, but further
application of the partial correlation test for the potential existence
of net OJT effects is worthwhile for fragmentary cohort data on earn-
ings.

The negative partial correlations dovnot prove the existence of
0JT effects (including the possible effect of systematic differences
in occupational profiles, of course), but in the absence of a plausible
alternative hypothesis, it is very tempting to conclude that some

closely related effect is present in the Rogers data.




Appendix:

AN APPLICATION OF A THEOREM FOR BEST LINEAR UNBIASED ESTIMATION
OF REGRESSION COEFFICIENTS IN THE CORRELATED CASE

By Urban Norlén

An application of a theorem by Rao (1967) for Generalized Least
Squares (GLS) estimation is shown to facilitate the estimation procedure
in a situation where a set of regression coefficients is to be estimated.
GLS estimation in its original form involves the disturbance co-
variance matrix, which is unknown here. With this theorem as a point of
departure we select another covariance matrix and use this matrix in the
place of the disturbance covariance matrix. This matrix is selected from
a class of covariance matrices as given by the theorem and with the property

that they all leave the GLS estimates unaffected.

1. THEORY
We consider the generalized linear regression model

y =-ZB + e,
1 Tx1l Txp pxl Tx1

where y is the observation vector on the dependent variable, Z is a given
.observation matrix on the independent variables of rank p(<T), B is the
vector of parameters to be estimated and ¢ a disturbance vector. vy has
the mean vector and positive definite covariance matrix

(2) E(y) = 28

(3) E(y - 28)(y - Z8)' = Q

respectively. We shall be concerned with the Generalized Least Squares
estimator

(4) b = (z'g'lzj'lz'n"ly
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of B, which is the Best Linear Unbiased Estimator (BLUE) with covariance
matrix
(5) E(b - 8)(b - 8)' = ('8 )" .
One difficulty in employing this estimator is that the matrix Q must be
known, at least up to a factor of proportionality. This knowledge is
often hard to get. In practice, therefore, this problem has often led to
the use of the in general less efficient Least Squares (LS) estimator
(6) b0 = (z'zylzvy
with covariance matrix
) e’ - 000 - 8 = @2z
which in general is larger than (5) in the sense that the difference be-
tween (7) and (5) is a positive definite matrix. In some of these problem
situations, however, the following theorem by Rao (1967) may be used in
obtaining GLS estimates of B although the disturbance matrix still is
unknown. When Z and Q are of full rank the theorem may be stated as follows.

THEOREM (Rao 1967): Let X be a Tx(T - p) matrix of rank T - p such
that X'Z = 0, and let Q% be a matrix of the form
(8) Q% = Q + Z9Z' + QX¥X'Q,
where ¢ and ¥ are arbitrary. Then the GLS estimator with £* is the same
as that for Q.

If the matrix
(9) A=1+2'0 20

is nonsingular, a simple proof of the sufficiency may be given. Consider

the identity

-1

(10) Q- - % !

1 loez' + xvx'oye* L.

L@ tax - mex = (@
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Premultiplication by Z' gives after simplification

(11) 297l = 1+ z'a7lzeyzraxt = azras!
(12) zrgxt = A7z,

Postmultiplication by Z gives

(13) @'ax tzy™L - ' lzya,

which combined with (12) establishes the relation

1. (z'n"lz)'lz'n“l,

(14) (z'ax Lz Tgrgw
i.e. the GLS estimator with Q* and that for 9 are the same.
In passing we notice that an important class of covariance matrices

is defined by (8) with @ = 021. For these covariance matrices the GLS and

‘the LS estimators are the same.

2. APPLICATION
In the following application one use of Rao's theorem is demonstrated
in a multirelation situation where a set of regression coefficients is to
be estimated with the GLS method.
In his time series analysis of differences of Swedish income profiles
for people with different education backgrounds, Hause (1973) specifies

the following set of N regression relations

(15) y; = M + ZBi + €) i=1,i=1, ..., N
Txl Tx1 Tx2 2x1 Txl
where vy is the observation vector on individual i's taxed income

(in thousands of Swedish Crowns at the price level of 1949) at T consecutive

ages, 1 is the mean income for the N individuals, Z is the matrix

(16) Z

o oese
Heoolo
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implying that the two parameters in the vector Bi are the intercept and
slope respectively in the linear trend function for individual i
measuring his deviances from the mean incomes p. The individual intercepts
and slopes are identified by the restriction

N
a7 z Bi = 0.

i=1
The following assumptions are made
(18) E(y;) = u + 28,
(19) E(y; —u=-28)(y; —u-28)' =@
i.e. the disturbance covariance matrix @ is the same for all individuals.

Since we are dealing with time series with correlated observations

it is desirable to employ the GLS method for the estimation of the regres—
sion coefficients. To achieve this end we proceed as follows.

ESTIMATION OF u: The GLS method gives those values of the parameterg

that minimize the function

z

(20) f= I (y,-1f-2b)'0 (y. -0 -28.).
. i i i i
i=1
Differentiation with respect to {I gives
196 Y -1 ,-
(21) T =-LQ (y, -u-2b,) = -NQ "(y - u),
2 3 1=1 i i

where we have used the restriction (19). The GLS estimator of u is thus
simply the sample mean income vector.
ESTIMATION OF THE Bi's: The GLS estimators of the Bi's are
(22) b= e e G, - 1=, . N
The restriction (16) obviously holds true for these estimators. The dis-

turbance covariance matrix Q is, however, not known, which prohibits the
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straightforward use of this estimator. We may instead construct an

approximate estimator by inserting
1 N - -
= —— - - '
(23) § = §1 iEl(yi Ny -9

in the place of Q@ in (22), i.e. by using the observed income covariance
matrix. For the expectation of this matrix
1 N
= - ] ]
(24) E(S) Z(N_l I B8."Z + 0
i=1 .

belong to the equivalence class (8) that was shown to leave the GLS esti-
mates unaffected. Approximate GLS estimates of the set of regression
coefficients may thus be obtained from
(25) b, = @'sTD2sHy, - ) i=1, ..., N

The expected difference in the variability of the OLS and approximate
GLS parameter estimates can be shown analytically. One measure of the
difference is
1

(26) D= N-T

™M =

bb,' = (z'Z)'lz'sz(z'Z)'l - (z's'lz)"l,

0
b;b'; - =—
i=1 i N-1 i=1

where bg is the LS estimate (6) of the regression coefficients for individual

| M =

0 1
i

i. This matrix is in general a positive definite matrix.
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*The initial phases of this research were supported by the National
Bureau of Economic Research, and further work has been supported by a
National Institute of Education (U.S. Office of Education) Grant No. OEG-
0-72-1569, NIE Project No. 2-0680. Neither institution has reviewed or
approved this work, or the conclusions. I am greatly indebted to Chris
Sims for comments that have deeply influenced my thinking about the theore-
tical and statistical implications of the basic model, and to Urban Norlén
for resolving much of the GLS estimation procedures and carrying out the
GLS and parametric Q calculations. It is a pleasure to acknowledge the
cooperation of Sten Johansson and Ingalill Ericksson for making it possible
for me to use a special data tape created by Ericksson for Laginkomstut-
redningen study in Sweden. Thanks are also due to GHYran Ahrne who assembled
the income data for those born 1936-1941. The study also has benefited from
the valuable research assistance of Karlis Goppers, and from work by Eilon Amit, Lars
Anlér, lars Elve Larson, and Edward Fagerlund, who carried out computationms.
at different stages. The author is responsible for conclusions and errors,
but the complexity of earnings profiles makes the data partly responsible
for empirical ambiguity.

lThis issue is discussed in greater detail in Hause [&].

2The lower bound estimate of zero is approached, for example, if
working lifetime is divided into a large number of periods, in which there
is no correlation of earnings between periods. The upper bound cited in
the text is obtained in Hause [ ], based on a proof sketched by Sims. Let
x, be earnings as a‘function of age, t, He the corresponding mean earnings

as a function of age, and p the constant discount factor.
2.1/2 -pt'
DY@ oy - w0
-0t _ -ot! - '
2 JUE[e "7 (x, - u e (x v = w o) ]dtdt

(by Schwarz's inequality),

= [IEPE G, - 291724 40

-0t -pt
= Effe® (x, = ude P (%, - o)dedt’

= E(fe_pt(xt - ut)dt)z-

Taking square roots of the first and last steps yields the upper bound
asserted in the text.

3Proof: The coefficient of (MW - C2) is negative, given i < j < k if
j = 0, regardless of the (permissible) values of the other two time indices,
i and k. Now consider a translation in time of the three time indices by2
the same amount, 7, with Tj initially 0. Then the coefficient of (MW - C°)

is t( -1 - T, - Tk) + (Ti + T)(Tk + t). The derivative of this translated

coefficient with respect to T is 0. Thus a constant translation of the
time indices does not affect the value of the coefficient. Hence the coef-
ficient is negative for all permissible values of the indices.
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4This formula for (O* assumes that all observation vectors are complete.
In most available time series on earnings or income, the data base is
modest, and one cannot afford the luxury of restricting the computations
to complete observations. When there are missing observations each element
of O* has the form

nij

T (x,, - X)(x, -X)
oq ik T R g T

(nij -1)

where the sum is only over the n observations for which X and xjk is

i3

present (k is the subscript for an individual), and the means ii and ;j are

also based on this same set of observations. We retain the slightly mis-
leading notation of the text even when there are missing observation elements
for simplicity, remembering, however, that covariance matrices constructed
as degcribed in this note are not necessarily positive definite.

5I am indebted to U. Norlén and C. Sims for discussion of this procedure.

6One complication arises in the case in which 2 is assumed to be the
combination of a random walk and a transitory disturbance. Since the data
do not pick up the taxable income profile at the beginning of labor force
participation, it seems plausible that the random walk for the initial data
point will have already progressed to a level where the variance from the
first (and subsequent) years should augment Q by ull'. But p cannot be
identified, since pll' cannot be distinguished from ¢1111'. Hence the esti~

mated ¢ll cannot be assumed a good estimate across individuals of the variance

of m, the constant parameter in the regressions of (1'), in specification Cé.

7The corresponding Set C estimates are not presented because of compli-
cations stemming from small sample sizes. The covariance matrix whose
elements below (and including) the principle diagonal are used as dependent
variables in a regression on the assumed structure of Q is based on incomplete
observations and need not be positive definite. A number of peculiarities
arose in the estimated unconstrained parameters in preliminary calculations.
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