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## The Definition of College Quality and Its Impact on Earnings


#### Abstract

This paper adds an additional variable. college quality, to the human capital earnings functions. The NBER-Thorndike sample of World War II veterans is then analyzed to see whether quality of colleges attended influences income of individuals at various slages of their working lives. IT We have found that the quality of institutions of higher education has an important impact on lifetime earnings of those who attend. A subjective evaluation of institutions the Gourman Index) was used to measure quality in many of the estimated equations, but it appears that certain objective traits that contribute to these evaluations can be isolated. In particular. average student quality as measured by the average S.A.T. scores of entering freshmen, and faculty salaries, are strongly related to the Gourman Index and are the most important of the measurable institutional traits in the earnings functions of former students. IT The importance of college quality does not appear to vary significantly with years of college (and graduate school) attended. We have only weak evidence of an interaction between college quality and student ability. Quality does affect later incomes more than it influences incomes immediately on entering the labor force. These results hold even after controlling for certain occupational choices. individual ability, and socis-economic background.


[^0]
## [1] INTRODUCIION

Many people have opinions about which colleges are good and which are poor. The bases for their judgments can range from the number of Nobel Laureates on the faculty to the national ranking of the football team. A more systematic analysis of quality would involve trying to identify the features of colleges that enable those whom the colleges are serving (students, alumni, taxpayers, or society as a whole) to best achieve their goals. In this paper we are concerned with the characteristics of colleges that serve to increase subsequent monetary incomes of those who attend them.

Usually, lifetine earnings are explained by variables such as innate ability, experience in the labor force, and years of education, although other socio-economic, demographic, and occupational data can be in. serted to increase the explanatory power of the model. In this paper attempt to add a new dimension to the earnings function analysis by hypothesizing the features of colleges that might yield financial payoffs in later life, and then testing to see which of these traits actually do add most to the explanatory power of the traditional earnings function. Several methods of identifying the mechanism by which these quality traits affect income will be discussed, including rates of return to quality estimates and tests for the interaction of school quality with individual ability and with years of schooling, as weli as interactions among the various quality traits.

There is a particular timeliness to this research. Several years ago in his classic study, James Coleman argued that differences in the characteristics of elementary schools attended were unimportant in determining differential achievement rates among students, especially when compared io differences in other variables, particularly family background.' More recently, Christopher Jencks has minimized the effects of schooling in reducing cognitive and economic inequality. ${ }^{2}$ Samuel Bowles, ${ }^{3}$ an economist, and Alexander Astin, ${ }^{4}$ a psychologist, have come to similar conclusions that differences in schools at various levels ranging from elementary to higher education have only slight effects on students, whether the effects be economic or cognitive. However, Astin' does find that college students demonstrate differential changes in affective behavior depending on the quality of the colleges they attended. Moreover, Spaeth and Greeley ${ }^{6}$ found that their rneasures of quality affected occupational prestige even after a number of other variables that had seened to reduce quality to insignificance in previously mentioned studies were considered.

Eric Hanushek found for a sample of elementary schools that even though differences in expenditures did not seem to affect the learning rates of children, there were certain measurable characteristics of teachers that did have an impact. In particular, Hanushek found that differences in teachers' verbal aptitudes, the newness of their training, and racial differ-
ences, which he interpreted as differences in the quality of teacher training, did significantly influence children's facility in learning.' An implication that can be drawn from this result is that expenditures do not matter because school monies are spent on the wrong things. If higher salaries are paid for teachers with more seniority rather than for teachers with higher verbal aptitudes or for teachers of higher quality and more recent training, then we would expect little relationship between expenditures and other quantifiable measures of the school's quality.
To jump ahead to the major conclusion of this study, we find that at the college level differences in quality have highly significant effects on differences in lifetime earnings patterns of students. These results hold even after controlling for a wide array of other factors, including individual student ability. It might be that expenditures at the college level are more likely to purchase those inputs that will be effective. During the period of our study, institutions of higher education were less restricted by unions, teacher associations, and school boards in regard to the types of inputs that they were able to purchase than were elementary and secondary schools. Hence, even if the same model were applicable to all levels of education, the input-output relationships predictably should have been more effective at the college level. It is a moot point whether the superior effectiveness of higher education expenditures will be able to continue as unionism and other restrictions grow at the college level.

Our enthusiasm for the relevance to policy of the current study must be tempered somewhat because of the nature of the sample. In social science research on microdata sets, certain desirable characteristics of a sample usually will have to be sacrificed in order to obtain data with other desirable characteristics. Some samples that have attempted to follow groups of individuals over a number of years have encountered drop-off rates in responses that create serious biases. Other groups studied have exhibited high response rates, but the representativeness of the sample has been weakened because it was selected from only one particular state or group of high schools, for example. Other data sets have of necessity lacked a number of particularly crucial variables, such as test scores of the individuals being studied. Our sample has been characterized by statistically acceptable response rates and also by the availability of virtually all the vital variables required for the models that will be specified here. However, the representativeness of the sample has had to suffer.

The data used are now known as the NBER-Thorndike sample, and although it has been described in detail in several other places, ${ }^{8}$ we might summarize its important characteristics here. The respondents were white World War II veterans, all of whom took a battery of aptitude tests in 1942 to determine if they were qualified to be pilots. To take the test one had to have above-average $1 Q^{\text {s }}$ and be in good health. Those willing were
surveyed by Robert Thorndike in 1955 and by the National Bureau of Economic Research again in 1969. They provided much infoamation on earnings history, socio-economic situation, and educational experiense, including the names of colleges attended as well as aptitude test scores. ${ }^{10}$

This particular sample precludes us from generalizing some of our results so that they might be most relevant for current policy dehates. In the first place, no blacks are included in the sample, and also there are no people from the lower half of the IQ distribution. Hence, we must continually keep in mind that our results apply primarily to white, high ability members of our population. We must constantly be cautious of the temptation to apply our results to blacks, other minorities, women, and the less able members of our society. If one argues that the models developed in the work reported here apply directly to these groups, then inferences about them might be made. However, if we feel that the factors determin. ing the earnings functions for these groups are different from those determining the earnings functions for the ones in our sample, or if we feel the relationships between the factors and earnings would differ among these groups, then we will have to restrict our conclusions to the group studied. Rather tharl wait for the perfect data set, we shall present the results for the data that we have developed. The caveats just stated must be kept in mind. However, the basic result-the significance of quality of college attended on lifetime earnings patterns-is important enough to justity what follows.

Two general types of college attributes can be isolated and measured (if imperfectly). They are as follows:

1. Student Quality The argument is that a student benefits more from college, and hence acquires more of whatever colleges offer that enhances future earning power, when surrounded by high quality fellow studentsthe so-called peer effect. Intuitively, it does seem that the opportunity to interact with intelligent and motivated peers should enrich a student's college experience. We have several measures of average student quality by schools, such as the average Scholastic Aptitude Test (S.A.T.) scores of entering freshmen' ${ }^{1}$ and an index of intellectuality' of students derived by Alexander Astin through factor analysis. ${ }^{12}$ Another variable developed by Astin, an index of selectivity based on average level of S.A.T. scores, is also used as a dimension of quality.
2. Instructional Quality The second aspect of college quality is the excellence of faculty. The hypothesis here is that a good faculty will instill in students traits that will be beneficial to them in subsequent years. One measure of faculty quality is average faculty salary. ${ }^{13}$ The assumption is that higher-paid faculty have either more experience (and higher rank), better teaching ability, more professional prestige from research, or greater opportunities to earn elsewhere, all of which are indicators of greater
productivity in their professorial roles. ${ }^{14}$ Another measure of school quality is school expenditure for instruction, research, and library facilities per full-time equivalent student. Here, the argument is that high-quality faculty are attracted by expenditures beyond those on salaries alone. Also, holding these expenditures per faculty member constant, a larger expenditure per student implies a higher teacher/student ratio. ${ }^{15}$ Thus, this measure is a test of the influence of teacher/student ratios as well. The hypothesis is that both expenditures per faculty member and faculty per student are aspects of quality. ${ }^{\text {1s }}$ Unfortunately, data of this kind ignore different definitions of "full-time faculty" at different colleges. Teaching loads range from one course to four or more per semester at different colleges and these differences may alter teacher effectiveness. Moreover, this proxy for quality ignores non-pecuniary attractions that particular colleges may hold for particular faculty members. Schools located in undesirable areas (urban ghettos with high crime rates or isolated rura! areas with no cultural life) may be forced to pay high salaries for instructors. Schools with attractive surroundings (scenery, some top scholars, a stimulating cultural life, or exceptionally good research and teaching equipment and plant) may be able to attract high-quality instructors for low salaries. Top-quality teachers may accept low salaries if opporlunities for lucrative outside consulting jobs abound. Of course, students may or may not benefit from "good" teachers who are away consulting much of the time. In any case, the hypothesis we will test is that schools that pay high salaries to faculty members who meet relatively small groups of students are more beneficial to students' subsequent earning power than those that pay low salaries or assign instructors large classes.

A related quality measure refers to the total incomes or expenditures per student of the colleges. It might be argued that schools that spend (or receive) larger amounts per enrollee provide a higher-quality education, an educational experience more beneficial in post-school years.

As an additional test of school quality we have a subjective measure derived by Gourman. These ratings propose to be a "consensus of reliable opinion and judgment obtained from many and various sources deemed to be dependable and accurate."1 The study evaluates individual departments as well as administration, faculty, student services, and other general areas such as library facilities. An average of all items is calculated, resulting in an overall Gourman Index between 200 and 800 . The interpretation of these ratings depends on the weights given to the various criteria. Unfortunately, these weights are not published. However, the index is one of the few quantitative ratings available for a large number of colleges.
There is a question of whether or not a!l the measures of quality are measuring the same dimension. Table 1 presents correlations between
pairs of college characteristics. In general, these correlations exceed 5 Table 2 presents regressions with individual colleges as units of observation, which enable us to consider the relationships between the monmonetary quality measures and the expenditure clata and school size. It is obvious that the non-dollar quality measures are significantly influenced (according to the $t$ test) by expenditures as a whole, faculty salaries, and size of student body. Size (undergraduate emrollment) is negatively related to average S.A.T. scores; that is, better peer group influences apparently are fourd in smaller schools. Gourman ratings are positively influenced by size. Interestingly, our model explains about 50 percent of the variance in the peer group measures, but as much as 70 percent of the Gourman ratings.

It is also interesting to compare these relationships with those discussed by Charles Elton and Sam Rodgers in a recent paper. ${ }^{18}$ They found that quality ratings of graduate departments made by people engaged in academic careers show a very strong relationship to the size of the departments. They correlated the quality measures obtained by Allan Carter ${ }^{14}$ and by Roose and Anderson ${ }^{29}$ with the number of areas of specialization within a department, number of laculty, number of Ph.D. degrees awarded. number of full-time students, number of first-year students, and ratio of part-time to full-time students and found that tests of statistical significance indicated that these variables differentiated the departmental ratings beyond chance expectations. They concluded that in the ratings obtained from opinion-poll-type surveys, the prime determinant of the probability of a department having a high-quality rating was its size, as measured by the variables just mentioned. The Gourman ratings that we use resemble the Carter-type ratings in that they are derived from individual opinions. It is for this quality variable that undergraduate enrollment is significantly and positively related to the institutional rating. On the other hand, enrollment or institutional size is negatively or insignificantly related to measures of average S.A.T. scores of entering freshmen, either those obtained from Cass and Birnbaum ${ }^{21}$ or those derived by Astin. ${ }^{22}$ The implication is that we might want to focus, at least in part, on quality measures that are based on more objective data such as the S.A.T. rather than looking only at quality variables derived by surveying opinions, such as the Gourman ratings.
Quality variables used in this paper are based either on undergraduate evidence, like the S.A.T. score data, or on university-wide characteristics, such as expenditure data and the Gourman ratings. In other words, a school is evaluated equally regardless of whether an individual attended it as a graduate or an undergraduate student. An implicit assumption in these cases is that the quality rankings of an institution in its undergraduate schools do not differ from the quality rankings based on its graduate
programs.
TABLE 1 Simple Correlations Between Various Pairs of Collega Attributes

| College Attributes | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. S.A.T. verbal |  | . 9069 | . 6592 | . 7667 | . 6295 | . 5603 | . 5649 | . 6101 | . 5888 | . 3545 | --. 0978 |
| 2. S.A.T. math |  |  | . 7205 | . 7758 | . 6540 | . 6068 | . 6093 | . 6613 | . 6169 | . 5927 | -. 0888 |
| 3. Astin intellectuality |  |  |  | . 7399 | . 6141 | . 6247 | . 5977 | . 6576 | . 6674 | . 6615 | . 3318 |
| 4. Astin selectivity |  |  |  |  | . 6530 | . 6312 | . 6193 | . 6759 | . 6976 | .6811 | . 0114 |
| 5. Average faculty salary |  |  |  |  |  | . 7460 | . 6870 | . 7.364 | 8016 | . 7746 | 2535 |
| 6. Departmental expenditures per student for research. instruction, and librarv |  |  |  |  |  |  | . 8178 | . 9555 | . 7.540 | . 7262 | . 0482 |
| 7. Basic income per student |  |  |  |  |  |  |  | . 8413 | . 6738 | . 6390 | . 0211 |
| 8. Basic expenditures per student |  |  |  |  |  |  |  |  | . 7127 | . 6764 | -. 0803 |
| 9. Gourman overall |  |  |  |  |  |  |  |  |  | . 9827 | . 3084 |
| 10. Gourman academic |  |  |  |  |  |  |  |  |  |  | . 3318 |
| 11. 1960 enrollment |  |  |  |  |  |  |  |  |  |  | - |

TABLE 2 Regression Relationships Among Quality Variables

| Quality Variables | S.A.T. |  | Gourman |  | Astin |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Verbal | Math | Overall | Academic | Intellectual | Selective |
| Constant | 339.9 | 355.1 | 94.9 |  |  |  |
| Basic expenditures |  |  | 94.9 | 97.5 | 28.1 | 31.0 |
|  | (2.4495) | $\begin{gathered} .0232 \\ (3.7548) \end{gathered}$ | $\begin{gathered} .0491 \\ (6.8916) \end{gathered}$ | $\begin{gathered} .0495 \\ (6.1135) \end{gathered}$ | $\begin{gathered} .0055 \\ (5.4403) \end{gathered}$ | $\begin{gathered} .0045 \\ (5.2771) \end{gathered}$ |
| Undergraduate enrollment | $\begin{gathered} -.0039 \\ (-4.0248) \end{gathered}$ | $\begin{array}{r} -.0036 \\ (-3.6735) \end{array}$ | $\begin{gathered} .0063 \\ (5.5849) \end{gathered}$ | $\begin{gathered} .0075 \\ (5.8327) \end{gathered}$ | $\begin{gathered} -.0001 \\ (-.5674) \end{gathered}$ | -. 0001 <br> (-8106 |
| Average faculty salary | $\begin{gathered} .0031 \\ (6.7456) \end{gathered}$ | $\begin{gathered} .0200 \\ (6.4415) \end{gathered}$ | $\begin{gathered} (0.5849) \\ .0269 \\ (7.5304) \end{gathered}$ | $.0274$ <br> (6.7516) | $\begin{gathered} (-.5674) \\ .0019 \\ (37420) \end{gathered}$ | $(-.8106)$ .0020 $(4.7070)$ |
| Adj. $R^{2}$ | . 4740 | . 5206 | . 7114 | $(6.7516)$ .6700 | (3.7439) | (4.7070) |
| Mean quality | 540.8 | 563.7 | 442.5 | 454.4 |  |  |
| S.D. | 60.99 | 64.87 | 96.4 | 102.4 | 54.0 | 56.02 |
| Coefficient on basic experiditures when used alone | . 0474 | . 0547 | . 0876 | 0882 | 1 |  |
| Adj. $R^{2}$ | . 3694 | . 4348 | . 5058 | .0882 .4551 | . 0085 | . 0075 |
| Coefficient on expenditures for library, departmental research and instruction when used alone | . 0724 | . 0834 | 1541 |  | . 4299 | 4544 |
| Adj. $R^{2}$ | . 3109 | 3654 |  | . 1576 | . 0134 | . 0117 |
|  |  | . 3654 | . 5665 | . 5253 | . 3875 | . 3958 |

We do have ratings of graduate schools that have been prepared by specific departments, but we were hesitant io make use of these graduate ratings for a number of reasons. If we could specify not only the institution attended for graduate training by the individual in our sample but also the department, then the departmental ratings by graduate schools would be optimal. However, since we do not know what departments our respondents attended, we would be forced to weight the ratings of the different departments and combine them into one rating of the graduate institution as a whole. In addition, most of the departmental ratings of graduate schools are available for only a certain restricted number of schools, particularly the best schools. Although the Roose-Anderson ratings have been expanded to cover well over 100 graduate schools, many of those graduate schools attended by our respondents were not included. In our sample only 775 people attended graduate schools for which there were Roose-Anderson ratings. One thousand and ninety-two people attended graduate schools that had a Gourman rating.
However, we did want to make sure that the strategy of using university-wide ratings (Gourman) was not significantly inferior to using the Roose-Anderson ratings. Table 3 shows the appropriate comparisons. In our earnings function, which is developed below, we insert in the first column the quality of the undergraduate and graduate schools attended, as measured by Gourman, and in the second column. the quality of the undergraduate school as measured by Gourman and of the graduate school as measured by Roose and Anderson. The explanatory power of the model is virtually identica! to two decimal places, as are the $t$ values of the graduate quality variables. Other variables have similar effects. Comparing column 1 and column 4 reveals that the results using Courman quality measures for both the undergraduate and graduate institution do not vary significantly due to the sample size, the larger sample embracing all individuals who attended graduate schools with Gourman ratings and the smaller sample including all those who attended graduate schools with Roose-Anderson ratings.
Finally, it is evident from column 3 that the use of the Roose-Anderson rating of graduate schools along with the Gournan rating of graduate schools does not significantly improve the power of the model. Indeed, when the two graduate-quality variables enter together, the high degree of correlation between them reduces their individual coefficients to statistical insignificance.
Given these results, it was decided that the Roose-Anderson ratings of graduate schools would not be used in this study. So the rating of a school is the same whether an individual attended it as an undergraduate or as a graduate student. If the other approach had been used, the results would not have been significantly different.
TABLE 3
Quality Measures


$$
\begin{aligned}
& \left(\varepsilon \angle \angle 0^{\circ} \varepsilon\right) \\
& 96 \varepsilon \angle 1^{\circ} \\
& \left(6 \angle \varepsilon \varepsilon^{\circ} 9\right) \\
& 2 \tau 969^{\circ}
\end{aligned}
$$

Eliminate an individual if he attended a graduate school without a Roose-Andersen rating.
Not eliminating when R/A absent, that is, include if attended a graduate school with a Gourman rating only,

$$
761
$$

$$
.2805
$$

$$
\begin{array}{r}
77554 \\
(9.8(144) \\
.24722 \\
(54743) \\
1075 \\
.3115
\end{array}
$$

## [2] FORMULATION OF A TESTABLE MODEL

Investments in human capital serve to increase people's skills, knowiedge and similar attributes, which, in turn, enhance their capabilities to dr productive work. One function of schools is to increase the preductive capacities of those who attend-to enhance their human capital. 0: course, there are other ways of augmenting human capital besides formal schooling (e.g., investments in health and on-the-job training).

A student acquires human capital in school by combining his owntime and abilities with the resources provided by the institution. Formally, we can think of a production function for human capital through schooling ir any period as:
(1) $\Delta H_{i}=f\left(R_{i}, T_{i}, B\right)$
where $\Delta H_{i}$ is the number of units of productive capital acquired by a person while attending school during period $i, R_{i}$ is the school's rate 0 : input of market resources, $T_{i}$ is the rate of input of the investor's time pe: unit of calendar time, and $B$ is the individual's physical and mental powers. We would expect the three variables on the right side of (1) tio interact with one another.

Up to period $t$, assuming no depreciation or obsolescence, total human capital acquired from schooling would be: ${ }^{23}$
(1') $H_{t}=\sum_{i=1}^{\prime} f\left(R_{i}, T_{i}, B\right)$
Equation $1^{\prime}$ is specified as a linear relationship at each level of $H$, so:
(2) $H_{t}=\sum_{i=1}^{\prime \prime}\left(R_{i}, I_{1}, B\right)=\alpha \Sigma R_{i}+\beta \Sigma T_{i}+\gamma B$

It is assumed that the individual's skills, $B$, do not change. We allow to interactions among $R, T$, and $B$ later by adding additional cross-produt. terms and also by subdividing the sample. For the empirical speciticatio? of equation 2 for people having completed their schooling, $B$ is measure in terms of $1 \mathrm{Q}, \Sigma T_{i}$ by years of schooling, and $\sum R$, market inputs of the school, by the measures of quality of the colleges attended. The qualtit measures represent features of educational institutions that are costiv. It difficult to measure the output units of this "human capital productiofunction," which are really units of productive skills acquired in school although we will see later that this difficulty poses no problem.

According to the human capital earnings tunction, current period in come $\left(Y_{t}\right)$ equals the sum of those earnings obtainable without any inve:ment in human capital $\left(Y_{0}\right)$ and those earnings acquired up to that point ${ }^{-}$ the individual's life as a return on human capital. Formally:
(3) $\ln Y_{1}=\ln Y_{0}+r H_{1}+u$

In equation 3, In is the natural logarithm and $r$ is the constant rate of return to units of human capital accumulated in ail periods up to $t$.
This study focuses on the relationship between earnings and the human capital production function relevant to schooling, which can be explored by estimating empirically the reduced form obtained by substituting equation 2 in equation 3 to get:
(4) $\ln Y_{t}=\ln Y_{0}+r\left(\alpha \Sigma R_{i}+\beta \Sigma T_{i}+\gamma B\right)$

Notice that we cannot interpret the coefficients on years, IQ, and quality as rates of return since the coefficients are equal to $r$ times a weighting factor. The formulation of equation 4 used in the empirical section below to study people no longer in school is:
(5) $\ln Y_{t}=\ln Y_{0}+a \operatorname{EXP}+b \operatorname{EXPSQ}+c$ YRS $+d \mathrm{IQ}+\mathrm{eQUAL}+r_{i} V_{i}+u$
$\ln Y_{t}$ is the log of 1969 earnings, EXP is years of experience in the full-time labor force (years since first job), and EXPSQ is the squared value of EXP to take account of the nonlinear influence of on-the-jcb training on earnings. ${ }^{24}$ YRS is years of schooling, IQ is a measure of the level of ability (presumably affected by a combination of genetics and environment), and QUAL is a measure of the quality of college attended (institutional inputs or traits of one kind or another). If more than one undergraduate college was attended, the quality measure of the last college attended was used. The last three factors are important since in part they determine the amount of human capital acquired through schooling and hence (indirectly) affect earnings. ${ }^{25} V_{i}$ represents several occupational dummies. The occupational dummies were particularly necessary, since teachers are traditionally paid less than other people with the same education (sometimes allegedly because of non-pecuniary benefits) and doctors receive more. The overrepresentation of highly paid but relatively low educated pilots was also controlled for. The $V_{i}^{\prime}$ s can also stand for other variables like health, location, socio-economic background, etc., in some of the estimates.

## [3] THE EMPIRICAL ESTIMATES

This study considers only those men with at least some college education. For purposes of some of the work reported below, individuals were included in the regressions only if they attended colleges for which all the quality measures were available, so that comparisons between different quality measures in the regressions would not be clouded by varying degrees of freedom. (We would have to eliminate individuals in particular
regressions if the quality measure was not available for their schools.) There were 1,511 people in this sample.
The question arises whether these omissions are systematically related io any of the explanatory variables. The colleges remaining in our sample range from the very top to the very botton of each of the quality measures. However, the 1,511 individuals left for our study do appear to have somewhat higher incomes, years of schooling, and ability than the full sample with 13 or more years. Some implications of this finding and comparisons with less restricted samples will be described below.

A potentially more serious problem with the quality data is that most of the information on schools is for the post-1960 period, whereas the respondents attended these colleges around 1950. Unfortunately, earlier data on college quality is not available; schools have been willing and able to use computers to make information available only in recent times. The assumption is that the relative quality of colleges does not change much over time.

One of the few sets of data on college attributes available over a reasonable period of time is that on average salary of faculty. Data for 36 schools were made available for the years 1939-1940, 1953-1954, 1959-1960, and 1969-1970. ${ }^{26}$ Several tests were performed and these revealed significant serial rank correlation. Analysis of variance revealed that the variation of rank across schools at each point in time was significantly greater than the variance of rank of a school over time. ${ }^{27}$ Table 4 reveals the Spearman Rank Correlation Coefficients and tests of significance for values of average salary in particular years. Both tests indicaie a strong tendency for schools to be of roughly the same rank quality over time.

For graduate departments there have been periodic ratings of quality since 1925. We selected studies made in 1925, 1957, and 1969, and then

TABLE 4 Tests of Serial Correlation of Average Faculty Salary

| Years Compared | Spearman Rank <br> Correlation <br> Coefficient | Significance <br> (26 DF) |
| :---: | :---: | :---: |
| $1939-1940$ and 1953-1954 | .6759 | 4.6772 |
| $1939-1940$ and 1959-1960 | .8100 | 7.0447 |
| $1939-1940$ and 1969-1970 | .5500 | 3.3586 |
| $1953-1954$ and 1959-1960 | .8752 | 9.2251 |
| $1953-1954$ and 1969-1970 | .7099 | 5.1396 |
| $1959-1960$ and 1969-1970 | .7777 | 6.3097 |

[^1]${ }^{2}$ According to the students $t$ test for differences in means.
aggregated department rankings to provide each of the schools that appeared in all three rankings an overall institutional ranking for each year. We then took rank correlations of the school standings over tine. It appears that the correlation between rankings in 1969 and 1957 and the correlation between rankings in 1957 and 1925 both were approximately 7. The correlation between rankings in 1969 and 1925 was .54 . Hence, it appears that even over long periods of time relative institutional quality has been roughly constant. These rankings of graduate schools over time appear in Table 5.
Table 6 provides the estimation of earnings functions using different quality measures. It appears that regardless of how quality is measured, the characteristics of one's school significantly affect the log of subsequent earnings (i.e., log of 1969 earnings), after controlling for the individual's $1 Q$, years of education, and experience. The $t$ values on quality (ten measures) range from 3.744 to 6.049 with 1,506 degrees of freedorn. Here we use a single variable-the quality of last college attended (graduate or undergraduate where appropriate).

TABLE 5 Rankings of Graduate Institutions Over Time

| Institution | Total Overall Rankings ${ }^{\text {a }}$ |  |  | Serial Correlations |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1969 | 1957 | 1925 | $\begin{gathered} 1969- \\ 1957 \end{gathered}$ | $\begin{gathered} 1957- \\ 1925 \end{gathered}$ | $\begin{gathered} 1969- \\ 1925 \end{gathered}$ |
| Harvard | 1 | 1 | 2 | . 69822 | . 69286 | . 53572 |
| California, Berkeley | 2 | 2 | 9 |  |  |  |
| Yale | 3 | 3 | 5 |  |  |  |
| Stanford | 4 | 13 | 14 |  |  |  |
| Chicago | 5 | 6 | 1 |  |  |  |
| Princeton | 6 | 7 | 6 |  |  |  |
| Michigan | 7 | 5 | 8 |  |  |  |
| Wisconsin | 8 | 8 | 4 |  |  |  |
| Cornell | 9 | 9 | 10 |  |  |  |
| Columbia | 10 | 3 | 3 |  |  |  |
| Johns Hopkins | 11 | 15 | 7 |  |  |  |
| Illinois | 12 | 10 | 11 |  |  |  |
| Pennsylvania | 13 | 11 | 12 |  |  |  |
| Indiana | 14 | 14 | 15 |  |  |  |
| Minnesota | 15 | 12 | 13 |  |  |  |

SOURCES: 1925: R. Hughes. "Report of the Committee on Ciraduate Instruction." Educational Record, April: 192-234.
1957: K. Keniston. 1959. Craduate Study and Research in the Arts and Sciences at the IIniversity of Pennsylvania. Philadelphia: University of Pennsylvania Press. 1969: See Reference Note 20
${ }^{4}$ The list of schools includes only those fifteen that were ranked in all three of the years.
_Larnings Functions Using Different Definitions of College Quality

| $\xrightarrow[\text { Constant }]{\text { Function }}$ | Gourman Overall | Gourman Academic | Average Salary | S.A.T. Verbal | S.A.T. Math |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Constant | 1.722 $(9.970$ | 1.720 | 1.512 |  |  |
|  | (9.970) ${ }^{\text {a }}$ | (9.939) | (8.366) | 1.340 <br> (6.781) | 1.264 |
| IQ | . 03536 | . 03560 |  |  | (6.256) |
|  | (4.911) | (4.946) | $\begin{aligned} & .0323 \\ & (4.467) \end{aligned}$ | . 03352 | . 03209 |
| Years of | . 03142 | . 03174 |  | (4.634) | (4.418) |
| Experience | (4.347) | (4.347) | . 03052 | . 03420 | . 03473 |
| Experience | . 03523 |  |  | (4.750) | (4.838) |
|  | (2.630) | (2.665) | $\begin{aligned} & 03927 \\ & (2.935) \end{aligned}$ | $\begin{gathered} .03441 \\ (2.571) \end{gathered}$ | . 03454 |
| Experience ${ }^{2}$ | -. 0008265 | -. 0008403 | $-.0009354$ | (2.571) | (2.584) |
|  | ( - 2.506) | (-2.547) | $\begin{aligned} & -.0009354 \\ & (-2.839) \end{aligned}$ | $\begin{aligned} & -.0008216 \\ & (-2.495) \end{aligned}$ | -. 0008233 |
| Quality | $\begin{aligned} & .0005812 \\ & (5.124) \end{aligned}$ | . 0005576 | . 0004822 | $(-2.495)$ .001189 | (-2.502) |
| $R^{2} \mathrm{~s}$ | . 07632 | .047) | (6.049) | (5.520) | $(5.778)$ |
| $R^{2}{ }_{4}$ | 06020 | . 07584 | . 08251 | . 07885 | . 08060 |
| Quality mean | 519.664 | . 06020 | . 06020 | . 06020 | . 06020 |
| Elasticity | 519.664 | 538.447 | 10339.5 | 555.124 | 576.404 |
| $R^{2}$ | . 3020 | . 3002 | .4985 |  | 576.404 |
| $R^{2}$ | . 01612 | . 01564 | . 02231 | . 6600 | . 7256 |
|  |  |  |  | . 01865 | . 02040 |

$-$
TABLE 6 (concluded)

| Function | Instruction Departmental Research, and Library Expenses | Basic Income | Basic Expenditures | Astin Intellectual | Astin Selective |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Constant | $\begin{array}{r} 1.859 \\ (11.00) \end{array}$ | $\begin{array}{r} 1.847 \\ (10.87) \end{array}$ | $\begin{array}{r} 2.036 \\ (11.78) \end{array}$ | $\begin{gathered} 1.517 \\ (8.359) \end{gathered}$ | $\begin{gathered} 1.403 \\ (7.233) \end{gathered}$ |
| IQ | $\begin{gathered} .03431 \\ (4.745) \end{gathered}$ | $\begin{aligned} & .03556 \\ & (4.913) \end{aligned}$ | $\begin{aligned} & .03543 \\ & (4.859) \end{aligned}$ | $\begin{gathered} .03252 \\ (4.487) \end{gathered}$ | $\begin{aligned} & .03355 \\ & (4.629) \end{aligned}$ |
| Years of education | $\begin{gathered} .03176 \\ (4.356) \end{gathered}$ | $\begin{aligned} & .03370 \\ & (4.632) \end{aligned}$ | $\begin{aligned} & .02448 \\ & (3.000) \end{aligned}$ | $\begin{aligned} & .03147 \\ & (4.337) \end{aligned}$ | $\begin{aligned} & .03327 \\ & (4.600) \end{aligned}$ |
| Experience Experience $^{2}$ | $\begin{gathered} .03667 \\ (2.736) \\ -.0008651 \\ (-2.622) \end{gathered}$ | $\begin{gathered} .03430 \\ (2.554) \\ -.0008042 \\ (-2.433) \end{gathered}$ | $\begin{gathered} .03657 \\ (2.716) \\ -.0008622 \\ (-2.601) \end{gathered}$ | $\begin{aligned} & .03649 \\ & (2.729) \\ & -.0008708 \\ & -2.645) \end{aligned}$ | $\begin{gathered} .03479 \\ (2.598) \\ -.000816 \\ (-2.478) \end{gathered}$ |
| Quality | $\begin{aligned} & .0001324 \\ & (5.175) \end{aligned}$ | $\begin{aligned} & .00008250 \\ & (4.373) \end{aligned}$ | $\begin{aligned} & .00004069 \\ & (3.744) \end{aligned}$ | $\begin{aligned} & .008721 \\ & (5.808) \end{aligned}$ | $\begin{aligned} & .01011 \\ & (5.297) \end{aligned}$ |
| $R^{2}$ s | . 07663 | . 07199 | . 06887 | . 08080 | . 007740 |
| $R^{2}{ }_{4}$ | . 06020 | . 06020 | . 06020 | . 06020 | . 06020 |
| Quality mean | 115.108 | 1877.32 | 2270.97 | 580.304 | 59.5592 |
| Elasticity | . 1524 | . 1548 | . 0924 | . 5060 | 6021 |
| $R^{2}$ | . 01643 | . 01179 | . 00867 | . 02060 | 01720 |

Notice that the regression coefficient on years of schooling is only slightly over . 03 in all the earnings functions of Table 6 . These coefficients should not be interpreted as the rate of return from years of education. According to the theory of human capital, the rate of return from years of schooling equals the coefficient on years, $r$, times $1 / k$, where

$$
k=\frac{\text { actual opportunity costs }+ \text { direct costs }}{\text { annualized opportunity cost }}
$$

Hence the coefficient on years is the (private) rate of return only if $k=1$. Actual opportunity costs equal annualized opportunity costs less the amount that a student earns, perhaps when schools are closed during the summer. If direct costs exactly equal student earnings, exactly 100 percent of potential income would be invested in obtaining human capital, $k$ would equal 1 since both numerator and denominator have been reduced to annualized opportunity costs, and $r$ would be the rate of return per year of attendance at a school of average quality by a student of average ability.

The majority of people in our sample went to college under the G.I. Bill of Rights. These students had no direct costs of schooling and received subsistence payments as well. As an approximation we assume that, as students, our sample members received $\$ 100$ per month plus tuition under the G.I. Bill. ${ }^{28}$ From the 1950 Census we can deduce that an average white high school graduate between the ages of 25 and 29 earned an average of $\$ 3,008$ per year. ${ }^{29}$ This was assumed to be the foregone earnings of people in the sample. Hence, it appears that $k$ equals roughly 35106 and $1 / k$ equals $2.85 .{ }^{30}$

In order to estimate rates of return from years in college, we should multiply the years' coefficient by 2.85 . The rate of return so estimated appears to be roughly 9.7 percent. Becker estimated the returns to a white male college graduate to be 13 percent in 1949. ${ }^{3}$
There are several reasons why the present estimates are less than those of other studies. First, our sample includes only people who have at least some college education and so our coefficients reflect the return from an extra year of college, not the return from college training compared to the return from high school attendance. The second reason is the large number of teachers in our sample. Teachers are highly educated and receive relatively luw annual earnings. This exception is noted explicitly in some of the later regression estimates. Finally, an examination of the dropouts in our sample indicates that they were usually pulled out of school by good earnings opportunities, not pushed out because of poor achievement. That is, they had relatively high incomes.
Another reason for the apparent low payoff to extra "raw years" in school is that we are controlling for college quality. It is probable that those with more years of schooling also attended higher-quality institu-
tions. ${ }^{32}$ Thus part of the return from extra years of schooling is reflected in returns from quality rather than returns from years in school. In calculations not shown here, the regression coefficient on years rises to slightly pver .04 when quality variables are omitted from the earnings functions; and this result would imply a rate of return from years of schooling, not controlling for quality, of about 12 percent. Of course, the ability variable also detracts from the coefficient on years, since there is a positive relationship between innate ability and educational attainment. ${ }^{33}$
After establishing that quality is important, however measured, the task of inferring which aspect of quality is most important is more difficult. The question we are raising here is not the rate of return from different types of college quality, but, more simply, the effect of certain aspects of school quality on income. Here we are looking at the significance of the cuefficients on quality in regressions that explain differences in individual incomes. Table 6 shows that average faculty salary has the highest t values; dosely followed by the average S.A.T. scores of entering freshmen and Astin's measures of intellectuality and selectivity. One is tempted to conclude that faculty quality and peer group effects are the most important (in terms of subsequent earnings) features of college quality. The peer group effects are in line with the conclusions of Coleman's study of lower levels of education. ${ }^{34}$
The $R^{2}$ in the earnings function before adding the quality variable was 0602. The addition of the average salary variable raises the $R^{2}$ by .0223 to .0825. Once again, the quality variables measuring student characteristic add the next largest amounts to $R^{2}$. Interestingly, according to the $t$ test and addition to $R^{2}$ criteria, the income and expenditures for a full-time equivalent student seem to make the least difference. The Gourman statistics, which purport to take all factors into account, fall somewhere between the power of the faculty and student quality measures, and the expenditure measures.
We can calculate a school-quality elasticity of income-the percentage change in income for a percentage change in school quality. However, these elasticities cannot be used to compare impacts of school quality. A 1 percent change in average S.A.T. level is not comparable to a 1 percent change in average faculty salary. These elasticities are presented in rable 6 (second line from the bottom). If we could calculate the cost of a 1 percent change in each of the quality measures, only then could we see the returns to each.
Table 7 presents two specifications of the earnings equation that include more than one quality variable. In the first, average salary and S.A.T. scores appear to have separate and statistically significant effects on income. The second version shows that when additional types of quality measures are added, the importance of facultv salaries and average S.A.T. scores still

| Function | Variables |  |
| :---: | :---: | :---: |
| Constant | $\begin{gathered} 1.332 \\ 6.761 \end{gathered}$ | $\begin{gathered} 1.300 \\ (5.665) \end{gathered}$ |
| $1 Q$ | $\begin{aligned} & .03105 \\ & (4.285) \end{aligned}$ | $\begin{aligned} & .03099 \\ & (4.265) \end{aligned}$ |
| Years of education | $\begin{gathered} .03053 \\ (4.206) \end{gathered}$ | $\begin{aligned} & .03055 \\ & (4.190) \end{aligned}$ |
| Experience | $\begin{gathered} .03781 \\ (2.827) \end{gathered}$ | $\begin{aligned} & .03766 \\ & (2.3: 0) \end{aligned}$ |
| Experience ${ }^{2}$ | $\begin{aligned} & -.0009073 \\ & (-2.756) \end{aligned}$ | $\begin{aligned} & -.0009029 \\ & (-2.736) \end{aligned}$ |
| Average salary | $\begin{aligned} & .00003392 \\ & (3.343) \end{aligned}$ | $\begin{aligned} & .0000 .3342 \\ & (2.108) \end{aligned}$ |
| S.A.T. verbal | $\begin{aligned} & .0006215 \\ & (2.272) \end{aligned}$ | $\begin{aligned} & .0005807 \\ & (0.848) \end{aligned}$ |
| Expenditures: instruction, departmental research, library |  | $\begin{gathered} -.00001069 \\ (-0.2147) \end{gathered}$ |
| Astin selectivity |  |  |
| Gourman academic |  | $\begin{aligned} & .001087 \\ & (0.3269) \end{aligned}$ |
| $R$ : |  | $\begin{aligned} & .0000154! \\ & (.07664) \end{aligned}$ |
|  | . 08564 | . 08573 |

number of years of schooling obtained. Since this is the case, we must give more attention to the particular specification of the earnings functions that includes measure of college quality.
In Table 8 I reestimate the earnings functions for specific groups with specific definitions of school quality. ${ }^{36}$ In only one case reported in the table (Gournan-larger, less exclusive sample) was undergraduate quality statistically significant for those who went on to graduate school. ${ }^{37}$ But in almost all cases, impact of the last college attended appears greater (or equal) for those with more years of schooling. However, an approximate chi-square test leads us to conclude that there are no significant differences in the impact of quality among groups with different levels of attainment. ${ }^{38}$
The question arises whether it is necessary to separate individuals by schooling attainment in order to estimate earnings functions-whether or not there are statistically significant differences in the functional forms according to the number of years of schooling obtained. To consider this question, tests were performed on pairs of earnings functions presented in Table 9 by comparing the structure of earnings functions of those with less than 16 years of schooling with those people having attended school for 16 years, and also by comparing those groups with those who attended school for more than 16 years. In each case the null hypothesis is that the structures of the two functions being compared are not statistically different. Comparing the function of those individuals with fewer than 16 years of schooling to those with exactly 16 years we cannot reject the null hypothesis, so we conclude that these two functions have the same structures in a statistical sense. However, wher: comparing those individuals with 16 or fewer years of schooling with those with more than 16 years, the Fvalue exceeds its critical level, and hence we are led to reject the hypothesis that the structures are the same. This suggests that the two earnings functions estimaied for individuals with 16 or fewer years of schooling and those with more than 16 years do indeed differ statistically. ${ }^{39}$

## [5] RESULTS AT DIFFERENT POINTS ON THE LIFE CYCLE

College quality, no matter how defined, does appear to affect earnings 20 years after a person leaves school. An interesting question that arises at this point is whether or not quality of college has an increasing or decreasing effect on earnings over time. To this end, we estimated earnings functions separately for individuals who attended school for 16 or fewer years and for individuals who attended graduate school to explain log of 1969 income, $\log$ of 1955 income, and $\log$ of real initial income in the first year
TABLE 8

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{3}{*}{Function} \& \multicolumn{2}{|l|}{\multirow[t]{2}{*}{S.A.T. Math}} \& \multicolumn{2}{|l|}{\multirow[t]{2}{*}{Average Faculty Salary}} \& \multirow[t]{3}{*}{\begin{tabular}{l}
Gourman \\
UG Only \\
(5)
\end{tabular}} \& \multirow[t]{3}{*}{Overa!l GRADS Only (6)} \& \multicolumn{4}{|l|}{Generally Poorer Students at Poorer Schools
\(\qquad\)} \\
\hline \& \& \& \& \& \& \& Courman \& Overall \& Expend Faculty, Lib \& tures for Research, rary \\
\hline \& \begin{tabular}{l}
Only \\
(1)
\end{tabular} \& \begin{tabular}{l}
Only \\
(2)
\end{tabular} \& \begin{tabular}{l}
Only \\
(3)
\end{tabular} \& GRADS Only (4) \& \& \& UG Only (7) \& \begin{tabular}{l}
GRADS Only \\
(8)
\end{tabular} \& UG Only (9) \& GRADS Only (10) \\
\hline Constant \& \[
\begin{gathered}
.9672 \\
(3.463)
\end{gathered}
\] \& \[
\begin{gathered}
1.142 \\
(1.733)
\end{gathered}
\] \& \[
\begin{gathered}
1.063 \\
(4.019)
\end{gathered}
\] \& \[
\begin{gathered}
1.157 \\
(1.852)
\end{gathered}
\] \& \[
\begin{gathered}
1.334 \\
(5.347)
\end{gathered}
\] \& \[
\begin{gathered}
1.412 \\
(2.278)
\end{gathered}
\] \& \begin{tabular}{l}
1.414 \\
(8.650)
\end{tabular} \& \[
\begin{array}{r}
.6265 \\
(1.842)
\end{array}
\] \& \[
1.520
\] \& \[
1.009
\] \\
\hline Years of education \& \[
\begin{gathered}
.0602 \\
(4.292)
\end{gathered}
\] \& \[
\begin{gathered}
.0349 \\
(1.289)
\end{gathered}
\] \& \[
\begin{array}{r}
.0602 \\
(4.299)
\end{array}
\] \& \[
\begin{gathered}
.0410 \\
(1.551)
\end{gathered}
\] \&  \&  \&  \& \((1.842)\)

.0827
$(5.818)$ \& (9.539)

.0602 \& (3.027)

.0804 <br>

\hline Experience \& $$
\begin{array}{r}
.0281 \\
(1.861)
\end{array}
$$ \& \[

$$
\begin{gathered}
.0328 \\
(.8828)
\end{gathered}
$$

\] \& \[

$$
\begin{array}{r}
.0353 \\
(2.327)
\end{array}
$$

\] \& \[

$$
\begin{gathered}
.0247 \\
(.6847)
\end{gathered}
$$

\] \& \[

$$
\begin{array}{r}
.020) \\
(2.028)
\end{array}
$$

\] \& \[

.0185

\] \& \[

$$
\begin{array}{r}
.0178 \\
(1.794)
\end{array}
$$

\] \& \[

$$
\begin{gathered}
(5.818) \\
.0066 \\
(.3346)
\end{gathered}
$$

\] \& \[

$$
\begin{array}{r}
(6.512) \\
.0189 \\
(1.509)
\end{array}
$$
\] \& (3.639)

.0097
$(4888)$ <br>

\hline Experience ${ }^{2}$ \& \[
$$
\begin{array}{r}
-.0006 \\
(-1.757)
\end{array}
$$

\] \& \[

$$
\begin{gathered}
-.0006 \\
(-.6581)
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
-.0008 \\
(--2.197)
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
-.0005 \\
(-.4916)
\end{gathered}
$$

\] \& \[

$$
\begin{array}{r}
-.0007 \\
(-1.883 ;
\end{array}
$$

\] \& \[

$$
\begin{gathered}
-.0003 \\
(-.2578)
\end{gathered}
$$

\] \& \[

$$
\begin{array}{r}
-.0003 \\
(-1.552)
\end{array}
$$

\] \& \[

$$
\begin{gathered}
.0002 \\
(.2935)
\end{gathered}
$$

\] \& \[

$$
\begin{array}{r}
-.0004 \\
(-1.768)
\end{array}
$$

\] \& \[

$$
\begin{gathered}
(.4888) \\
.00006 \\
(.1094!
\end{gathered}
$$
\] <br>

\hline Q \& $$
\begin{array}{r}
.0227 \\
(2.497)
\end{array}
$$ \& \[

$$
\begin{array}{r}
.0397 \\
(2.854)
\end{array}
$$

\] \& \[

$$
\begin{array}{r}
.0215 \\
(2.367)
\end{array}
$$

\] \& \[

$$
\begin{array}{r}
.0376 \\
(2.800)
\end{array}
$$

\] \& \[

$$
\begin{array}{r}
.0249 \\
(2.755)
\end{array}
$$

\] \& 0.074 \& \[

.024 .3

\] \& \[

.0299
\] \& . 0246 \& . 03.31 <br>

\hline Under-graduate quality \& $$
\begin{array}{r}
.0012 \\
(4.476)
\end{array}
$$ \& \[

$$
\begin{gathered}
.0002 \\
(.4338)
\end{gathered}
$$

\] \& \[

$$
\begin{aligned}
& .00005 \\
& (4.891)
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& -.0000008 \\
& (-.0505)
\end{aligned}
$$

\] \& \[

$$
\begin{gathered}
(2.135) \\
(4.170006
\end{gathered}
$$

\] \&  \& (4.035) \& | (3.828) |
| :--- |
| 0004 | \& $14.108)$

.0002 \& $14.229)$
.00003 <br>
\hline
\end{tabular}

| uate quality | $(4.476)$ | $\begin{aligned} & .000 \div \\ & (.43 ? 8) \end{aligned}$ | (4.891) | (-.0505) | (4.170) | (.7166) | (5.415) | (2.979) | (5.780) | (1.014) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Graduate quality |  | $\begin{array}{r} .0012 \\ (2.610) \end{array}$ |  | $\begin{aligned} & .00007 \\ & (5.042) \end{aligned}$ |  | $\begin{array}{r} .0009 \\ (4.247) \end{array}$ |  | $\begin{array}{r} .0007 \\ (5.357) \end{array}$ |  | $\begin{array}{r} .0002 \\ (5.531) \end{array}$ |
| Filot | $\begin{gathered} .4336 \\ (3.278) \end{gathered}$ | $\begin{aligned} & .2743 \\ & (.6075) \end{aligned}$ | $\begin{array}{r} .4137 \\ (3.135) \end{array}$ | $\begin{aligned} & .2894 \\ & (.6599) \end{aligned}$ | $\begin{array}{r} .4236 \\ (3.200) \end{array}$ | $\begin{aligned} & .1116 \\ & (.2502) \end{aligned}$ | $\begin{array}{r} .4946 \\ (4.934) \end{array}$ | $\begin{array}{r} .4140 \\ (1.435) \end{array}$ | $\begin{gathered} .4949 \\ (4.940) \end{gathered}$ | $\begin{array}{r} .5067 \\ (1.748) \end{array}$ |
| Teacher | $\begin{array}{r} -.3311 \\ (-1.713) \end{array}$ | $\begin{array}{r} -.2781 \\ (-3.789) \end{array}$ | $\begin{array}{r} -.3423 \\ (-1.775) \end{array}$ | $\begin{array}{r} -.2907 \\ (-4.087) \end{array}$ | $\begin{array}{r} -.3254 \\ (-1.680) \end{array}$ | $\begin{array}{r} -.2791 \\ (-3.877) \end{array}$ | $\begin{array}{r} -.3115 \\ (-2.818) \end{array}$ | $\begin{array}{r} -.2938 \\ (-8.471) \end{array}$ | $\begin{array}{r} -.3172 \\ (-2.873 \end{array}$ | $\begin{array}{r} -.3030 \\ (-8.712) \end{array}$ |
| M.D. |  | $\begin{array}{r} .6930 \\ (4.020) \end{array}$ |  | $\begin{array}{r} .7056 \\ (4.232) \end{array}$ |  | $\begin{array}{r} .7407 \\ (4.372) \end{array}$ |  | $\begin{gathered} .6258 \\ (6.173) \end{gathered}$ |  | $\begin{array}{r} .5951 \\ (5.849 ; \end{array}$ |
| Lawyer |  | $\begin{array}{r} .1967 \\ (2.039) \end{array}$ |  | $\begin{array}{r} .2281 \\ (2.446) \end{array}$ |  | $\begin{gathered} .2270 \\ (2.401) \end{gathered}$ |  | $\begin{array}{r} .2238 \\ (4.362) \end{array}$ |  | $\begin{gathered} .2253 \\ (4.378) \end{gathered}$ |
| $R^{2}$ | . 0760 | . 2317 | . 0793 | . 2750 | . 0737 | . 2604 | . 0730 | . 3119 | .0745 | .3037 |
| Observations | 1074 | 320 | 1074 | 320 | 1074 | 320 | 2241 | 856 | 2241 | 856 |

TABLE 9 Earnings Functions for More Finely Separated Levels of Schooling Attainment

| Function | Years of Education $<16$ | Years of Education $=16$ | Years of <br> Education > 16 | Years of Education $\leqslant 16$ |
| :---: | :---: | :---: | :---: | :---: |
| Constant | $\begin{gathered} 1.735 \\ (5.758) \end{gathered}$ | $\begin{aligned} & 2.344 \\ & (.3109) \end{aligned}$ | $\begin{array}{r} .6265 \\ (1.842) \end{array}$ | $\begin{gathered} 1.414 \\ (8.650) \end{gathered}$ |
| Years of education | $\begin{gathered} .04055 \\ (2.060) \end{gathered}$ |  | $\begin{aligned} & 08268 \\ & (5.818) \end{aligned}$ | $\begin{array}{r} .0593 \\ (5.390) \end{array}$ |
| Experience | $\begin{aligned} & .10722 \\ & (1.290) \end{aligned}$ | $\begin{aligned} & .01269 \\ & (.7818) \end{aligned}$ | $\begin{aligned} & .006618 \\ & (.3346) \end{aligned}$ | $\begin{array}{r} .0178 \\ (1.794) \end{array}$ |
| Experience ${ }^{2}$ | $\begin{aligned} & -.0003489 \\ & (1.093) \end{aligned}$ | $\begin{aligned} & -.0061129 \\ & (.2634) \end{aligned}$ | $\begin{aligned} & .0001546 \\ & (.2935) \end{aligned}$ | $\begin{array}{r} -.0003 \\ (-1.352) \end{array}$ |
| 1Q | $\begin{aligned} & .02792 \\ & (2.870) \end{aligned}$ | $\begin{aligned} & .02049 \\ & (2.685) \end{aligned}$ | $\begin{aligned} & .02988 \\ & (3.828) \end{aligned}$ | $\begin{array}{r} .0243 \\ (4.035) \end{array}$ |
| Undergraduate quality | $\begin{aligned} & .0004807 \\ & (2,689) \end{aligned}$ | $\begin{aligned} & .0006584 \\ & (4.932) \end{aligned}$ | $\begin{aligned} & .0004390 \\ & (2.979) \end{aligned}$ | $\begin{array}{r} .0006 \\ (.3 .415) \end{array}$ |
| adjate quality |  |  | $\begin{aligned} & .0007075 \\ & (5.357) \end{aligned}$ |  |
| Piot | $\begin{gathered} .5146 \\ (4.479) \end{gathered}$ | $\begin{gathered} .4229 \\ (1.792) \end{gathered}$ | $\begin{array}{r} .4140 \\ (1.435) \end{array}$ | $\begin{array}{r} .4946 \\ (4.934) \end{array}$ |
| Teacher | $\begin{aligned} & -.2344 \\ & (1.106) \end{aligned}$ | $\begin{aligned} & -.3464 \\ & (2.717) \end{aligned}$ | $\begin{aligned} & -.2938 \\ & (8.471) \end{aligned}$ | $\begin{array}{r} -.3115 \\ (-2.818) \end{array}$ |
|  | . 00 | . 00 | $\begin{gathered} .6258 \\ (6.173) \end{gathered}$ |  |

\[

\]

of full-time employment. These estinates appear in Table 10. Moreover, in these estimates, education for the initial year of real income and for the 1955 regression is defined as that education possessed by the individuals in 1955, and occupational categories are based on 195.5 responses rather than responses obtained in 1969. Four occupational dummies are inserted to account for exceptional income-schooling relationships. Pilots generally had high earnings considering their comparatively few years of education. Teachers usually devote many years to schooling yet receive low incomes because they work fewer hours and enjoy alleged non-pecuriiary rewards. Doctors have high incomes, partly because of monopoly elements in their profession; however, the reason why lawyers receive high incomes is less clear.

The years of education variable is significant throughout the period, and IQ is significant in explaining 1955 and 1969 income, with roughly the same size coefficients in each year. However, college and graduate school quality is not significant for either group in their first year in the labor force, but most recent school quality becomes statistically significant by 1955 for both those with 16 or fewer years of schooling and those with 17 or more, and it exhibits an even larger coefficient. in the 1969 earnings function. That these differences are significant is confirmed by chi-square tests (see note 38). The importance of college quality seems to grow with experience in the labor force. One speculation might be that students in better colleges are, for some reason, more able to benefit from on-the-job training in their post-school lives.
The IQ variable in the initial income regressions is either significantly negative or insignificant. This might indicate that the more able men invest more in on-the-job training during their initial years in the labor force and so forego earnings at that time. Thus, although high IQ generally is rewarded with higher pay, this income increment might be unrealized (reinvested) by those who would be able to benefit most from their ability. Mincer suggests that there is a positive relationship between years of education and investment in on-the-job training. ${ }^{40}$ it is likely ihat those with more years of schooling had been foregoing more earnings while investing on the job in the first few years of employment. However, after six years of work (1955 approximately) returns from all human capital acquired appear, and so differences in income by education are clouded. On the one hand, more earnings are foregone by the more highly educated as they obtain more training. On the other hand, this group begins to reap returns from their human capital. The less-educated group invests less in on-the-job training (less income is foregone), but their earnings are lower. This might explain the lower coefficients on schooling in 1955 compared to 1969.
If the suggested relationship between ability and investment in on-the-
TABLE 10 Earnings Functions at Different Times in the Life Cycle Using Per Student Expenditures on Faculty,

| Function | Years of Education $\leqslant 16$ |  |  | Years of Education $>16$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Initial Real Income ${ }^{\text {a }}$ | Income $1955^{\text {a }}$ | $\begin{gathered} \text { Income } \\ 1969 \end{gathered}$ | Initial <br> Real Income ${ }^{\text {a }}$ | $\begin{gathered} \text { Income } \\ 1955^{\text {a }} \end{gathered}$ | $\begin{gathered} \text { Income } \\ 1969 \end{gathered}$ |
| Constant | 1.149 | 1.185 | 1.520 | $-.6360$ | . 1886 | 1.009 |
|  | (8.463) | (9.025) | (9.539) | (1.799) | (.6351) | (3.027) |
| Years of | . 02132 | . 02539 | . 06022 | . 1111 | . 07666 | . 08042 |
| education | (2.394) | (3.259) | (6.512) | (5.890) | (5.171) | (5.639) |
| Experience |  | .04153 | . 01891 |  | . 03390 | . 009719 |
|  |  | (4.838) | (1.909) |  | (1.904) | (.4888) |
| Experience ${ }^{2}$ |  | -. 001763 | $-.0003591$ |  | $-.0007280$ | .00005794 |
|  |  | (4.171) | (1.468) |  | (.6615) | (.1094) |
| $1 Q$ | $-.02175$ | . 02442 | 02457 | . 01454 | . 03510 | . 03311 |
|  | (3.589) | (5.239) | (4.108) | (1.252) | (4.143) | (4.229) |
| Undergraduate | . 00002737 | . 0001162 | . 0001521 | . 00004765 | . 00002114 | .00003456 |
| quality" | $(1.036)$ | $(5.620)$ | (5.780) | (.9499) | (.5667) | (1.014) |
| Graduate quality ${ }^{\text {' }}$ |  |  |  | . 00001057 | . 00008467 | . 0001549 |
|  |  |  |  | (.2529) | (2.839) | (5.531) |
| Pilot |  | -. 01479 | . 4949 |  | --.06360 | . 5067 |
|  |  | (.09911) | (4.940) |  | (.1813) | (1.748) |

TABLE 10 (concluded)

job training is stronger than that between years of education and on-thejob training, this might explain why the coetficient on years remains significantly positive in the initial year earnings functions. Moreover, to the extent that years of schooling serves as a credential, or screening device, to allorate those with more years into better paying first jobs (which still might provide on-the-job training), we would also expect a positive coefficient on years.
Another problem in comparing the earnings functions at different points in the life cycle is the differences in data reliability. The 1969 income data were obtained in a 1970 survey and the 1955 income data were gathered from a survey in 1955. However, the initial year's income was obtained by asking a "recall" question in 1969. The implication is that the initial year earnings figures are inferior to those from the other two years studied.
It is also interesting that about 6 percent of the variance for those who had 16 or fewer years of education can be explained in each of the years. However, for those with some graduate education the $R^{2}$ rises from roughly .06 in the initial year of earnings to .12 in 1955 and to .19 in 1969. It appears that the variables in our earnings function become progressively more important determinants of earnings over time for those with the highest levels of education, whereas the factors not included play a larger and constant role over time for those with 16 or fewer years of schooling. ${ }^{41}$

## [6] HOW QUALITY MAKES ITS IMPACT

The assumption implicit in the regression analysis above is that school quality affects earnings linearly and continuously. Not only do good schools mean more in terms of lifetime earnings than do lower-quality schools, but also each additional increment of one school quality point adds the same amount to lifetime earnings. In this section I ask whether quality is linearly related to earnings.
I mentioned above that institutional variables relating to student quality and some relating to faculty salaries were separate and significant determinants of college quality. I have, however, used the Gourman ratings as my measure of quality since they are highly correlated with the S.A.T. and salary data and are available for a larger number of institutions. In this section as well I will continue to employ the Gourman ratings.
I separated the sample into those individuals with 16 or fewer years of schooling and those with 17 or more years, and within each of those two subgroups I estimated the earnings function separately for each of the four school quality quartiles. That is, I estimated the earnings function given by column 3 or column 6 in Table 10 for each of the school quality quartiles
separately. The results are not reported here in detail, but they suggest that variations in school quality within a school quality quartile appear to be significant only for individuals who attended schools in the top-quality quartile. It also appears that the effect of years of schooling on income is higher at the top-quality quartile than at the low-quality quartile. This suggests a positive interaction between years of schooling and school quality.
It appears that although extreme differences in college quality are significant, once we have subdivided individuals according to gross differences in the types of college attended, slight differences within these categories do not much matter. As a test, we developed a set of dummy variables that for any individual equaled zero in three cases and one for the variable representing that quality quartile in which the school he attended fell. We then estimated an earnings function for all those with 16 or fewer years of schooling and then estimated one for all those with more than 16 years, inserting dummy variables representing three of the four quality quartiles. This estimate appears as Table 11. It appears that to be in the top-quality quartile of schools implies a higher income, and to be in the bottom quartile implies a lower income than average, but the two middle quartiles basically yield average coefficients.
Another way to look at the same type of question is to examine the significance of quality, as measured by the Gourman ratings, for schools within a particular categorization of institutions. The categorization we selected is that of the Carnegie Commission on Higher Education. They place institutions into categories such as "leading" and "other research" universities (codes 10 and 20), "large" and "small doctoral-granting" universities (codes 30 and 40), four-year colleges with "large" and "small program selections" (codes 50 and 60 ), and "liberal arts" colleges, "highly selective" colleges and "others" (codes 70 and 80 ). We have combined certain of these categories and looked at the effects of Gourman quality on earnings of individuals who attended particular categories of institutions. ${ }^{42}$
Table 12 reveals that for those individuals without graduate training, differences in expenditures per student, as well as differences in Gourman ratings, were significant factors in income determination, even when students were initially categorized into those who attended one of the four university types and those who attended one of the four college types. ${ }^{43}$ When individuals were further separated into finer classifications, as determined by Carnegie (that is, research universities, doctoral-granting universities, four-year colleges, and liberal arts colleges), it appeared that quality became progressively less important as the Carnegie codes increased for undergraduates as well as for graduates. However, for those with 16 or fewer years of schooling and for those with more than 16 years of schooling, differences in quality appeared to be most significant for

TABLE 11 Earnings Functions With Quality Quartiles in Single Regressions By Attainment

| Function | $\leqslant 16$ Years of Education | $>16$ Years of Fduration |
| :---: | :---: | :---: |
| Constant | $\begin{array}{r} 1.690 \\ (10.58) \end{array}$ | $\begin{gathered} 1.345 \\ (3.991) \end{gathered}$ |
| Years of education | $\begin{gathered} .05901 \\ (6.373) \end{gathered}$ | $\begin{gathered} .07653 \\ (5.324) \end{gathered}$ |
| Experience | $\begin{aligned} & .01776 \\ & (1.790) \end{aligned}$ | $\begin{aligned} & .008451 \\ & (.4229) \end{aligned}$ |
| Experience ${ }^{2}$ | $\begin{aligned} & -.0003273 \\ & (1.335) \end{aligned}$ | $\begin{aligned} & .00008836 \\ & (.1662) \end{aligned}$ |
| IQ | $\begin{gathered} .02433 \\ (4.045) \end{gathered}$ | $\begin{aligned} & .03534 \\ & (4.595) \end{aligned}$ |
| Pilot | $\begin{array}{r} .4940 \\ (4.928) \end{array}$ | $\begin{array}{r} .4707 \\ (1.618) \end{array}$ |
| Teacher | $\begin{array}{r} -.3190 \\ (2.887) \end{array}$ | $\begin{aligned} & -.3079 \\ & (8.861) \end{aligned}$ |
| M.D. | 0 | $\begin{array}{r} .6202 \\ (6.067) \end{array}$ |
| Lawyer | $\begin{gathered} 1.203 \\ (2.471) \end{gathered}$ | $\begin{array}{r} .2431 \\ (4.707) \end{array}$ |
| Courman-1st Quartile | $\begin{aligned} & -.06193 \\ & (2.219) \end{aligned}$ | $\begin{array}{r} -.1531 \\ (3.630) \end{array}$ |
| Gourman-2nd Quartile | $\begin{array}{r} -.001570 \\ (.05707) \end{array}$ | $\begin{aligned} & -.05969 \\ & (1.551) \end{aligned}$ |
| Courman-4rd Quartile | $\begin{array}{r} .1353 \\ (4.262! \end{array}$ | $\begin{array}{r} .1190 \\ (\underline{2} .584) \end{array}$ |
| $R$ : | . 07576 | . 30083 |
| Observations | 2241 | 856 |

those at research institutions and for those at doctoral-granting institutions, although even this staternent is blurred by the differences in sample size. When average S.A.T. scores of entering freshmen and average faculty salary variables were used as measures of quality within Carnegie classes, they were significant primarily at the leading research universities and doctoral institutions. These results are not presented.
We have established that small differences in quality of instíutions attended do not explain income differences among individuals categorized
TABLE 12 Earnings Functions for Groups of Individuals Sorted Into Carnegie Type Institutions

| Function | (Carnegie Code Regressions) |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\ldots$ Education $\leqslant 16$ |  |  |  | _-_ Education $>16$ _ |  |  |  |
|  | Gourman Carnegie Codes |  | Library Carnegie Codes |  | Gourman Carnegie Codes |  | Library <br> Carnegie Codes |  |
|  |  |  | 10-40 | 50-80 | 10-40 | 50-80 | 10-40 | 50-80 |
| Constant | $\begin{gathered} 1.196 \\ (5.766) \end{gathered}$ | $\begin{gathered} 1.481 \\ (4.594) \end{gathered}$ | $\begin{gathered} 1.343 \\ (6.711) \end{gathered}$ | $\begin{gathered} 1.719 \\ (6.009) \end{gathered}$ | $\begin{array}{r} .4733 \\ (1.211) \end{array}$ | $\begin{gathered} 1.418 \\ (1.664) \end{gathered}$ | $\begin{array}{r} .9152 \\ (2.401) \end{array}$ | $\begin{gathered} 1.656 \\ (2.140) \end{gathered}$ |
| Years of education | $\begin{aligned} & .06545 \\ & (5.672) \end{aligned}$ | $\begin{gathered} .05060 \\ (3.077) \end{gathered}$ | $\begin{aligned} & .06725 \\ & (5.845) \end{aligned}$ | $\begin{aligned} & .05085 \\ & (3.092) \end{aligned}$ | $\begin{gathered} .08649 \\ (5.531) \end{gathered}$ | $\begin{gathered} .07277 \\ (1.876) \end{gathered}$ | $\begin{aligned} & .08295 \\ & (5.280) \end{aligned}$ | $\begin{gathered} .06920 \\ (1.799) \end{gathered}$ |
| Experience | $\begin{aligned} & .02079 \\ & (1.746) \end{aligned}$ | $\begin{aligned} & .01616 \\ & (.8331) \end{aligned}$ | $\begin{aligned} & .02232 \\ & (1.872) \end{aligned}$ | $\begin{aligned} & .01535 \\ & (.7902) \end{aligned}$ | $\begin{aligned} & .008734 \\ & (.3903) \end{aligned}$ | $\begin{array}{r} -.02150 \\ (.4554) \end{array}$ | $\begin{gathered} .01274 \\ .(.5665) \end{gathered}$ | $\begin{array}{r} -.02070 \\ (.4374) \end{array}$ |
| Experience ${ }^{2}$ | $\begin{aligned} & -.0003592 \\ & (1.215) \end{aligned}$ | $\begin{gathered} -.0003577 \\ (.7580) \end{gathered}$ | $\begin{aligned} & -.0003962 \\ & (1.339) \end{aligned}$ | $\begin{aligned} & -.0003388 \\ & (.7167) \end{aligned}$ | $\begin{aligned} & .0001418 \\ & (.2410) \end{aligned}$ | $\begin{aligned} & .0008482 \\ & (.6213) \end{aligned}$ | $\begin{aligned} & .00001947 \\ & (.03293) \end{aligned}$ | $\begin{aligned} & .0008135 \\ & (.5948) \end{aligned}$ |
| 1Q | $\begin{aligned} & .02216 \\ & (3.095) \end{aligned}$ | $\begin{aligned} & .02519 \\ & (2.132) \end{aligned}$ | $\begin{gathered} .02311 \\ (3.243) \end{gathered}$ | $\begin{aligned} & .02589 \\ & (2.201) \end{aligned}$ | $\begin{gathered} .02831 \\ (3.257) \end{gathered}$ | $\begin{aligned} & .03608 \\ & (1.945) \end{aligned}$ | $\begin{aligned} & .03184 \\ & (3.661) \end{aligned}$ | $\begin{aligned} & .03907 \\ & (2.091) \end{aligned}$ |
| Undergraduate quality | $\begin{aligned} & .0007053 \\ & (5.027) \end{aligned}$ | $\begin{aligned} & .0009192 \\ & (2.145) \end{aligned}$ | $\begin{aligned} & .0001622 \\ & (5.178) \end{aligned}$ | $\begin{aligned} & .0001832 \\ & (2.081) \end{aligned}$ | $\begin{aligned} & .0004802 \\ & (2.989) \end{aligned}$ | $\begin{aligned} & .0002079 \\ & (.5298) \end{aligned}$ | $\begin{aligned} & .00004638 \\ & (1.252) \end{aligned}$ | $\begin{gathered} -.00003344 \\ (.3633) \end{gathered}$ |
| Graduate quality | 0 | 0 | 0 | 0 | $\begin{aligned} & .0007669 \\ & (4.991) \end{aligned}$ | $\begin{aligned} & .00005739 \\ & (.07230) \end{aligned}$ | $\begin{aligned} & .0001552 \\ & (5.027) \end{aligned}$ | $\begin{aligned} & -.00004860 \\ & (.2958) \end{aligned}$ |
| Pilot | $\begin{array}{r} .4964 \\ (3.814) \end{array}$ | $\begin{array}{r} .4884 \\ (3.026) \end{array}$ | $\begin{array}{r} .4979 \\ (3.828) \end{array}$ | $\begin{array}{r} .4898 \\ (3.034) \end{array}$ | $\begin{array}{r} .4045 \\ (1.373) \end{array}$ | 0 | $\begin{gathered} .4986 \\ (1.684) \end{gathered}$ | 0 |


| Teacher | $\begin{gathered} -.1570 \\ (.9039) \end{gathered}$ | $\begin{aligned} & -.4237 \\ & (2.855) \end{aligned}$ | $\begin{array}{r} -.1656 \\ (.9540) \end{array}$ | $\begin{aligned} & -.4250 \\ & (2.863) \end{aligned}$ | $\begin{aligned} & -.3127 \\ & (8.034) \end{aligned}$ | $\begin{aligned} & -.2185 \\ & (2.829) \end{aligned}$ | $\begin{aligned} & -.3184 \\ & (8.150) \end{aligned}$ | $\begin{aligned} & -.2287 \\ & (2.991) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| M.D. | 0 | 0 | 0 | 0 | $\begin{array}{r} .6245 \\ (5.191) \end{array}$ | $\begin{gathered} .6718 \\ (3.463) \end{gathered}$ | $\begin{gathered} .6135 \\ (5.074) \end{gathered}$ | $\begin{gathered} .7066 \\ (3.409) \end{gathered}$ |
| Lawyer | $\begin{gathered} 1.258 \\ (2.600) \end{gathered}$ | 0 | $\begin{gathered} 1.143 \\ (2.365) \end{gathered}$ | 0 | $\begin{array}{r} .1921 \\ (3.373) \end{array}$ | $\begin{array}{r} .3745 \\ (2.948) \end{array}$ | $\begin{gathered} .1966 \\ (3.441) \end{gathered}$ | $\begin{array}{r} .3861 \\ (3.040) \end{array}$ |
| $R^{2}$ | . 07370 | . 06642 | . 07460 | . 06602 | . 29365 | . 41431 | . 28471 | . 41435 |
| Observations | 1563 | 644 | 1563 | 644 | 719 | 134 | 719 | 134 |
| $R^{2}$ prior to occupations | . 06050 | . 04069 | . 06199 | . 04014 | . 16936 | . 27501 | . 15468 | . 26536 |

according to the broad type of institution attended. Not surprisingly, the variation in quality of institutions categorized into two broad Carnegie classifications is greater than is the variance in quality ameng institulions classified by the four school quality quartiles themselves.

## [7] THE TRADE-OFF BETWEEN QUANTITY AND QUALITY OF EDUCATION

Can we say that two years at Harvard are better than more years at a lower-quality institution? The results discussed so far imply only that more years at Harvard are worth more than fewer years at Harvard and that a given number of years at a high-quality school is worth more than the same number of years at a low-quality school. Table 13 divides those who attended school for 17 or more years according to the quality of their undergraduate institution. The purpose here is to see if the quality of a graduate school and the impact of more years attended varies systematically with the quality of the undergraduate institution attended. It does appear that the years' coefficient is significantly greater for those who attended undergraduate schools ranked in the lowest two quality quartiles. The years' coefficient is not even statistically significant according to the $t$ test for those in the top half of the undergraduate quality distribution. Hence, it appears that extra years are more important for those who went to a lower-quality undergraduate school than for those who went to a good one. Moreover, it appears that the payoff from quality of graduate school rises continuously as we move from individuals who attended the lowestquality undergraduate schools to those who attended the next-to-highest quality. However, for those who attended the highest-quality undergraduate schools the payoff to quality of graduate school is almost as low as that in any quartile. It appears that there is a complementarity between the quality of undergraduate school and the quality of graduate school. Once again, even though a student can partially compensate for going to a lower-quality school by attending school for more years, the payoff from going to a good school is higher for those whose earlier education was also gained at a good school.

## [8] THE DISTINCTION BETWEEN EFFECTS OF QUALITY IN PUBLIC AND IN PRIVATE INSTITUTIONS

The reasons for looking at the effects of institutional quality on students who attended private and public institutions are numerous. For exampie.
Earnings Functions for Those With Graduate Training Sorted According to Quality Quartile of
Undergraduate Institutions
TABLE 13

| Function | Low 1st Quartile |  | 2nd Quartile |  | 3rd Quartile |  | High <br> 4th Quartile |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Gourman | Library | Gourman | Library | Gourman | Library | Gourmar | Library |
| Constamt | . 6859 | 134.3 | $\cdots .6487$ | --.04605 | 1.999 | 1.896 | 2.265 | 3.014 |
|  | 1.98131 | (.5814) | (.8357) | (.08071) | (2.176) | (2.96)3) | (1.835) | (2.784; |
| $\begin{aligned} & \text { Yearn at } \\ & \text { eddat ation } \end{aligned}$ | 09790 | (0)205, | . 1443 | 1552 | (1)4311 | (04229 | .1)2430 | (1)2121 |
|  | (3.812) | (3.614) | (5.913) | (6.482) | (1.6(1)4) | (1.537) | 1.5420) | (.1794) |
| txperimer | . 19494.2 | .0\%)「1 | .1)1930 | 1018307 | (131 ii) | .02232 | (1)4914 | (1; 11877 |
|  | (1.50.) ${ }^{\text {a }}$ | (1.64(9) | (.5074) | (.4878) | (.7837) | (.5496) | (.62723) | 1.81931 |
| Experiemen | .(0)1010 | -.001012. 2 | .0003381 | - . 000025.50 | .001357 | . 001168 | 001619 | (16) 790 |
|  | (1.236) | (1.292) | (.3143) | (.244 1) | (1.313) | (1.105\% | (.8018) | (.3)46\% |
| $1(2$ | . 0.3818 | .0.3889 | .01133 | .002896 | . 01620 | .01441 | (14812 | .155421 |
|  | (2.700) | (2.772) | (.7957) | (.2033) | (1.0)8) | (.9289) | (2.193) | 12.463) |
| Pilot | 0 | 0 | 1) | 0) | . 7182 | . 7418 | 14:4 | 2350 |
|  |  |  |  |  | (1.858) | (1.878) | (.2937) | 1.4834) |
| Teacher | $-.2608$ | $-.2714$ | $-3483$ | $-3424$ | - . 2249 | $-.21996$ | -. 3086 | -. 1148 |
|  | (4.696) | (4.928) | (5.566) | (5.577) | (3.369) | (3.071) | 12.1831 | (2.176) |
| M.D. | . 6381 | .5719 | . 4561 | . 4306 | . 7166 | . 7332 | . 4537 | 1.197 |
|  | (2.597) | (2.362) | (3.554) | (3.447) | (3.121) | (3.121) | (2.636) | 2.822, |
| Lawver | . 2685 | . 2848 | . 1221 | . 1223 | 3214 | . 3145 | . 1908 | 23096 |
|  | (2.694) | (2.886) | (1.415) | (1.462) | (3.281) | (3.140) | (1.282) | 1.510, |

TABLE 13 (concluded)

| Function | Low 1st Quartile |  | 2nd Quartile |  | 3rd Quartile |  | High 4th Quartile |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Gourman | Library | Gourman | Library | Gourman | rary |  |  |
| Undergraduate quality | $\begin{aligned} & -.001239 \\ & (1.087) \end{aligned}$ | $\begin{aligned} & .00002652 \\ & (.1563) \end{aligned}$ | $\begin{aligned} & .0006726 \\ & (.6182) \end{aligned}$ | $\begin{aligned} & -.0003563 \\ & (3.021) \end{aligned}$ | $\begin{gathered} -.001059 \\ (.7897) \end{gathered}$ | $\begin{aligned} & -.00004871 \\ & (.4231) \\ & 0002320 \end{aligned}$ | $\begin{aligned} & .0004654 \\ & (.7311) \\ & .0005526 \end{aligned}$ | $\begin{aligned} & -.0001441 \\ & (1.523) \\ & .000196 \end{aligned}$ |
| Graduate quality | $\begin{aligned} & .0004672 \\ & (2.203) \end{aligned}$ | $\begin{aligned} & .0001744 \\ & (3.263) \end{aligned}$ | $\begin{aligned} & .0007324 \\ & (2.810) \end{aligned}$ | $\begin{aligned} & .0001561 \\ & (3.527) \end{aligned}$ | $\begin{aligned} & .001413 \\ & (4.744) \end{aligned}$ | ${ }_{(3.686)}^{.0002320}$ | (1.443) <br> 18902 | (2.469) .20268 |
| $\mathrm{R}^{2}$ | . 28636 | . 30186 | . 41942 | . 43960 | . 31822 | . 28858 |  |  |
| Observations | 260 |  | 226 |  | 219 |  | 151 16795 |  |
| $R^{2}$ steps $^{8}$ | . 27040 |  | . 39702 |  | . 24210 |  | . 167 |  |

ihis question might be raised: Can a private institution allocate its expenditures more effectively than a public institution, and, hence, make a given expenditure per fuli-time equivalent student more effective in terms of lifetime benefits for that student? Here 1 refer to the multitude of constituencies that, of necessity, are served by a public institution. If one looks at athleic programs, for example, the public institutions generally engage in these most extensively. ${ }^{44}$ A public institution might have more diverse objectives than a private institution, regardless of its quality.
"Eyeballing" regression estimates not shown suggested that basic expenditures per student and expenditures on faculty, research, and library facilities have a greater effect on those with 16 or fewer and those with more than 16 years of schooling when they attend a private rather than a public institution. This finding might have implied that any level of expenditures by a private institution will be directed toward activities more beneficial in terms of future lifetime earnings. Similarly, it appeared that the returns to quality, as measured by the Gourman Index, were higher for those attending private rather than public institutions.
I hypothesized that the private-public differentiation is a significant way to subdivide the quality measures. However, in almost all cases, the chi-square test of significant differences between the quality coefficients in the public and private institutions indicated no statistically significant differences. This troublesome result led us to severely temper the conclusion based on "eyeballing" the different effects of quality in private and public instifutions. Apparently private institutions are no more effective than public institutions in obtaining higher lifelong earnings for students when other factors are controlled. The results imply that if one had to choose between two institutions with the same quality ratings, the private institution would not necessarily be more effective, particularly if one considers private rates of return, since tuition costs are larger in the private sector.

## [9] THE INTERACTION BETWEEN SCHOOL QUALITY AND THE ABILITY OF THE INDIVIDUALS WHO ATtEND

$S_{0}$ far we are able to conclude that an individual's lifetime earnings pattern wiil vary depending on the nature of the institutions of higher education he attends. The characteristics of universities we observe to be important include subjective evaluations, objective data on institutional differences, and perhaps college type as defined by the Carnegie Commission. Although we have controlled for certain characteristics of the individuals in our sample, the focus so far has been to determine the average impacts of
clifferent aspects of institutional quality on incomes, of aif members of our sample considered together.

It is possible that the impacts of college quality differ depending on the nature of the inclividuals who attend them. That is, differences in college quality night be more important, or less important, in a sample of individuals with exceptionally higi, or exceptionally low, ability. If the relationship between quality of college attended and subsequent earnings of an individual depends on the level of the individual's ability, then there is an interaction between individual ability and school quality in the earnings relationship. ${ }^{55}$

First, separate regressions similar to those presented in Table 6 (i.e., including IQ, YRSED, EXP, and EXPSQD, along with quality of the lse institution attended) were estimated for indivicluals in our sample with 10 's above the sample mean ( 700 observations) and beiow the mean ( 817 observations). The question is whether the effect of quality differed according to the ability of those who attend. Table 14 presents the elasticities derived as the product of the cocfficient on quality ( $d / \ln Y /(Q)$ and the sample mean values of quality. According to the $t$ test, the impact of quality is significantly greater for the higher ability subsample for all definitions of quality but one. ${ }^{46}$ (For S.A.T. math, the elasticities were not significantly different.) These regressions, from which Table 14 is derived, reveal that coefficients on $1 Q$ were generally smaller for the high-ability group; the coefficients on years in school and experience were generally larger for the high-ability group. The model explains 9 to 10 percent of the variance in 1969 income for those with ability above the mean, but only 4 to 5 percent of the variance of income of the lower-ability group. ${ }^{47}$

These results led us to subdivide the sample further into IQ quartiles, separately for those with 16 or fewer years of schooling and for those with, more than 16 years of schooling. These regressions appear in Table 15. For the first groun the Courman measure of the quality of the undergraduate institution attended was used, and for those with some graduate training the measure of both undergraduate and graduate institution quality was inserted. For the undergraduate groun, the effect of college quality was greatest for the lowest IQ quartile. The lowest IQ quartile revealed a large, and statistically the most significant, effect on 1969 earnings. Notice also that undergraduate quality was not statistically significant except in the top IQ quartile for those who had graduate training. The chi-square test indicates no statistically significant differences in quality coefficients across ability quartiles. This result, along with the unsystematic sequence of the coefficients, leads us to conclude that although we may expect "good" students to benefit more than "bad" students (defined by IQ) from attending better colleges, we cannot say much more about the relative impacts on students more finely divided by ability.
TABLE 14 Income Elasticities of Quality by IQ Above or Below the Nean:

___ Years of Educter and Graduates by IQ Quartiles

| Function | First Quartile | Second | Third | Fourth |  | - Years of E | ducation > 16 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Constant |  |  | Quartile | Quartile | First Quartile | Second Quartile | Third Quartile | Fourth Quartile |
|  | $\begin{array}{r} .8700 \\ (2.494) \end{array}$ | $\begin{gathered} 2.167 \\ (7.376) \end{gathered}$ | 1.260 | 1.264 |  |  |  |  |
| Years of education | $\begin{aligned} & .06656 \\ & (3.607) \end{aligned}$ |  | (3.951) | (3.154) | $\begin{array}{r} .2425 \\ (.3766) \end{array}$ | $\begin{array}{r} .7318 \\ \hline 102 \end{array}$ | -. 1502 | 2.306 |
|  |  | $\begin{array}{r} .0473 \\ 12.906 j \end{array}$ | . 07295 | . 04009 |  |  | (.2221) | (2.537) |
| Experience | $\begin{gathered} .05278 \\ (2.707) \end{gathered}$ | (2.906) | (4.048) | (2.010) | $\begin{aligned} & 1030 \\ & (3.710) \end{aligned}$ | . 1001 | . 09749 | . 01642 |
|  |  | -. 0219 | . 01990 | . 02502 |  |  | (3.421) | (.4669) |
| Experience ${ }^{2}$ | $\begin{aligned} & -.001206 \\ & (2.510) \end{aligned}$ | 1.92) | (.9565) | (1.161) | (.6963) | $-.02856$ | . 05056 | -. 04174 |
|  |  | $\begin{array}{r} .00041 \\ (.9133) \end{array}$ | -.0003257 | -. 0001798 | -. 0005161 |  | 2 | 1.7118) |
| IQ | $\begin{aligned} & .006043 \\ & (.2018) \end{aligned}$ |  | (.6428) | (.3293) | (.5283) | $\begin{aligned} & .001093 \\ & (1.185) \end{aligned}$ | -. 0007555 | . 001297 |
| Undergraduate quality |  | $(2.114)$ | $-.06784$ | . 05825 | . 05129 |  | (.7105) | (.8571) |
|  | $\begin{aligned} & .0007393 \\ & (2.939) \end{aligned}$ | . 00049 | (1.467) .0005431 | $(2.338)$ .0005840 | (1.565) | $\begin{aligned} & .01066 \\ & (.1521) \end{aligned}$ | $\begin{aligned} & .05240 \\ & (.8591) \end{aligned}$ | $\begin{aligned} & -.04323 \\ & (1.134) \end{aligned}$ |
| Craduate quality |  | (2.488) | (2.600) | 2.739) | $\begin{aligned} & .0002865 \\ & (.9261) \end{aligned}$ | $\begin{aligned} & .0003608 \\ & (1.144) \end{aligned}$ | $\begin{aligned} & .0002564 \\ & (.8956) \end{aligned}$ | $\begin{aligned} & 0008045 \\ & (2646) \end{aligned}$ |
| Pilot | $\begin{array}{r} .3821 \\ (1.678) \end{array}$ | . 5347 |  |  | $\begin{aligned} & .0007894 \\ & (3.305) \end{aligned}$ | $\begin{aligned} & .0005402 \\ & (1.938) \end{aligned}$ | $\begin{aligned} & .0008210 \\ & (3.259) \end{aligned}$ | . 00086.1 |
| Teacher |  | (2.906) | . 3772 | . 6834 | 0 |  |  | 732 |
|  | $\begin{aligned} & -.2582 \\ & (1.217) \end{aligned}$ |  | (2.160) | (2.879) |  | 0 | . 1451 | . 576 ? |
|  |  | $\begin{array}{r} -.3410 \\ (-1.548) \end{array}$ | $\bigcirc .4363$ | -.235 |  |  | (.3499) | (1.288) |
| M.D. | 0 | 0 | (1.977) | (.9942) | $(4.915)$ | $-.2871$ | -.277 | -.3550 |
|  |  |  | $1)$ | - | (4.915) | $(4.584)$ | (3.895) | (3.47\%) |
|  |  |  |  |  | (2.23-4) | $\begin{aligned} & .6358 \\ & (3.528) \end{aligned}$ | $\begin{aligned} & .7610 \\ & (3.552) \end{aligned}$ | . 5326 |

$$
\begin{array}{ll}
n & N \\
N & N \\
0 & 0
\end{array}
$$

NOTE: First quartile $=$ lowest

$$
\begin{array}{r}
0 \\
.07680 \\
513
\end{array}
$$

$$
\begin{array}{rr}
0 & 1.319 \\
& (2.811) \\
.06076 & .10390 \\
610 & 446
\end{array}
$$

It should be stressed again that no matter what one's ability is, he will be better off attending a good school rather than one of lower quality. We should also remember that the sample being studied contains individuals falling in the upper half of the $1 Q$ distribution for the nation as a whole. This implies that our top IQ quartile resembles the top eighth in the nation and our bottom IQ quartile probably contains people with IQ's slightly above the national norm.

So far within IQ quartiles we have inserted college quality as a separate variable. The question arises whether the explanatory power of the model would be increased significantly if we insert the measure of quality explicity as an interactive variable with ability. To this end we have estimated the four equations that appear in Table 16. In equation 1, 1 attempt to explain earnings differences among all those with less than 16 years of schooling by our traditional set of variables, including a measure of the quality of the undergraduate institution attended. In equation 3, ! replace the single variable measure of undergraduate quality with a set of four variables. First, we create four dummy variables-the first being one if an individual falls in the lowest IQ quartile and zero otherwise, the second being one if the individual falls in the second lowest $1 Q$ quartile and zero otherwise, and so on. For any one individual three of the dummies will be zero and only one will equal one. Each of the four dummies are then multiplied by the quality of the individual's institution. Hence for each individual we have four variables, one being the quality of the college the individual attended and the other three being zero. This method allows us to see whether quality has a differential impact depending on which ability quartile the individual falls into. Similarly, in equation 2, I estimate the generalized earnings function for those with some graduate work and column 4 is the same equation, but with quality measures for the graduate institutions attended sorted into four 1 Q groups.

In equations 3 and 4 we are asking the same question that we asked when the sample was subdivided and equations estimated separately for individuals falling into different IQ quartiles. However. in the equations currently being considered we constrain coefficients on years of schooling. experience, Q , and the occupational effects to be the same for ali individuals within a schooling attainment category. Hence, in one respect these latest estimates are less general and more restrictive than the ones in the previous tables. It is interesting that for undergraduates in this case the coefficients on quality fall continuously from the lowest to the highest IQ quartile. Indeed, the coefficient on the quality variable multiplied by the highes! IQ dummy is not even statistically significant. On the other hand, the quality coefficients for those individuals with some graduate work rise continually from the lowest to the highest IQ quartile.

Table 16 was prepared to see if the total power of the model increased
TABLE 16 Regressions With Quality Interacting With IQ Quartiles in Single Regressions by Attainment

| Function | Years of Education $\leqslant 16$ (1) | Years of Education $>16$ (2) | Years of Education $\leqslant 16$ (3) | Years of Education $>16$ (4) |
| :---: | :---: | :---: | :---: | :---: |
| Constant | $\begin{aligned} & 1.414 \\ & (8.635) \end{aligned}$ | $\begin{array}{r} .8393 \\ (2.512) \end{array}$ | $\begin{gathered} 1.412 \\ (8.6!0) \end{gathered}$ | $\begin{array}{r} .8469 \\ (2.530) \end{array}$ |
| Years of education | $\begin{aligned} & .05924 \\ & (6.387) \end{aligned}$ | $\begin{aligned} & .07882 \\ & (5.544) \end{aligned}$ | $\begin{aligned} & .05941 \\ & (6.401) \end{aligned}$ | $\begin{aligned} & .07910 \\ & (5.550) \end{aligned}$ |
| Experience | $\begin{aligned} & .02776 \\ & (1.789) \end{aligned}$ | $\begin{aligned} & .007497 \\ & (.3773) \end{aligned}$ | $\begin{aligned} & .01768 \\ & (1.780) \end{aligned}$ | $\begin{aligned} & .007227 \\ & (.3632) \end{aligned}$ |
| Experience ${ }^{2}$ | $\begin{aligned} & -.0003306 \\ & (1.350) \end{aligned}$ | $\begin{aligned} & .0001151 \\ & (.2175) \end{aligned}$ | $\begin{aligned} & -.0003305 \\ & (1.348) \end{aligned}$ | $\begin{aligned} & .0001274 \\ & (.2405) \end{aligned}$ |
| 1 Q | $\begin{aligned} & .02425 \\ & (4.034) \end{aligned}$ | $\begin{aligned} & .03488 \\ & (4.555) \end{aligned}$ | $\begin{aligned} & .03366 \\ & (2.278) \end{aligned}$ | $\begin{aligned} & .01940 \\ & (1.013 j) \end{aligned}$ |
| UG GOVA | $\begin{aligned} & .0005810 \\ & (5.515) \end{aligned}$ |  |  |  |
| GR GOVA |  | $\begin{aligned} & .0008332 \\ & (6.628) \end{aligned}$ |  |  |
| $A_{1} \times$ Quality ${ }^{\text {\% }}$ |  |  | $\begin{aligned} & .0002331 \\ & (2.494) \end{aligned}$ | $\begin{aligned} & .0002081 \\ & (1.838) \end{aligned}$ |
| $A_{2} \times$ Quality |  |  | $\begin{aligned} & .0002047 \\ & (4.133) \end{aligned}$ | $\begin{aligned} & .0002390 \\ & (3.731) \end{aligned}$ |
| $A_{: 3} \times$ Quality |  |  | $\begin{aligned} & .0001900 \\ & (3.753) \end{aligned}$ | $\begin{aligned} & .0003059 \\ & (5.250) \end{aligned}$ |

TABLE 16 (concluded)

when interaction was explicitly introduced. The $R^{2}$ in equation 1 when quality was introduced as a single variable for undergraduates was . 0729 and the $R^{2}$ in equation 3 when quality was interacting with four 1() dummies was .0732 . An $F$ test to determine whether or not there was a significant difference in $R^{2} s$ between the two equations revealed very clearly that there was no significant difference. Similarly, when comparing equation 2 and equation 4 , there was no signific ant difference between $R^{2} s$ of .0347 and $.3054 .^{48}$
We can conclude that institutional quality is a significant factor in determining an individual's lifetime earnings. Moreover, some tests indicate that the impact of quality is somewhat greater for individuals with more ability compared to individuals with less. However, it does appear that the least able in our sample (who resemble the average individual in the society as a whole) are affected by the quality of the institution they attended by roughly the same amount as are the top people in terms of ability in our sample. The differences in impacts of institutional quality on individuals of different levels of ability do not appear to be major. Our model's explanatory power is not strengthened when we introduce college quality as a variable explicitly interacting with ability. If there is an interaction, the joint influence of quality and ability does not add much to the separate effects of the iwo factors on income.

## [10] THE INTRODUCTION OF FAMILY BACKGROUND VARIABLES

The "proper" method of measuring socio-economic status (SES) is still being debated. Karabel and Astin ${ }^{49}$ have recently argued that socioeconomic status is positively correlated with college quality. If this is so, then omission of SES as an explanatory variable has biased upward the effects we attribute to quality. Moreover, Hausers and Bowless have attempted to prove that father's income (rather than education or occupations) is the appropriate measure of SES.

Our data set contains measures of father's educational attainment and father's occupational status, the latter being composed of three dummies (indicating high, medium, and low). We also have a measure of wife's father's education. Each of these has been used to stand for SES and are probably correlated with father's income, which we do not have.
Table 17 introduces the SES variable available in our sample into our standard earnings functions separated by those individuals with and without graduate training. Several facts starid out. The introduction of SES measures reduces the size and statistical significance of the quality variables only very slightly and these quality variables are still powerful in

## TABLE 17 Earnings functions including Socio-economic Background Variables

| Function | $\begin{gathered} \text { Years of } \\ \text { Education } \leqslant 16 \end{gathered}$ | Years of Education > 1 |
| :---: | :---: | :---: |
| Constant | $\begin{gathered} 1.327 \\ (8.049) \end{gathered}$ | $\frac{.6285}{(1.835)}$ |
| Years of education | $\begin{aligned} & .05343 \\ & (5.776) \end{aligned}$ | $\begin{aligned} & .0807+ \\ & (5.653) \end{aligned}$ |
| Experience | $\begin{aligned} & .01607 \\ & (1.632) \end{aligned}$ | $\begin{aligned} & .002799 \\ & (.1405) \end{aligned}$ |
| Experience ${ }^{2}$ | $\begin{aligned} & -.0002880 \\ & (1.185) \end{aligned}$ | $\begin{aligned} & .0002585 \\ & (.4889) \end{aligned}$ |
| 12 | $\begin{aligned} & .02260 \\ & (3.774) \end{aligned}$ | $\begin{aligned} & .02935 \\ & (3.752) \end{aligned}$ |
| Undergraduate quality | $\begin{aligned} & .0005142 \\ & (4.802) \end{aligned}$ | $\begin{aligned} & .0004266 \\ & (2.866! \end{aligned}$ |
| Graduate quality |  | $\begin{aligned} & .0006879 \\ & (5.192) \end{aligned}$ |
| Father's SES high | $\begin{aligned} & .081 .56 \\ & (2.531) \end{aligned}$ | $\begin{array}{r} .01462 \\ (.3394) \end{array}$ |
| Father's SES meditim | $\begin{aligned} & .03953 \\ & (1.209) \end{aligned}$ | $\begin{array}{r} 04322 \\ (.9994) \end{array}$ |
| Father's education | $\begin{aligned} & .002872 \\ & (.9008) \end{aligned}$ | $\begin{gathered} -.001611 \\ (.4187) \end{gathered}$ |
| Wre's father's education | $\begin{aligned} & .01350 \\ & (4.200) \end{aligned}$ | $\begin{aligned} & .007247 \\ & (1.862) \end{aligned}$ |
| Pilot | $\begin{array}{r} .4987 \\ (5.010) \end{array}$ | $\begin{array}{r} .3948 \\ (1.365) \end{array}$ |
| Teacher | $\begin{gathered} -.2851 \\ (2.596) \end{gathered}$ | $-.2925$ <br> (8.418) |
| M.D. | $\begin{aligned} & .00 \\ & .00 \end{aligned}$ | $\begin{array}{r} .6245 \\ (6.15!) \end{array}$ |
| $R^{2}$ | $\begin{gathered} 1.136 \\ (2.346) \end{gathered}$ | $\begin{array}{r} .2226 \\ (4.332) \end{array}$ |
| Observations | . 08906 | . 31581 |
| ${ }^{R^{2} \text { prior to occupations }}$ | $\begin{array}{r} 2241 \\ .07373 \end{array}$ | 856 .19162 |

explaining individual income differences. ${ }^{2}$ \|t is also interesting that for those individuals who did no graduate work, incomes were significantly positively affected by the educational atiainment of wife's father, and one's own father, if he was in an occupation in the top third of the status scale. However. none of the SES measures was significant in explaining income differences among those with graduate training. Despite the power of the SES yariables in the lower educational attainment group, we can explain only 9 percent of the variance for those with more than 16 years of school. These results do not change when the occupational dummies are dropped except that wife's father's education becomes significant for the graduate group as well. In this, the differences in proportion of variance of income explained are smaller.

Unless our SES measures are grossly inadequate, which is doubtiul, it appears that college quality has impacts above those that might really be reflecting family background. Once again, it appears that quality of schools attended has a real effect and is not merely a proxy for other factors.

## [11] IMPLICATIONS

We have found that the quality of institutions of higher education has an important impact on lifetime earnings of those who attend. A subjective evaluation of institutions (the Gourman Index) was used to measure quality in many of the estimated equations, but it appears that certain objective traits that contribute to these evaluations can be isolated. In particular, average student quality as measured by the average S.A.T. scores of entering freshmen, and faculty salaries, are strongly related to the Gourman Index and are the most important of the measurable institutiona! traits in the earnings functions of former students.
The importance of college quality does not appear to vary significantly with years of college (and graduate schooi) attended. We have only weak evidence of an interaction between college quality and student ability. Quality does affect later incomes more than it influences incomes irnmediately on entering the labor force. These results hold even after controlling for certain occupational choices, individual ability, and socioeconomic background.
There are certain limitations on the usefulness of these results. Although we have made statements about the statistical relationship between school quality and later earnings, we have been unable to do muct cost-benefit or rate of return analysis. That is, although the average S.A.T. scores of entering freshmen is a significant factor in later earnings of individuals who attend college, we do not know (1) how a school might go about
improving the average S.A.T.'s, (2) how much it would cost to raise average S.A.T.'s by any amount or percentage, and hence, (3) the rate of return to students (and presumably the school) from the school that successfully raised the average S.A.T. scores of its students. Almost all our measures of quality cannot easily be considered in cost terms, and so rates of return from these aspects of quality are impossible to estimate.

Choice of institutions depends on many factors. It should be stressed that this study has focused only on lifetime income maximization. This approach does not intend to minimize the importance of non-monetary outcomes of higher education. These have not been discussed or related to institutional quality. However, the powerful effects that emerged from the single dimension studied would lead us to predict that quality is related to non-income variables as well.

Although several psychologists have found effects of college quality to be small, they have been constrained by data sets that, unlike ours, lack the longitudinal perspective of twenty years. Perhaps the non-monetary impacts are more affected by college quality over time as well.
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where $/ n Y$ is log of income, $Q$ is college quality, and $A$ is the individual's ability. Hence

$$
\text { (2) } \frac{d \ln Y}{d Q}=b+2 A
$$

If $g$ is greater than zero, then the effect of any level of school quality is greater, the higher the ability of the individual concerned. A negative $g$ implies an inverse relationship. This specification assumes a linear interaction between the two continuous dependent variables. Another type of test can be suggested that does not constrain the interaction to be linear. The method involved grouping the sample by similar IQ levels (e.g., IQ quartiles) and estimating earnings functions separately for each I() quartile. Comparisons can be made of quality coefficients across groups.
46. The $t$ test was $H_{0}: B_{I I}=B_{L}-B_{I I}$ is the coefficient of quality for the thigh-ability half of the sample and $B_{L}$ is the quality coefficient for the low-ability half.
47. When S.A.T. and average salaries are inserted together, their effects are both more significant it test) and larger (size of coefficient) for the high-IQ half of the sample.
48. In both cases the significant $F$ level of 5 percent was 2.60 and the $F$ for undergraduates was .32 and for graduates, . 57.
49. 1. Karabel and A. W. Astin, "Social Class, Acadenic Ability, and College 'Quality'," (unpublished) Office of Research, Anmerican Council on Education, June 1972.
50. R. M. Hauser, K. G. Lutterman, and W. H. Sewe!l, "Socio-Ecorionic Background and the Earnings of the High School Graduates," paper presented at the meeting of the American Sociological Association, Denver, August 1971.
51. Bowles, 1972. (see note 3.1
52. For comparison, see the 1969 regressions in Table 10.
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