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Introduction 
John B. Taylor 

This book has two broad goals. The first goal is to present econometric evi- 
dence on which type of monetary policy rule is likely to be both efficient and 
robust when used as a guideline for the conduct of monetary policy in the 
United States. The second goal is to settle several current monetary policy 
issues-such as the effects of uncertainty about potential GDP growth or the 
role of the exchange rate in the setting of interest rates-that are most naturally 
addressed within a framework of monetary policy rules. 

To achieve these two goals, a number of economists who are actively en- 
gaged in research on monetary policy put their econometric policy evaluation 
methods to use in order to investigate various monetary policy rules. The econ- 
omists then came together at a conference in the Florida Keys to discuss their 
results with policymakers and other economists. This volume-including nine 
papers, comments on the papers, and discussions from the conference-is the 
outcome of that effort. Many researchers at universities, central banks, and 
private financial institutions around the world are now using modem econo- 
metric policy evaluation methods to analyze monetary policy rules. We are 
fortunate that many of them-over 30 individuals are represented in the vol- 
ume-were able to participate in the project. 

A Variety of Models and a Uniform Methodology 

The research reported in this volume represents a wide variety of models. 
The models differ in size: from 3 equations to 98 equations. They differ in de- 
gree of openness; some are closed economy models, some are small open econ- 
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2 John B. Taylor 

omy models, and some are large open economy models. The models also dif- 
fer in degree of forward looking assumed, in the method of establishing a good 
microeconomic foundation for the equations, and in the goodness of fit to the 
data. Some models are estimated with formal econometric methods and fit 
the historical data tightly. Others are calibrated using rules of thumb or infor- 
mation from other studies, and they give rough approximations to historical 
data. 

To get a feel for the differences between the models, consider some key 
features of the nine papers. The models developed by Bennett McCallum and 
Edward Nelson, by Julio Rotemberg and Michael Woodford, and by Robert 
King and Alex Wolman have a microfoundation built around a representative 
agentframework in which a household maximizes utility over time. The rep- 
resentative agent approach is attractive because it automatically builds in 
people’s responses to policy and because it allows policy to be evaluated using 
the utility function of the representative agent. These models tend to be smaller 
than many of the other models in the volume, and they give rough approxima- 
tions of the quarterly time series in the United States. 

Like the models using a representative agent framework, the model used by 
Nicoletta Batini and Andrew Haldane and the four models used by Andrew 
Levin, Volker Wieland, and John Williams assume that agents have rational 
expectations. However, the microeconomic foundations for these models are 
separate decision rules for a household‘s consumption or for a firm’s investment 
and production, rather than explicit dynamic optimization of a representative 
agent. These decision rules are motivated by rational behavior and frequently 
have the same variables as the equations in the explicitly derived models. These 
rational expectations models are generally more detailed, and they fit the data 
better than the representative agent models. 

The models used by Laurence Ball, by Glenn Rudebusch and Lars Svensson, 
and by Arturo Estrella and Frederic Mishkin are non-rational expectations 
models. In order to achieve better empirical accuracy (Rudebusch and Svens- 
son) or to focus on other issues such as exchange rates (Ball) or measurement 
error (Estrella and Mishkin), these models do not build in agents’ responses to 
future policy decisions as the rational expectations models do-whether repre- 
sentative agent models or not. These non-rational expectations models make 
the simplifying assumption that the parameters will not change when policy 
changes. 

In contrast to these model-based policy evaluation models, my own paper 
in the volume uses a historical methodology to evaluate policy rules. This ap- 
proach is similar to that used by Milton Friedman and Anna Schwartz in their 
monetary history of the United States or to that of Christina Romer and David 
Romer in their analysis of Federal Open Market Committee decision making. 
Rather than testing policy rules in a structural model, this paper looks at dif- 
ferent historical periods to see if different policy rules result in different 



3 Introduction 

macroeconomic outcomes. Moreover, the paper uses a general monetary the- 
ory rather than a tightly specified model to interpret the historical data. 

Despite these differences, the papers in the volume share an important com- 
mon methodology that defines the state of the art in monetary policy evaluation 
research. First, each of the models is a dynamic, stochastic, general equilib- 
rium model. The relevance of expectations of the future and events of the past 
to current decisions gives the models a dynamic feature. Shocks to preferences, 
to technology, or simply to decision rules make the models stochastic. The 
term “general equilibrium” applies because the models pertain to the whole 
economy, not to an individual sector of the economy. 

Second, each of the models incorporates some form of temporary nominal 
rigidity, usually a variant of staggered wage or price setting, which results in a 
short-run trade-off between inflation and output or unemployment. With sto- 
chastic shocks, the short-run inflation-output relationship can be characterized 
as a trade-off between the variance of inflation and the variance of output, but 
none of the models has a long-run trade-off between the level of inflation and 
unemployment. Several of the papers in the volume break new ground in mod- 
eling price rigidities. For example, the paper by King and Wolman derives a 
firm’s pricing rule by analyzing how the firm would maximize its present dis- 
counted value in a setting where there are monopolistic competition and infre- 
quent price adjustment opportunities. It is interesting to note that the optimal 
decision rules resemble the staggered price-setting equations studied by Levin, 
Wieland, and Williams. King and Wolman show that staggered price setting 
increases the costs of inflation, an issue that has not been raised in earlier calcu- 
lations of the welfare costs of inflation. Because of their explicit derivation one 
can calculate the welfare costs of steady inflation with their model. 

Third, for each model the variances can be computed directly or through 
stochastic simulation, and the measure of economic performance depends on 
the variance of inflation around the target inflation rate, the variance of real 
output around a measure of potential or full-employment output, and, in some 
cases, the variance of unanticipated inflation or the variance of the interest 
rate. It is possible to feed these variances into an objective function that is 
a weighted average of the variances, and in some of the papers (Rotemberg- 
Woodford and King-Wolman), the objective function is the same as the utility 
function of the representative household. 

These common features can be illustrated by noting that all the models can 
be written in the following general form: 

(1) Y,  = A(L ,g )y ,  + B(L,g)i ,  + u , .  

This equation is the reduced-form solution to the model. The vector y ,  contains 
the endogenous variables. The scalar i, is the short-term nominal interest rate. 
The vector u, is a serially uncorrelated random variable with covariance matrix 
C. The matrices A(L,g) and B(L,g) are polynomials in the lag operator L. These 
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matrix polynomials depend on the parameter vector g, which consists of all 
the parameters in the policy rule. The policy rule itself can be written as 

( 2 )  i, = G(L)y, ,  

where G(L) is a vector polynomial in the lag operator L. Making the parameter 
vector g explicit in this notation emphasizes that reduced-form parameters in 
A and B depend on the parameters of the policy rule, an important common 
feature of these models. For the Ball model, the Rudebusch-Svensson model, 
and the Estrella-Mishkin model, none of which are rational expectations mod- 
els, the above equation fory, is the model itself. For the Rotemberg-Woodford, 
McCallum-Nelson, and King-Wolman models, there are forward-looking ex- 
pectations variables that enter through the Euler equations of the representative 
agent’s optimizing problem; these have been solved out using a rational expec- 
tations solution method to get the reduced-form equation for y,. For the Batini- 
Haldane model and the four models considered by Levin, Wieland, and 
Williams (Federal Reserve, Fuhrer-Moore, MSR, and linearized Taylor multi- 
country), there are also forward-looking variables that have been solved out to 
get the reduced-form equation. 

Substitution of the policy rule for i, into the reduced-form equation for y, 
above results in a vector autoregression in y,. The steady state stochastic distri- 
bution of y ,  is a function of the parameter vector g of the policy rule. Hence, 
for any choice of parameters in g one can evaluate an objective function that 
depends on the steady state distribution of y,. For example, if the loss function 
is a weighted average of the variance of inflation and the variance of real out- 
put, then the two diagonal elements of the covariance matrix corresponding to 
inflation and real output are used. Using this approach, the papers in the vol- 
ume present simulation evidence that helps determine the optimal policy rule. 

I believe that there is much to be learned from these simulations, not only 
from the tables and charts presented in the nine papers, but also from the com- 
ments on the papers (many of which also contain new results) and the discus- 
sions about the papers. Here I can only summarize some key results. Rather 
than reviewing each paper and comment separately I will try to organize the 
summary around the following key issues: (1) robustness of policy rules, 
(2) usefulness of simple policy rules compared with complex rules, (3) role of 
the exchange rate, (4) role of inflation forecasts, (5) importance of information 
lags, (6) uncertainty about potential GDP or the natural rate of unemployment, 
and (7) implications of the historical evidence. 

Robustness of Policy Rules 

A number of the papers in this volume propose specific monetary policy 
rules. Some of these rules are modifications of policy rules that have been 
proposed in earlier research. Others would involve more substantial changes. 
Regardless of the specific form, each rule is proposed because, according to 
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the model used in the research, the rule results in good macroeconomic perfor- 
mance. But how robust are the proposed rules? How would the rule proposed 
by one researcher stand up to scrutiny by other researchers using different 
models and methods? To answer these questions we asked researchers who 
participated in the conference to investigate the other researchers’ proposals 
for policy rules using their own models. We did not specify what model 
(whether large or small, rational or nonrational) should be used. That decision 
was left up to the researchers. In the end, nine models were used in this ro- 
bustness exercise. The models, all described in the conference papers pub- 
lished in this volume, are 

1. Ball model 
2.  Batini-Haldane model 
3. McCallum-Nelson model 
4. Rudebusch-Svensson model 
5. Rotemberg-Woodford model 
6. Fuhrer-Moore model 
7. MSR (small Federal Reserve model) 
8. FRBKJS (large Federal Reserve model) 
9. TMCM (Taylor multicountry model) 

The last four of these models (6 through 9) are used in the paper by Levin, 
Wieland, and Williams, which is a robustness study itself as the title indicates. 

Of course, these nine models do not include all possible models that could 
be used for a robustness study. For example, as part of their comment on the 
Levin, Wieland, and Williams paper, Lawrence Christiano and Christopher 
Gust analyze several monetary policy rules using a type of model much differ- 
ent from those used in the other papers. The short-run monetary nonneutralities 
in the Christiano-Gust model are based on limited participation in financial 
markets rather than on temporary price and wage rigidities. Christiano and 
Gust report deterministic simulations and a stability analysis that tend to favor 
money supply rules over interest rate rules. Note also that the King and Wol- 
man paper was not included in the robustness analysis because the authors 
believe that their type of model is in an early stage of development, and they 
are hence not ready to make an empirical identification of business cycle deter- 
minants in the way that the robustness analysis requires. 

Five different policy rules were selected for the robustness exercise. These 
rules are of the form 

(3) 

where i is the nominal interest rate, T is the inflation rate, and y is real GDP 
measured as a deviation from potential GDP. (The intercept term is ignored 
here.) The coefficients defining the five policy rules are shown in table 1. 

Rules I and I1 have the interest rate reacting to the lagged interest rate with 
a response coefficient of one. Rule I has a high weight on inflation compared 
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Table 1 Five Conference Rules 

I 3.0 0.8 1 .o 
I1 1.2 1 .o 1 .o 
111 1.5 0.5 0.0 
IV 1.5 1 .o 0.0 
V 1.2 0.06 1.3 

to the weight on output, and rule I1 has a smaller weight on inflation compared 
to output. These two rules are referred to as interest-rate-smoothing rules and 
are the type of rule favored in the simulations in the Levin, Wieland, and Wil- 
liams paper, though not necessarily with these coefficient values on inflation 
and output. As I show below these rules sometimes result in more interest rate 
volatility than rules that do not involve a reaction to the lagged interest rate. 
Rule 111 is the simple rule that I proposed in 1992 after considering the policy 
evaluation results from a number of multicountry models. Rule IV is much 
like rule I11 except there is a coefficient of 1 .O rather than 0.5 on real output. 
The simulation results of several researchers, including Laurence Ball and 
John Williams, indicate that the interest rate should respond about twice as 
aggressively to output than the 0.5 response coefficient in the simple rule that 
I proposed. Rule V is the rule favored in the paper by Rotemberg and Woodford 
in this volume. This rule is distinctive in that it places a very small weight on 
real output and a very high weight on the lagged interest rate. 

Of course, the policy rules in table 1 do not exhaust all possible policy rules. 
Table 1 omits rules for the money supply, such as constant growth rate rules. 
Moreover, two policy rules for the interest rate proposed in this volume-the 
rule that reacts to exchange rates examined by Ball and the inflation-forecast 
rules examined by Batini and Haldane and by Rudebusch and Svensson- 
could also be subjected to robustness analysis. They were not part of this ro- 
bustness exercise because many of the models do not have exchange rates and 
because the inflation-forecast rules are themselves model specific, making ro- 
bustness tests more difficult, as explained in the comment by James Stock in 
this volume. Although it is quite possible that another policy rule would do 
better than any of the five policy rules listed in table 1, these rules represent 
the degree of disagreement that currently exists about the most appropriate 
form for policy rules. 

Assessing the robustness across models is difficult because different models 
have different absolute measures of performance. One model might show that 
all the rules work much better-have smaller fluctuations in inflation or real 
output-than another model shows. In fact, this is the case for the models in 
this robustness study. For example, the Batini-Haldane model and the Fed‘s 
small model (MSR) imply that much better economic performance can be 
achieved by following an optimal rule than the Fuhrer-Moore model implies. 
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Moreover, these performance differences across models are fairly arbitrary, be- 
cause the size of the variances of the shocks in u, (or more generally the magni- 
tude of each element in the covariance matrix 1) is assumed in some models. 
Even in the models where the covariance matrix of the shocks is estimated 
using formal econometric methods, the estimates depend on arbitrary choices 
about specification-such as how many lagged endogenous variables or exog- 
enous variables are placed in the model. This lack of uniformity in absolute 
performance measures means that one must focus on runkings of rules across 
different models. An analogy with expert evaluation in other areas is useful. 
Consider wine tasting (an analogy pointed out to me by Orley Ashenfelter). A 
panel of experts is asked to evaluate different wines. But some tasters tend to give 
high ratings and some tasters tend to give low ratings. Looking at the average 
rating across tasters will be a mistake because the tasters who give high scores 
will have greater influence on the average than tasters with low scores. How- 
ever, by first converting the scores of each taster into a simple ranking of each 
taster and then adding up ranks, one can eliminate this scale effect. Similarly, 
one can consider pairwise rankings between two wines that differ in a key 
characteristic. Of course, in this book we have policy rules rather than wine 
and models rather than tasters, but the principle is the same. 

Consider using this approach to determine the robustness of policy rules that 
are more responsive to output in comparison to rules that are less responsive. 
In other words, is the finding that one policy rule is better than another policy 
rule a robust finding that stands up against the different models in this book? 
Consider rule I11 and rule IV, for example. As stated earlier, several researchers 
have suggested that rule IV is better than rule I11 in the sense that the variability 
of inflation and real output is less with rule IV than with rule 111. Is this finding 
robust? Table 2 shows the standard deviations of inflation rate, real output, and 
interest rate for rule I11 and rule IV. These standard deviations are obtained 
from the covariance matrix of the endogenous variables. Several conclusions 
can be drawn from table 2. First, it is clear that a finding that rule IV dominates 
rule 111 is not robust across models. For all models, rule IV gives a lower vari- 
ance of output than rule I11 does, which is not surprising with the higher weight 
on output in rule IV. But for six of the nine models rule IV gives a higher 
variance of inflation. Raising the coefficient on real output from 0.5 to 1.0 rep- 
resents a trade-off between inflation variance and output variance. The change 
in average standard deviations across all the models shown in table 2 indicates 
such a trade-off, but rule IV’s increase in average inflation variability is small 
compared with the decrease in average output variability. (To be sure, this aver- 
age change may be influenced by the lack of uniformity in absolute perfor- 
mance levels discussed above.) If we also consider the variability of the interest 
rate, then the finding that rule IV is better than rule 111 is even less robust: rule 
I11 is higher than rule IV in seven of the eight models that reported interest 
rate variances. (The average interest rate variance across models is higher with 
rule IV, though that result is also affected by the arbitrariness of a cardinal 
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Table 2 Comparative Performance of Two Conference Policy Rules 

Standard Deviation 

Model Inflation output Interest Rate 

Ball 
Batini-Haldane 
McCallum-Nelson 
Rudebusch-Svensson 
Rotemberg-Woodford 
Fuhrer-Moore 
MSR 
FRB 
TMCM 

Average 

Ball 
Batini-Haldane 
McCallum-Nelson 
Rudebusch-Svensson 
Rotemberg-Woodford 
Fuhrer-Moore 
MSR 
FRBlUS 
TMCM 

1.85 
1.38 
1.96 
3.46 
2.71 
2.63 
0.70 
1.86 
2.58 

2.13 

2.01 
1.46 
1.93 
3.52 
2.60 
2.84 
0.73 
2.02 
2.36 

Rule IIl 
1.62 
1.05 
1.12 
2.25 
1.97 
2.68 
0.99 
2.92 
2.89 

1.94 
Rule IV 
1.36 
0.92 
1.10 
1.98 
1.34 
2.32 
0.87 
2.21 
2.55 

- 
0.55 
3.94 
4.94 
4.14 
3.57 
1.01 
2.51 
4.00 

2.82 

- 

0.72 
3.98 
4.97 
4.03 
3.83 
1.19 
3.16 
4.35 

Average 2.16 1.63 3.03 

scale.) One could formalize these ranking calculations by putting weights on 
the three standard deviations and then ranking the rules in terms of the values 
of the objective function in each model. Rule I11 would rank above rule IV for 
relatively high weights on inflation and interest rate variability, while rule IV 
would rank better for high weights on output variability. 

Now consider the relative robustness of the three rules that respond to the 
lagged interest rate (rules I, 11, and V) as shown in table 3. Each of these three 
rules has exactly the same functional form as the others. Hence, this robustness 
analysis considers the appropriate size of the response coefficients for rules 
having this functional form. The sum of the ranks of the three rules shows that 
rule I is most robust if inflation fluctuations are the sole measure of perfor- 
mance; it ranks first in terms of inflation variability for all but one model for 
which there is a clear ordering. For output, rule I1 has the lowest (best) sum of 
the ranks, which reflects its relatively high response to output. However, re- 
gardless of the objective function weights, rule V has the highest (worst) sum 
of the ranks for these three policy rules, ranking first for only one model (the 
Rotemberg-Woodford model) in the case of output. Comparing these three 
rules with the rules that do not respond to the lagged interest rate (rules I11 and 
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Table 3 Three Conference Rules That React to Lagged Interest Rates 

Model 

Standard Deviation 

Inflation output Interest Rate 

Ball 
Batini-Haldane 
McCallum-Nelson 
Rudebusch-Svensson 
Rotemberg-Woodford 
Fuhrer-Moore 
MSR 
FRBIUS 
TMCM 

Ball 
Batini-Haldane 
McCallum-Nelson 
Rudebusch-Svensson 
Rotemberg-Woodford 
Fuhrer-Moore 
MSR 
FRB/US 
TMCM 

Ball 
Batini-Haldane 
McCallum-Nelson 
Rudebusch-Svensson 
Rotemberg-Woodford 
Fuhrer-Moore 
MSR 
FRB 
TMCM 

2.27 
0.94 
1.09 

0.81 
1.60 
0.29 
1.37 
1.68 

m 

2.56 
1.56 
1.19 

1.35 
2.17 
0.44 
1.56 
1.79 

m 

m 

m 

1.31 

0.62 
7.13 
0.41 
1.55 
2.06 

00 

Rule I 
23.06 

1.84 
1.03 

2.69 
5.15 
1.07 
2.77 
2.70 

Rule I1 
2.10 
0.86 
1.08 

1.65 
2.85 
0.64 
1.62 
1.95 

Rule V 

00 

m 

00 

00 

1.12 

3.67 

1.95 
6.32 
4.31 

m 

21.2 

- 
1.79 
5.14 

2.50 
15.39 

1.40 
7.11 
6.72 

00 

- 

0.99 
4.41 

2.53 
8.61 
1.35 
4.84 
5.03 

m 

m 

m 

2.10 

1.37 

1.31 
4.67 
4.24 

00 

27.2 

IV, in table 2 )  shows that the lagged interest rate rules do not dominate rules 
without a lagged interest rate. Note that the variance of the interest rate is 
highest for the rules that react to the lagged interest rate according to many of 
the models. Table 3 also indicates a key reason why rules that react to lagged 
interest rates work well in some models and poorly in others in comparison 
with the rules without lagged interest rates. For a number of models the rules 
with lagged interest rates are unstable or have extraordinarily large variances. 
Observe that the models that give very poor performance for the lagged inter- 
est rate rules are the non-rational expectations models. These rules rely on 
people’s forward-looking behavior: if a small increase in the interest rate does 
not bring inflation down, then people expect the central bank to raise interest 
rates by a larger amount in the future. But in a model without forward looking, 
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it is obviously impossible to capture this forward-looking behavior. Because 
rule V has a lagged interest rate coefficient greater than one, it greatly exploits 
these expectations effects and is less robust than the other rules when evaluated 
with non-rational expectations models. These results illustrate the importance 
of forward-looking behavior. In his comment on the McCallum and Nelson pa- 
per, Mark Gertler reports on some preliminary estimation results that may help 
determine whether models are too forward looking or not forward looking 
enough. 

Many more robustness findings can be found in the individual papers. Al- 
though this robustness analysis is very informative, I think it just touches the 
surface of what can now be done. It would be useful to do this type of robust- 
ness analysis for many more policy rules, including rules with the exchange 
rate, the forecast of inflation, or even more complex rules. There are also im- 
portant statistical issues, such as measures of significant differences across 
models arising from the use of rank orders in robustness analysis. In fact, the 
subject of robustness arose in many of the comments and the discussions at 
the conference. 

For example, in his comment on Ball’s paper, Thomas Sargent calculates an 
alternative policy rule that is robust to changes in the serial correlation struc- 
ture of the model. In effect, Sargent looks for rules that are robust if the u, in 
the notation of equation (1) were serially correlated rather than uncorrelated. 
Sargent finds that in his robust version of Ball’s policy rule, the interest rate 
responds even more aggressively than the relatively aggressive rule IV above. 

Stock‘s comment on the paper by Rudebusch and Svensson also calculates 
a robust policy rule. In contrast to Sargent’s focus on robustness to different 
serial correlation assumptions, Stock’s policy rule is meant to be robust to dif- 
ferent values of the parameters in the IS equation and the price adjustment 
equation in the Rudebusch-Svensson model. Stock’s robust rule is a minimax 
policy with respect to this parameter uncertainty. Like Sargent, Stock finds that 
the optimal policy should be more aggressive in responding to inflation and 
output than the simple rules I11 and IV. Sargent’s and Stock’s findings that ro- 
bust policy rules are more aggressive generated much discussion at the con- 
ference. 

The Usefulness of Simple Rules Compared with Complex Rules 

All five conference rules have a simple functional form, so the results in 
tables 2 and 3 are not helpful in determining how useful simple rules are com- 
pared to complex rules. But several of the papers in the volume address this 
question. Rudebusch and Svensson find that simple rules perform nearly as 
well as the optimal rule in their model. Levin, Wieland, and Williams show 
that simple rules are more robust across models than more complex optimal 
rules. Their paper reports on a robustness analysis of simple rules versus opti- 
mal rules in four models. They find that optimal rules from one model perform 
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much worse than the simple rules when simulated in other models. Evidently, 
the optimal rule exploits properties of a model that are specific to that model, 
and when the optimal rule is then simulated in another model those properties 
are likely to be different and the optimal rule works poorly. 

Role of the Exchange Rate 

What is the appropriate role for the exchange rate in a monetary policy rule? 
This question is obviously very important for small open economies that oper- 
ate under a flexible exchange rate system, but it may be an important issue for 
larger areas such as the European Central Bank. 

The paper by Laurence Ball uses a small open economy model to assess the 
role of the exchange rate in a monetary policy rule. Ball shows that adding the 
exchange rate to simple policy rules, such as rule 111 and rule IV, can improve 
macroeconomic performance in his model. He adds the exchange rate to the 
simple policy rules in two places: (1) the monetary conditions index-a 
weighted average of the interest rate and the exchange rate-replaces the inter- 
est rate as the policy instrument, and (2) the lagged exchange rate is added to 
the right-hand side of the policy rule along with the inflation rate and real 
output. Alternatively stated, Ball adds both the current and lagged exchange 
rate to the right-hand side of the policy rule for i,. Holding inflation variability 
constant, Ball finds that the standard deviations of output can be reduced by 
about 17 percentage points by giving the exchange rate a role in the simple 
policy rule. It would be interesting to see whether this result is robust. Because 
many of the models in this book are closed economy models, a robustness 
study will have to be the subject of future research. 

Role of Inflation Forecasts 

The papers by Batini and Haldane and by Rudebusch and Svensson focus 
on another key policy issue. They examine whether policy rules in which the 
interest rate adjusts to forecasts of future inflation perform better than simple 
rules, such as rule I11 and rule IV, that respond to current inflation and real 
output. Rules that respond to the forecast of inflation rather than actual infla- 
tion are frequently referred to as “forward-looking’’ rules, but since forecasts 
are based on current and lagged data, these rules are no more forward looking 
than “backward-looking’’ rules. Inflation-forecast rules implicitly respond to 
other variables in addition to output and inflation if such variables are useful 
predictors of future inflation; hence, these rules could in principle work better 
than rules such as rule I11 and rule IV. 

The papers by Rudebusch and Svensson and by Batini and Haldane examine 
a number of inflation-forecasting rules with different forecast horizons and 
parameters. Both papers report that for the appropriate forecast horizon (usu- 
ally greater than one year) and for the appropriate response coefficient, 
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inflation-forecast rules can improve performance slightly compared with other 
simple rules. Batini and Haldane report that an inflation-forecast rule with a 
six-quarter forecast horizon reduces the standard deviation of inflation by 0.1 
percentage points (from 1.4 to 1.3 percent) and the standard deviation of out- 
put by 0.2 percentage points (from 1.1 to 0.9 percent) compared with rule 111. 

Importance of Information Lags 

Another policy question addressed by the models in this book is the effect 
of information lags on monetary policy rules. For example, Bennett McCallum 
has argued that it is not realistic to assume, as in equation (3), that policy 
can respond to current-quarter values, and that estimated performance would 
deteriorate if policymakers could only react to the most recently available data. 
To investigate this problem the researchers were asked to evaluate the perfor- 
mance of the following lagged version of the policy rule in equation ( 3 ) :  

(4) i, = & T r - ,  + g)'y,-, + Pi,-, ' 

To be sure, it is not clear that equation (4) is any more realistic than equation 
(3) because policymakers have some current-period information available 
when they make interest rate decisions. In any case, there is virtually unani- 
mous agreement among the models in the book that this one-quarter lag has 
little effect on economic performance. The variances of inflation and output 
increase by only a small amount when equation (3) is replaced by equation 
(4). Hence, it appears that this kind of information lag does not have major 
implications for policy rules. 

Uncertainty about Potential GDP and the Natural Unemployment Rate 

In his comments on the Batini and Haldane paper, Donald Kohn emphasizes 
that economic uncertainty-especially about potential GDP-poses a serious 
problem for monetary policy rules. Of course, assessing the effects of general 
model uncertainty, and the robustness of different policy rules to this uncer- 
tainty, is a major aim of this book. Two papers in the book specifically address 
the issue of uncertainty about potential GDP or the natural rate of unemploy- 
ment. McCallum and Nelson examine the impact of making gross errors in 
estimating the trend in real GDP. They find that big errors lead to a big deterio- 
ration in performance. Similarly, Estrella and Mishkin show that errors in mea- 
suring the natural rate of unemployment lead to a worsening of performance. 
However, Estrella and Mishkin also show that uncertainty about the natural 
rate of unemployment or potential GDP is additive uncertainty; therefore, the 
form of the policy rule should not be affected by such uncertainty. Only in the 
case of multiplicative uncertainty would the policy rule itself be different. 
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Historical Evidence 

Historical analysis of policy rules complements the evidence about the inter- 
est rate response to inflation and output found in the simulations. As I show in 
my paper the estimated response coefficients of monetary policy were much 
larger in the 1980s and 1990s in the United States than they were during the 
late 1960s and 1970s. Moreover, the response coefficients appear to have been 
even lower during the international gold standard period from 1880 to 1914 
when inflation and real output were less stable. For example, the estimated in- 
flation response coefficient is about 0.8 for the 1960s and 1970s compared to 
about 1.5 for the 1980s and 1990s, nearly twice as large. Since the inflation rate 
and real output were much more stable in the 1980s and 1990s than in the late 
1960s and 1970s, or than in the international gold standard period, the result 
supports the model simulations that predict that such a change would take 
place. Similar results for the later two periods are reported in recent papers by 
Judd and Rudebusch (1998) and by Clarida, Gali, and Gertler (1998) as dis- 
cussed in the comment on my paper by Richard Clarida. 

Conclusion 

Of the many important findings in this volume several seem particularly 
important to me. First, the model simulations show that simple policy rules 
work well; their performance is surprisingly close to that of fully optimal poli- 
cies. Second, the simulations show that the gains reported in earlier research 
from using rules with high response coefficients are not robust to the variety 
of models considered in this volume; however, new approaches to robustness 
discussed in the volume suggest that rules that are robust to certain kinds of 
uncertainty may be more aggressive. Third, simulation results show that simple 
policy rules are more robust than complex rules across a variety of models. 
Fourth, introducing information lags as long as a quarter does not affect the 
performance of the policy rules by very much. Fifth, the historical analysis 
finds a significant correlation between policy rules and economic performance. 

The areas of disagreement are also important. First, there is disagreement 
about whether central banks should react to the exchange rate when setting 
interest rates, or whether they should use a monetary conditions index. Second, 
there is disagreement about whether policy should respond to the lagged inter- 
est rate. Third, there is disagreement about whether the interest rate should 
respond solely to a measure of expectedfiture inflation, rather than actual ob- 
served values. In these cases of disagreement, the papers are useful in deter- 
mining what features of the models lead to the differences. This will be helpful 
in future research. 

These remaining uncertainties and disagreements indicate that there is more 
work to do in this area. There is much to be learned from studying the many 
simulations already performed for this volume. The robustness analysis in this 
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book, which is the focus of so many of the papers, comments, and discussions, 
makes a good start, but it has only scratched the surface. Improving the models, 
considering additional models, expanding the analysis to other countries, and 
examining more rules are all essential. 

In the meantime, it is wise for policymakers to work with a collection or 
portfolio of policy rules as mentioned by Martin Feldstein in his comment on 
the Rotemberg and Woodford paper. Such a portfolio might include the rules 
of the type examined in table 1. When I proposed a specific simple policy rule 
in 1992 I suggested that the rule be used as a guideline along with several 
other policy rules. In his comment on the King and Wolman paper, Benjamin 
Friedman mentions the distinction between using a monetary policy rule as 
a guideline and using the rule mechanically. Although all the rules in this 
book can be written down algebraically-indeed that is one of their main ad- 
vantages-at least for the near future they will probably be more useful as 
guidelines than as mechanical formulas for policymakers to follow exactly. 
By carefully studying the results in this volume, I hope that researchers and 
policymakers can make monetary policy rules even more useful in the future. 
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