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CHAPTER 12

Reliability of the Estimates

For reasons indicated in Chapter 11, the reliability of the
estimates for the numerous cells that make up the income
total year by year cannot be revealed clearly in a classification
based on the character of the underlying data and procedures.
To get a quantitative measure the margins of error must be
evaluated by those who, being familiar with the estimates,
dare to surmise how far wrong they may be. In the first two
sections of this chapter we describe in detail the procedure by
which the investigators who participated actively in the prepa-
ration of the estimates and hence know them best evaluated
their margins of error. The evaluation concerns the margin of
error that could be assigned to each total for the various cells
making up national income in each year and cannot be ap-
plied directly to the changes from year to year or to differ-
ences among estimates for various cells. We discuss in the
third section the margins of error that could be assigned to
the estimated changes from year to year, or to differences
among totals for the various important industrial divisions
or types of income within national income.

1 Reliability of the Totals—T he Procedure

In general, the procedure consists in classifying, by the size of

the error margins, the estimates within cells formed by the

combination of the allocation by industrial source with the

classification by type of income. The industrial divisions were:
501



502 PART THREE

1 Agriculture 21 Street railways

2 Mining, total 22 Water transportation
3 Anthracite coal 23 Pipe lines

4 Bituminous coal . 24 Telephone

5 Metal mining 25 Telegraph

6 Oil and gas 26 Trade

7 Other mining 27 Banking

8 Manufacturing, total 28 Insurance

g Food & tobacco 29 Real estate

10 Textile & leather 30 Service, total

11 Construction materials & furniture g1 Professional

12 Paper g2 Personal

13 Printing 33 Domestic

14 Metal mfg. 34 Miscellaneous service
15 Chemical 35 Government, total

16 Miscellaneous & rubber 86 Federal

17 Construction g7 State

18 Electric light & power 38 County

19 Manufactured gas ' 39 City incl. public education

20 Steam railroads, Pullman, & express 40 Miscellaneous

The type of income and employment categories were:

a Wages h Net savings, -entrepreneurial
1> Salaries i Net income originating
¢ Employee compensation j Wage earners
d Entrepreneurial withdrawals k Salaried employees
e Dividends 1 Total employees
f Interest m Entrepreneurs
g Net savings, corporate & govern-
ment

The 4o industry and 13 type of income or employment
categories make up a total of 520 cells for each year. Of course,
for no year in the period were estimates available for all 520
cells; and some cells are interdependent in the sense that the
estimate for one is a sum of estimates for several others. But all
the available estimates, both components and totals, were
classified, since the margin of error for the total is not neces-
sarily the sum of the margins of error for the components.

The various estimates in these industry type of income or
employment cells were then classified under one of four cate-
gories by the size of the probable maximum error: !

1 The margin classes used originally in these classifications were from g to 7,
8 t0 12, 13 to 27, and 28 to 52 (with central values of 5, 10, 20, and 40). A subse-
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I An error of 4 to 10 per cent, with %7.5 as the average. If the
margin appeared to be less than 5 per cent, the estimate was
put in this category.

IT An error of 11 to 20 per cent, with 15 as the average.
III An error of 21 to 40 per cent, with go as the average.
IV An error of 41 to 8o per cent, with 6o as the average. If the
margin appeared to be greater than 8o per cent, the estimate
was put in this category.

The margin of error was judged on the basis of what the
estimate was, rather than what it should have been conceptu-
ally. For example, our estimate of net dividends originating
in each industrial division was classified by its maximum er-
ror as a measure of net dividends, not of dividends paid di-
rectly to individuals by enterprises in the industrial division.
But we did assign a larger margin of error to estimates of divi-
dends, interest, and business savings originating in the vari-
ous industrial divisions because of the distortion in the indus-
trial allocation caused by consolidated returns.

Our classification was based upon maximum errors, not
minimum or average errors; i.e., we were concerned with how
large the error could be. An error of 5 per cent meant that this
was the maximum error to which the estimate was likely to be
subject. The minimum error for each estimate is zero and the
average error too indefinite to estimate.

The setting up of error classes, with fairly wide class limits,
might be interpreted in two ways: it may be thought: (1) that
we know precisely what the probable maximum error for each
estimate is but, for the sake of economy in presentation, for-
bear to give the exact figures, grouping them into four classes;
or (2) that we do not know precisely what the probable maxi-
mum error is, but can approximate it within certain limits. If
we put an estimate in Class I, we mean that its probable maxi-
mum error is between 1 and 10 per cent.

Of these two interpretations of our procedure the second

quent upward revaluation of error margins resulted in the classes above; see
below.
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is valid. We do not know the precise percentage at which to set
the probable maximum error for each estimate; and we estab-
lished error classes in order to allow a range for the maximum
error. In subsequent calculations, it is true, we assume a single
central value for each class; but this is a simplification, needed
to arrive at compact results. It does not mean that for every
estimate in Class I the most probable value of the maximum
error is 7.5 per cent. On the contrary, there are appreciable
differences in the relative accuracy of estimates in Class I (from
a maximum error of 1 or 2 to 10 per cent), and especially in
the upper error classes with their wide range between class
limits. But for purposes of calculation a single central value is
assigned to each class, and the probable maximum error of
the combined estimates in the class is assumed to be this cen-
tral value.

Since the ranges indicated above represent both positive
and negative errors, estimates included in Class I, for ex-
ample, may be from 1 to 10 per cent greater or less than the true
value. This would seem to indicate that the maximum
range of Class I is from — 10 to + 10. As a matter of fact the
maximum errors are in one direction for a majority of the
estimates. Thus the error in our estimate of employee com-
pensation for manufacturing, in Census years, is likely to be
negative, i.e., our estimate is probably always somewhat less
than the true one. But it would bring us upon too uncertain
ground were we to distinguish positive and negative errors,
and try to set up classes accordingly.

The estimates were classified by the four error classes inde-
pendently by each of the three investigators who participated
most directly in the study and were most familiar with sources
and methods.* It was thought that a combination of inde-
pendent classifications would reduce any bias that might re-
sult from pessimism or optimism of the individual investi-
gator. The three evaluations of estimates by classes of probable

2 Lillian Epstein, Elizabeth Jenks, and the author.
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maximum errors—all for identical estimates in identical in-
dustry type of income or employment cells—were used in all
further calculations of error margins. No attempt was made
to reconcile them or change them in any way: it was thought
best to use them in the form that corresponds most closely to
their real meaning—appraisals by individual investigators
familiar with the estimates.

The procedure was followed with one significant exception:
we raised all margins of error by one-half ? because we found
that all three investigators tended to underestimate the er-
rors actaching to the results of their labors. The original sets
of evaluations were based on the working tables used in pre-
paring the estimates and the detailed description of methods
and data in Part Four, but without consulting the compari-
sons in Chapter 10 or using the tests of interpolation and
extrapolation procedures discussed in Chapter 11. Reference
to these materials indicated that the margins of error, as
originally calculated, were, on the whole, too low, but the
relative differences were not affected by the additional infor-
mation in Chapters 10 and 11.

The estimates were classified by each investigator for

every year in the period and, for purposes of analysis, aver-
ages, unweighted geometric means of the central values of
error classes, were computed for 1919-28, 1929-35, and 1919~
35.* These average margins ® for net income originating, for
8 This uniform adjustment may have resulted in an overestimate of the margins
of error for some cells. It is likely that the margins as now presented, even for
some of the more comprehensive totals, are somewhat too high, since the esti-
mates placed in Class I may have a mean margin of error somewhat lower than
the mid-value used in further computations (i.e., 7.5) and the resulting exag-
geration of the margin of error may not be offset by an excess over 6o per cent
of the average margin of error of estimates in Class 1V.
4 The computation was made before the estimates for 1936-38 were completed.
[t was felt that the additional labor necessitated by the inclusion of data for
these recent years was not warranted since the margins of error would be affected
only slightly.

5 In subsequent discussion the central values of error classes and the averages
derived from them are referred to as margins of error.
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number engaged by industrial divisions, and for the coun-
trywide totals of the various types of income and employ-
ment are shown in Tables g8—100.

Margins of error were calculated not only for the estimates
within each industry type of income cell, but also for certain
composite totals; e.g., for wages and salaries in total manufac-
turing as well as for those in its subdivisions. As mentioned
above, most of the composite totals were classified by error
classes directly, and' are assigned a margin of error that is not
derived from the errors of their components. But this proce-
dure was subject to significant exceptions. First, the maximum
error of total net income originating in each industrial branch
was evaluated both directly and by weighting error margins
assigned to the various type of income components. Second, a
weighted margin of error of the countrywide totals of each type
of income and each.category of number engaged was derived
from the error margins for the several industrial components,
in two variants, one using the ten major industrial divisions,
the other, the minor industrial divisions.

The calculation of these weighted entries followed a few
standard rules. First, the weights throughout were the aver-
age absolute values of the estimates whose margins of error
were compounded into averages. When these absolute values
were either positive or negative, as in the case of savings of
enterprises, the average value was computed with signs dis-
regarded. Second, the weighted mean margins of error were
computed from the means for the periods, not from entries
for each year; e.g., the weighted mean for the countrywide
total for 1919-28 was derived from the error margins com-
puted for 1919—28 for wages and salaries in each industrial
division, the absolute average value for each wage and salary
industry cell for the decade being used as weights. Third, the
margins of error thus weighted were averaged by taking an
arithmetic mean. The arithmetic mean was used because a
geometric mean would underestimate the total absolute and
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relative margin of error.® Fourth, in obtaining weighted mar-
gins of error for the estimates of net income originating in
each industry, the most detailed list of components was used,
i.c., wages, salaries, entrepreneurial withdrawals, dividends,
interest, net savings of corporations and government, and net
savings of entrepreneurs. Similar rules were followed in de-
riving weighted margins of error for the estimates of the
number engaged or employed. _

Since the evaluations are essentially opinions, they are
presented separately in Tables g8-100 to reveal the full ex-
tent of agreement or disagreement. But it was thought that
some consensus of opinion would be helpful. For this pur-
pose we summarized the evaluations by the three investiga-
tors by taking a geometric mean of the margins of error they
assigned to the various components and totals over the long
periods covered. For each cell we averaged the three error
margins; and these geometric means are presented in the
tables.

Equal weight was assigned to the three evaluations of error
margins. While it cannot be assumed that the three investi-
gators were equally familiar with the estimates of each and
every component of national income and of the total em-
ployed and engaged, the differences were so vague that it was
impossible to assign any weight to them. In addition, each
investigator had at hand not only the general rules of classi-
fication set forth above, but also the detailed description of
sources and methods in Part Four. This description was con-

¢ This can be shown by the following illustration:

Estimated Maximum Minimum
Cell True Value Maximum Error Possible Value Possible Value
a 1,000 15% 1,150 850
b 2,000 30% 2,600 1,400
Total 3,000 3,750 2,250

The maximum possible error is 750/g,000 or 25 per cent. This result would be
obtained by weighting 15 per cent by 1 and go per cent by 2, and taking the
arithmetic mean (dividing by 3). But the geometric mean would be 23.8 per
cent, i.e., too low.
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tinually referred to as a basis for classification. A greater de-
gree of agreement would have been possible by elucidation
of the reasons that led to the differences. But in such a dis-
cussion unaccountable personal influences and factors are
likely to play a part; and it was thought preferable to avoid
the introduction of such elements. The present evaluations
have, we believe, a more objective meaning than would
evaluations modified after conference.

Finally, we summarized not only the margins of error as-
signed to each estimate by the three investigators, but also
the extent of agreement or divergence. For this purpose, the
computation of the geometric means of the error margins
was accompanied by a computation of the logarithmic aver-
age deviations. The antilogs of these average deviations rep-
resent the geometric mean relative deviations of the three
error margins for each cell from the geometric mean margins
of error. These geometric mean relative deviations, expressed
as percentages, also appear in the tables. The deviations for
the weighted entries were computed directly from the
weighted geometric means already established by each in-
vestigator.

2 Reliability of the Totals—The Results

In interpreting the results of our attempt to evaluate the
margins of error, it is imperative to remember that these
evaluations are nothing more than informed opinions, since
no exact criteria or specific empirical evidence were at hand
by which to measure the errors precisely. Consequently, the
values in the tables are themselves subject to a considerable
margin of error. It is perhaps narrower for the combined
judgment of the three investigators than for each separately,
but is probably substantial even for the former.

Although the absolute error margins are surrounded by a
large zone of doubt and uncertainty, the differences among
them are significant. If, for example, the average margin of
error for an estimate is 7.5 per cent, the mid-point of Class I,
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the true error may well be somewhat smaller or larger. But sub-
stantial differences in error margins are significant indicators
of substantial differences in the reliability of estimates.

Furthermore, we must warn the reader not to apply mar-
gins of error to aspects of the estimates to which they do not
refer directly. For example, the weighted average margins
are averages of error margins for the components, and since
the error margins for the components may partly cancel one
another, the weighted average margins may exaggerate the
error for the composite total. For this reason a weighted er:
ror should often be scaled down, if it is to be interpreted as a
margin of error for the composite total; and for such com-
posite totals a directly evaluated margin of error that is appre-
ciably smaller than the weighted mean of the components is
the more significant measure of the two.

A INDUSTRIAL DIVISIONS

The margins of error in estimates for various industrial divi-
sions are shown for the income totals in Table g8 and for the
number employed or engaged in Table gg. Brief inspection
of Table g8 reveals three distinct groupings of industries. In
the first, with a margin of error well below 15 per cent, are
the basic branches of manufacturing and several public utili-
ties (electric light and power, steam railroads, street rail-
ways, telephone, telegraph), industries for which the high
reliability of the estimates is largely explained by the fre-
quency of the industrial censuses and availability of com-
prehensive data from the Interstate Commerce Commission.
In the second group, with margins of error of about 15 per
cent but well below 3o, are agriculture, mining, manufac-
tured gas, pipe lines, trade, banking, insurance, and govern-
ment—industries for which information is extensive but
not complete. In the third group, with margins of error of
about go per cent and higher, are the dark spots in the sta-
tistical picture of the income of the nation—construction.
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520 PART THREE

water transportation, real estate, direct service industries,
and, of course, the miscellaneous division.

The margins of error in the estimates of the number em-
ployed or engaged (Table gg) naturally reveal the same
grouping of industries. The basic data for service income,
the preponderant part of total income originating in each
industry, are also a source of information on the number em-
ployed and engaged. In fact, information on number is in
some instances somewhat more complete than on income
flows, e.g., the number of entrepreneurs as compared with
their total income in manufacturing. For this reason, some
of the income estimates are derived by applying to the num-
ber of entrepreneurs (or employees) a per capita income
figure. It is, therefore, not surprising that the margins of
error in the estimates of the number employed or engaged
are often lower than those in the estimates of the correspond-
ing income flows. This is especially true of the number of
entrepreneurs as compared with their income, but can be
observed also for some of the estimates of the number and
income of employees (mining, construction, real estate, serv-
vice). On the other hand, for some industries information
on income flows is more complete than on number, with
consequent effects on the respective margins of error (bank-
ing, insurance).

Comparison of the directly evaluated average margins of
error for estimates of net income by industrial divisions with
those obtained by weighting the errors of the components
shows that in several industries (agriculture, mining, trade,
service, government) the former are significantly lower. This
difference arises largely because in the direct evaluation the
separate errors attaching to the estimates of entrepreneurial
withdrawals and of entrepreneurial net savings partly cancel
one another, whereas they are added without any cancella-
tion in the weighted mean of the errors in the components.
On the other hand, in pipe lines and miscellaneous indus-
tries the directly evaluated margins of error are somewhat
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greater than those obtained by weighting parts, even when
averaged for the error margins calculated by the three in-
vestigators. But these differences are of doubtful significance,
as are also the exceedingly minor differences between the two
sets of error margins observed for other industries not men-
tioned. The weighted margins of error for national income,
whether on the basis of the ten major industrial divisions or
of the more numerous minor divisions, are distinctly smaller
when derived from the margins for each industrial division
evaluated directly than when derived from the margins for
each industrial division obtained by weighting the errors at-
tached to the estimates of the components.

To show changes in the margins of error from the first part
of the period to the second (Tables 98 and g9, Sec. I and II)
we compare the weighted error margins for net income
originating in each industry, because these are more sensi-
tive than those based on direct evaluation. In mining, con-
struction, water transportation, pipe lines, trade, various
branches of finance, total service, government, and miscel-
laneous, the margin of error declined markedly from the
average for 1919—28 to that for 1929—35, partly because of
the extension of Census coverage in these industries since
1929, partly because of the greater detail in the presentation
of data in Statistics of Income and employment and payroll
samples of the Bureau of Labor Statistics, partly because of
special studies, conducted primarily by the Department of
Cominerce in connection with its estimates of national in-
come. For similar reasons, the margins of error for the num-
ber employed in the various industries declined.

Agreement among the three investigators in their evalua-
tion of the margins of error was high for some estimates and
low for others. The relative deviation from the geometric
mean margin of error in net income ranges from zero for
the steam railroad and telephone industries to gg per cent for
agriculture. These variations in the degree of agreement re-
veal several general features. First, there seems to be a posi-
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tive association between the geometric mean margin of error
and the size of the relative deviation which measures the ex-
tent of divergence in the evaluations of the three investiga-
tors. This association is suggested by the coefficient of rank
correlation computed for the weighted margins of error for
the net income totals and for the margins of error directly
evaluated for the number of employees. When the underly-

Coefficient of Rank Correlation between Geometric Mean
Margins of Error and Mean Relative Deviations

NO. OF
PAIRS OF 19I0- 1919—- 1929~

ITEMS 1935 1928 1935
1 Net income estimates, by industrial di-

vision, weighted by parts * 27 +-o0.28 +0.13 +o0.40
2 Estimates of number of employees, by
industrial division * 27 +o0.22 +0.16 +40.43

* The subdivisions of mining and manufacturing were excluded from line 2 to
reduce the number of entries of identical magnitude. The two countrywide
totals were excluded from both lines to prevent duplication.

ing data are not sufficiently comprehensive and exact to yield
an estimate with a narrow margin of error, there is appar-
ently a greater possibility of disagreement among the investi-
gators as to what margin of error to assign. This does not
mean that for weak estimates there cannot be perfect agree-
ment on margins of error. But the estimates whose weakness
is so apparent as to compel all three investigators to assign
uniformly large margins of error are few. And when unre-
liability is not obvious, significant disagreement in the evalu-
ation of error arises more easily.

A corollary result is revealed when the relative deviations
about the geometric mean error are compared for the two
parts of the period. The divergence in the three evaluations
is larger for 1929—35 than for 1919—28, and this increase in
.the relative deviations is concentrated in a few industrial divi-
sions: construction, water transportation, and the miscellane-
ous (for both net income and number employed), trade (for
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net income), real estate and service (for number employed).
The margin of error for these industries declined markedly
from 1¢19—28 to 192g-35. What obviously happened is that,
with the accretion of new data, the estimates passed out of
the definitely weak category to a somewhat superior stand-
ing with respect to reliability; and concurrently with this
change appeared a greater opportunity for divergence in the
evaluation of the error margins.?

B TYPES OF INCOME AND EMPLOYMENT

For the countrywide totals of income by type and of the
number employed and engaged it was not feasible to eval-
uate the margins of error directly. Hence, the evaluations of
these estimates in Table 100 are all weighted means of error
margins assigned to income or number for the various indus-
trial divisions. Since it is likely that errors in the estimates
for a given type of income or of employment in the various
industries may partly cancel one another, the margins of
error in Table 100 exaggerate the errors for the countrywide
totals.® This is especially likely to be true for property in-
come, for which differentiation among various industries is
more difficult than for service income. It is quite possible
that the margins of error in the estimates of dividends and
interest are appreciably below 15 to 18 per cent for the
former and 25 per cent for the latter.

This qualification may be sufficiently great to affect the
difference in the margins of error between the estimates of
employee compensation on the one hand and of dividends and
interest on the other. As the weighted means stand, the mar-
gins of error for the estimates of employee compensation,
1919-35, are slightly wider than those for dividends and signifi-
71t is obviously this factor, i.e., the unanimity of opinion for especially weak
estimates that lowers the association established just above between margins of
error and mean relative deviations.

& This inference is supported by the fact that the wmghted means based on ten

major industrial divisions are, by and large, smaller than those derived from
the more nnumerous minor divisions,
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526 ’ : PART THREE

cantly narrower than those for interest. Since the difficulty of
proper industrial apportionment is greater for property in-
come than for employee compensation, it is quite possible that
a correct direct evaluation of the countrywide totals would
yield significantly lower margins of error for the estimates of
dividends and of interest. But there is little doubt that the mar-
gins of error in the estimates of entrepreneurial withdrawals
and net savings of enterprises are significantly greater than in
those of payments to employees and property income; and
that for industries in which wages and salaries can be esti-
mated separately, the latter are subject to wider margins
of error than the former.

For the countrywide total of employees the weighted margin
of error is about 1% per cent, surprisingly greater than for
the countrywide total of entrepreneurs. But this may be due
to the large weight in total entrepreneurs of the agricultural
group, for which adequate data are available throughout the
period.

Changes in the error margins over time for the various
type of income and employment groups were similar to those
for net income originating in the several industrial divisions.
In most groups the margins of error declined from 1919—28
to 1929-35, the decline being especially great in estimates of
entrepreneurial withdrawals, dividends, and net savings of
enterprises. In the estimate of total interest the margin of
error increased from the first part of the period to the second,
but in most branches it declined. The rise in the weighted
mean for the country is obviously due to a shift in the dis-
tribution of interest toward industries for which the margin
of error is greater than the average for the country.

In the association between the error margins and the ex-
tent of divergence in the evaluations by the three investi-
gators, the results for various types of income and categories
of employment also confirm those for the industrial divi-
sions. The greatest divergence is in the income totals the
components of which are subject to the widest margins of
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error: entrepreneurial withdrawals, net savings of corpora-
tions and government and of unincorporated enterprises.
But the association is far from perfect, since the divergence
is less for the wider margin of error in the estimate of in-
terest than for the narrower margin of error in the estimate
of salaries, and is least for the relatively wide margin of error
in the estimate of employee compensation. The geometric
mean relative deviation is greater for the narrower error
margin in the estimate of entrepreneurs than for the wider
error margin for the number of employees.

Finally, as already observed for the industrial divisions,
the mean relative deviations increase from the first part of
the period to the second. The increase in extent of disagree-
ment is greatest in the relative deviations for entrepreneurial
withdrawals, dividends, interest, and savings of enterprises—
all categories of estimates whose margin of error declined
significantly from 1919-28 to 1929-35. In this respect also,
the results for types of income confirm the conclusions drawn
for the movement of evaluations of income estimates by in-
dustrial divisions.

C NATIONAL INCOME AND NUMBER ENGAGED

The weighted margin of error for the estimate of national
income (Table 100, Sec. III) is about 20 per cent (10 major
divisions estimated directly). A similar margin for the num-
ber employed and engaged, if computed, would approximate
16 per cent. But it is obvious from the preceding discussion
that both figures exaggerate the margins of error that would
be assigned by the investigators directly to the two compre-
hensive totals. The merging of the estimates of dividends
and of interest each into a countrywide total would appre-
ciably reduce the margins of error assigned to the estimates
by industrial divisions, with the result that the error margins
for these two countrywide totals would be much lower than
the percentages now appearing in Table 100, Section III.
Similarly, the merging of entrepreneurial withdrawals with
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entrepreneurial net savings would cancel a substantial part
of the error margins assigned to these two totals taken sepa-
rately. Even for employee compensation, the weighted mean
of errors attached to the estimates by industrial divisions
exaggerates the margin of error that would be applied di-
rectly to the countrywide total. Similar considerations bear
upon the margins of error in the countrywide total of num-
ber employed and engaged. It is reasonable to infer that for
the estimates of national income and number employed and
engaged the average margin of error is not much above 10 per
cent, and perhaps somewhat less.

For both totals the weighted margin of error declines from
1919-28 to 1929-35. The decline has been reduced by the
shift in the industrial composition of national income and
of the number employed and engaged in favor of industries
the data for which are least comprehensive and the estimates
for which are therefore assigned rather wide margins of error.
As noted in Chapter 5, the relative share of commodity pro-
ducing industries in national income declined from 1919—28
to 1929-38, and that of industries engaged in service activi-
ties increased; and the movements would be even more pro-
nounced in a comparison of 191g-28 with 1929—~35. This shift
meant a decline in the importance of industries for which
estimates were fairly exact and reliable (mining and manu-
facturing) and a rise in the importance of industries for
which information was less adequate and error margins
wider (service and government). The decline from 1919-28
to 1929-35 in the weighted error margins for national in-
come and number employed and engaged is all the more sig-
nificant in that it occurred in the face of this adverse shift in
the industrial composition of the two totals.

The mean relative deviations of the weighted error mar-
gins in the estimates of national income are moderate; but,
as already suggested, they increase from 1919-28 to 1929-35.
However, here again the weighted measures exaggerate con-
siderably the true magnitudes that would result from direct
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evaluation. They reflect the average divergence in the evalu-
ation of error margins in the estimates.for the many com-
ponents, and, of course, for each component the range and
grounds for disagreement are more extensive than in a direct
evaluation of comprehensive totals. It is reasonable to assume
that direct evaluations of the error margins in the estimates
of national income and the number employed and engaged
would disagree even less than the weighted means in Table
100, Section III. The increase in disagreement from 1919—28
to 1929-35 now shown for the weighted means in Sections
I and II might not occur with direct evaluation.

3 Reliability of Changes and Differences Revealed by the

Estimates
The margins of error apply to the totals for the various cells.
In evaluating these margins the investigators asked what
maximurn percentage error could be assumed for each
amount of income or employment in a given year in a given
industry. But for many uses to which these estimates are put
totals may be less important than differences among them
for industries or types of income, or changes over time. The
relation of the error margins established for the totals to the
error margins of differences among them or of the changes
in them over time can best be elucidated by a symbolic ex-
position.

Let x; and x, be the totals and e; and e; the relative error
margins. We can then calculate the relative error in the rela-
tive difference between the two totals as follows:

1) Observed relative difference (i.e., including error) will
be:

X2 1 €xXy

X, + exy

— I

2) True relative difference:

X2

— =1

X1
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3) Absolute error in the relative difference:

(XZ+CQX2_ ) _ (Xz_ ) __Xz(ez_el)
X1+ exy l ; ') X1 (1 + el)

4) Relative error in the relative difference:

) el By

Expression (4) defines the relative error in which we are

interested, viz., the relative error of a percentage difference
between two totals whose relative errors are known and given.
From expression (4) it may be seen that this relative error of
a percentage difference depends upon four factors:
a) First and foremost is the correlation in sign between the
errors in the totals compared. If the given error of one is
negative and that of the other positive, then the numerator
of the equation is a sum rather than a difference.
b) If the correlation in sign between e, and e, is positive,
the relative size of the errors is also important. If the two
errors are close in size, then obviously the difference between
them will be small. If e; and e; are equal, the numerator be-
comes zero and there is no relative error in the percentage
difference between the two totals compared.
¢) The larger the ratio of x, to (X2 — x,) the larger the relative
error of the relative difference; in other words, the smaller
the relative difference revealed by the two totals the larger
the relative error in the observed difference (other condi-
tions being equal).
d) All other conditions being equal, the relative error will
be smaller if e, is positive (i.e., if the absolute value in the
base year is exaggerated) and larger if e, is negative (i.e., if
the absolute value in the base year is underestimated).

One could easily set up cases in which the derived relative
error of the difference is small when the relative errors in
two totals themselves are substantial; as well as cases in which
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the errors of the difference would be many times as large as the
relative errors in two totals.® .

We now consider the characteristics of our estimates with
respect to the factors that determine how one can pass from
the relative errors in the totals to the relative errors of rela-
tive differences. Since base years may be reversed without im-
pairing the value of the comparison, the sign of the error
in the base year magnitude is of little interest. We must,
therefore, consider only (1) the correlation of the signs of
the relative errors of totals compared, (2) the size of the rela-
tive errors, and (3) the size of the relative difference itself.

1) In dealing with changes from one year to the next, it
can be assumed that the errors in totals tend to be of the
same sign. If the data lead to an over- or underestimate in a
given year and if the error assigned is substantial, it is un-
likely that any new error, resulting from the use of an extra-
polation or interpolation index, will produce in the next
year’s estimate an error with the opposite sign. Since most
estimates are derived by applying interpolation and extrapo-
lation indexes to some basic, comprehensive-value, there is
a natural tendency for the error implicit in the basic quan-
tities to persist through the period covered. This makes for a
positive correlation of the signs of errors for adjacent time
units when the error margins in the totals are at all substantial.

For differences between two totals for the same year the
case for the correlation of signs of errors is not quite so clear.
When totals of employee compensation, entrepreneurial
withdrawals, and number employed or engaged are compared
9 E.g., if we assume that both e, and e, are 0.2, X, is 10, and X, is 5, and that the
correlation in sign between the e’s is positive, the relative error of the relative
difference would be zero. If under the same conditions, e, is 0.1 and e, is 0.2, the
relative error of the relative difference would become o0.09. If we assume that
both e, and e, are 0.2 and the correlation in sign is negative, the relative error
would become (with e, negative) o.5. Finally, if we assume e, is — 0.2, e, is +4- 0.2,
and the corresponding x’s are 10 and g respectively, the relative error of the

relative difference becomes 4.5, or 22.5 times as great as the relative error in
either of the two totals.
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by industrial divisions, we may expect identity in the signs
of the errors, since there is a general tendency toward an
underestimate arising from the bias of Census data toward
undercoverage. Similarly, there is a bias in some of the prop-
erty income estimates toward negative errors, since their
common source is income tax returns, in which there is a
tendency to minimize taxable items. But these tendencies
toward identity in the signs of errors assigned to various
totals for a given year are subject to numerous exceptions. It
is not at all unlikely that in many industries entrepreneurial
withdrawals or income are overestimated whereas employee
compensation is underestimated; or that in some years in-
come originating in the service industries is overestimated
whereas income originating in real estate may be underesti-
mated. At any rate, the likelihood of opposite signs of error
seems to be greater in comparisons of totals for the various
cells for a given year than in comparisons of totals for one
and the same cell for successive years.

2) There is a similar contrast between changes over time
and differences among cells in the relative error margins as-
signed to the two totals compared. In comparisons over time,
the error margins change relatively little. Of course, our use
of mid-values of wide error classes in deriving Tables g8~100
conceals the changes that may occur in the margin of error
in an estimate from one year to the next, changes that we
cannot gauge with any degree of accuracy. But it is reason-
able to assume that these changes in error margins over time
are relatively small, and our tests of interpolations and extra-
polations in Chapter 11 tend to support this assumption.

Differences in the relative error in the totals for various
cells in the same year are quite substantial (see Tables 98-
100). This means that even when the correlation in the sign
of the relative errors in two totals is positive, the difference in
size may yield a substantial numerator in equation (4) above,
and a large relative error in the relative difference between
the two totals.
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3) This undesirable result in comparisons of totals for
various cells at a given point of time is offset somewhat by
the correlation between differences in the size of relative
errors and differences in the size of the totals themselves.
The size of the total is one of several factors that guide an
estimator in his evaluation of a relative error: the smaller
the total the more likely a large percentage error. As a re-
sult, large items of (e; —e;) are correlated with fairly high
ratios of (X; — X1) to X2. But in comparisons at a given point of
time small relative differences may be subject to relative
errors much greater than those attached to the totals com-
pared.

The size of the relative difference may seem to be of no
importance in considering relative errors in percentage
changes over time. This would be true if the hypothesis sug-
gested above, viz., that in such comparisons relative errors
are correlated in sign and tend to be approximately equal in
size, were always valid. If we could say that in these changes
the relative errors in the totals compared are invariably cor-
related. in sign (positively) and are invariable in size, then
the size of the difference observed would be of no importance
--for the simple reason that under these conditions the rela-
tive error of the relative difference would always be zero.

But we cannot assume that the relative error in the totals
remains constant from year to year; and the size of the rela-
tive change is, therefore, an important factor in the relative
error that can be assigned to it. If the error in the total
changes even slightly from one year to the next, the estimate
of the change may contain a much larger relative error, pro-
vided the change itself is merely a small fraction of the
total: e.g., if ey is 0.20, es is 0.18, and x; is 100, then the rela-
tive error of the change from x; to x; will vary much as the
change itself varies. Thus if we have a decline to g5, the
relative error of that decline of 5 points will be 0.32 (or g2
per cent). But if we have a decline to 5o, the relative error
of that decline of 50 points will be only o0.02 (or 2 per cent).
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Consequently, even for changes over time, it may be said that
in general small changes are greatly affected by slight shifts
in the error to be attached to the totals compared. In other
words, the relative errors in the totals can be applied to
changes over time only when the latter constitute substantial
proportions of the former. When they are relatively small,
their relative errors may be much greater than those in the
totals from which they are derived.

The statements above are advanced as tentative conjectures
that can serve as a basis for passing from the error margins in
totals to errors in changes in or differences among totals.

With respect to changes over time, the following conclu-
sion is suggested. In view of the tendency toward positive cor-
relation in the signs of errors of successive quantities and the
minor character of changes that may be assumed to occur in
the size of the error in successive years, the error in the totals
can be treated, at least provisionally, as a maximum of the
relative errors in the changes over time in successive pairs
of these totals. When the changes are substantial fractions of
the totals themselves there is considerable likelihood that
the relative error in the percentage change will be smaller
than the relative errors in the totals themselves. But it would
be dangerous to assume that a decline or rise of 2 or § per
cent, or even of 5 per cent, is subject to the same relative
error as the totals from which it was derived, or to a smaller
relative error.

For differences between totals for a given unit of time
there is some basis for a conclusion similar to that made for
changes over time, but there is greater likelihood that the
errors in the two totals compared may not be the same in
sign.

A similar analysis could be carried forward for more com-
plicated comparisons, e.g., for changes over time not between
successive time units but between averages for periods sepa-
rated by a substantial interval; or for changes over time shown
by differences, absolute or relative, between two totals. But
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the general principles are clear enough. Changes between
averages, provided the error margins of the averages are
known, will have to be deduced from assumptions concern-
ing the correlation of errors in sign, the relative size of errors,
and the relative size of the difference or change. Changes over
time in percentages will also have to be tested in the light of
the same three considerations. The logic involved is clear
enough for any student to follow; and our specific knowl-
edge concerning the applicability of the necessary assump-
tions is not any greater than that an intelligent reader could
himself acquire from perusal of the tables and notes in Parts
Four and Five

¢ Concluding Comments

To analyze the reliability of data and procedures used to de-
rive national income totals and their components is essen-
tially an insoluble task. Were we able to ascertain the sign
and size of error for any given estimate, we could, of course,
correct for this error and there would be no need to retain it.
Were our procedures or data of such a controlled character
that we could make specific assumptions concerning the dis-
tribution of errors, if not concerning each single error, it
would be possible to apply to our task the full armory of
weapons of statistical analysis of sampling errors and limits
of inference. But dealing as we do with data that are partly
a byproduct of administrative activity, partly a result of di-
rect observation of complex phenomena without controls
designed to reduce the variations observed, the best that we
can do is to express an opinion in quantitative form. -

This we did by setting margins of maximum relative errors
for the various cells in the nationwide totals. Even in so do-
ing we have perhaps overstepped the limits to which one
should go in assigning a quantitative expression to what are
essentially personal judgments, based to a large extent on
intuition and guess (although the judgment of more than one
investigator and some knowledge of the extent to which esti-
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mates of various cells have been revised in the past have
possibly produced evaluations that are a bit more than arbi-
trary opinions). But we did not evaluate margins of errors
in differences, percentage shares, changes over time, changes
in percentages, etc., partly because of the greater variability
of errors attaching to these aspects of measurement and partly
because the ‘remove’ of these aspects from the single abso-
lute amount, which is the first result of our estimating, made
evaluation of error difficult. We describe, therefore, in gen-
eral the theoretical relation between relative errors in totals
and relative errors in differences, changes, etc.; and offer a few
tentative suggestions as to the character of the factors that
govern this relation (correlation in sign among successive
errors, similarity in size, etc.) for the estimates that comprise
our nationwide totals.

This, perforce inadequate, analysis of the reliability of our
estimates has, however, a fairly solid core: the general order
of differences in degree of reliability of the various parts of
our estimated totals is reasonably reliable. The comparison
of various published estimates in Chapter 10; the results
of the tests of interpolations and extrapolations in Chapter
11; and the similarity of judgments of the individual inves-
tigators in Tables g8—100 support the established differences
in reliability among estimates in various industry or type
of income or employment categories. While some of this sup-
porting evidence is duplicated, it points to conclusions con-
cerning differences in the reliability of estimates that seem
to be significant, much more significant than the results
relating to the absolute levels of error margins.

The size of the error margins may raise questions in the
minds of students concerning the utility of the estimates and
the progress that can be made toward more reliable estimates.
As to the possibility that the usefulness of the estimates is
fatally impaired by the wide margins of error attributable to
them, the only relevant comment is that we believe our esti-
mates to be as good as can be made from available data. Of
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course, any individual investigator or group of investigators
can commit indiscretions of judgment, overlook possible
sources of information, or neglect potentialities of fruitful
procedures. But such sins of omission and commission have,
we hope, been kept within reasonable bounds; and by far
the major source of possible error in our estimates is the in-
adequacies of existing data. The choice is, therefore, not be-
tween present estimates and better estimates: it is largely
between present estimates, inadequate as they are, worse esti-
mates, or no estimates at all. For many purposes for which
national income estimates are used this set is a significant ad-
vance over everyday knowledge which people tend to acquire
and use without careful reference to basic data and without
any attempt to piece together and collate the evidence.

An extensive and intensive utilization of the data, together
with a critical evaluation of their inadequacies, is a step in
their better utilization and in furthering the collection of
more adequate data. Even more effective than a recital of
inadequacies of existing information is an attempt to use it
and the resulting tentative revelation of some important find-
ing: this provides an effective stimulus to a quest for further
data and for an improvement of procedures. It is thus im-
portant to use the data already available, with complete
recognition of their faults but without giving way to per-
fectionist despair. Many of our estimates will prove inade-
quate in the light of fuller information in the future. But
this means only that the present, like all, national income esti-
mates reflect current knowledge, just as they are based upon
the current social standards that determine which of the
numerous activities in the nation are economic, productive,
and hence a source of national income.






