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AN OVERVIEW OF THE OBJECTIVES
AND FRAMEWORK OF SEASONAL ADJUSTMENT

Shirley Kallek
Bureau of the Census

INTRODUCTION

The Bureau of the Census has been involved ex-

" tensively in the seasonal adjustment of economic time

series for the past 25 years—both in the development
of basic methodology and in the practical application
of seasonal adjustment techniques to tens of thousands
of series. Much of the credit for the advances in this
field must go to Julius Shiskin, presently Commis-
sioner of the Bureau of Labor Statistics, and at one
time Chief Economic Statistician at the Bureau of the
Census. It was through his efforts in developing a
large-scale computer program to decompose time
series in the early 1950’s that seasonal adjustment of
innumerable time series with relative ease and accuracy
could be accomplished. This achievement has resulted
in great advances in business cycle analysis.

Continued widespread use of seasonal adjustment
techniques and the dominant use of the X-11 program
over these past 20 years brings us to a point where
further assessment is appropriate. It is a credit to the
adaptability and reliability of the X-11 program that
more than 100,000 different economic and demographic
series have been adjusted by this program. This is
probably more than 100 times the number that were
adjusted by clerical means previously.

This paper discusses the development of seasonal
adjustment techniques over the past 50 years and
points out a number of problems which are still preva-
lent in the current methodology as noted in specific
series published by the Census Bureau. In concluding,
the objectives of seasonal adjustment techniques rela-
tive to the broader concerns of seasonal analysis are
examined, pointing up the fact that perhaps it is now
time to move to the latter concept in an effort to im-
prove our seasonal adjustment techniques.

DEVELOPMENT OF SEASONAL ADJUSTMENT
TECHNIQUES

Although the development of computerized tech-
niques initiated a new era in seasonal adjustment and
time series analysis, work in deseasonalizing data series

had been going on for over 30 years. The early manipu-
lations were laborious and could only be done in a
superficial manner. W. M. Persons first delineated the
basic components of a time series to be comprised of
seasonal fluctuation, secular trend, cyclical movement,
and a residual designated as the irregular component.
In the 1920’s and early 1930’s the Federal Reserve
Board and the National Bureau of Economic Research
were heavily involved in the smoothing of economic
time series. Early methods of smoothing series by sight
inspection were, in turn, replaced by developing a
series of arithmetic operations. The best known sea-
sonal adjustment methods developed during that
period were differences from moving average and the
ratio-to-moving average. There was also a fair amount
of discussion of the use of monthly means. but as
pointed out by Helen D. Falkner, “The chief advantage
of the mean is the extreme ease of computation, but
this is offset by the failure to make adequate allowance
for the effect of the three other types of fluctuation.
The arithmetic average is particularly subject to ex-
treme items, and it is for that reason that a monthly
seasonal index obtained by this method may be gov-
erned more by an exceptional deviation than by the
systematic seasonal movement” [2]. In that earlier
period, simplicity of calculation was a necessity of any
seasonal adjustment technique. In a May 1930 pub-
lication, Howard G. Brunsman noted, “Curve fitting
seasonal indexes and correlation computations in com-
parison of time series involve laborious computation.
It is important, therefore, to devise short cuts and
economize in labor in these statistical computations”
[1]. Computer technology has changed that situation
and has permitted the use of complex computational
models in defining and analyzing economic fluctuations.

In some ways it is difficult to believe that the Census
Bureau has just celebrated the 25th anniversary of the
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introduction of its first computer, Univac I, and that
this computer system was the first to be used outside
the military establishment. The tabulation and process-
ing of basic unadjusted economic time series such as
the monthly manufacturers’ shipments, inventories, and
orders, retail sales, housing starts, etc., were only con-
verted to computer processing in the 1960%. In 1954,
Shiskin developed and introduced at the Bureau of the
Census an electronic computer program known as
Method I for decomposing time series. The first Cen-
sus program approximated the hand methods which
were generally used up to that time, and was basically
a refinement of the ratio-to-moving average method
developed by Frederick R. Macaulay at the National
Bureau of Economic Research. It is particularly ap-
propriate, therefore, that this seasonal adjustment con-
ference has been cosponsored by the National Bureau.

Method T was replaced a year later with an improved
program designated as Method II. Variants of Method
IT followed; X-3, the first variant made available to
the public was released in 1960. The latest variant,
X-11, was introduced in 1965, but numerous changes.
particularly the ability to select from various options,
have been incorporated into the program over the past
10 years. Earlier versions of X-11 had few of the
options such as adjustment for trading days, strikes,
etc., which are available today. One of the major ad-
vantages of the present version is that the user may
select optional features which best suit the pecularities
of the time series being adjusted. Equally important
are the various analytical measures used in business
cycle analysis. This, however, may also create prob-
lems because, unless care is taken, the large volume of
analytical material and tests automatically printed out
can lull the analyst to a mechanistic acceptance of the
default options without complete understanding of the
nuances of the various alternatives.

As noted, the electronic computer technique for de-
composing time series gained acceptance very rapidly
and was in general use by 1960. Most major countries
used the program extensively in adjusting their na-
tional time series or experimented with other forms
of computerized techniques. The first major confer-
ence to assess this breakthrough was held in November
1960 in Paris, sponsored by the Organization for Euro-
pean Economic Cooperation in collaboration with the
Conference of European Statisticians. It is interesting
to note that the view expressed at the conference was
that, “many users are not yet sufficiently familiar with
deseasonalized data and that publication involves risks
of faulty interpretation and unsound policy decisions”
[6, p. 18]. To overcome these difficulties, it was sug-
gested that adjusted data should always appear in con-
junction with the original data and revisions should
be avoided, whenever possible, in order to prevent any
distrust of the figures. Even as late as 1969, it was
difficult for many, particularly in the business com-
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munity, to accept the idea of seasonally adjusted data.
Charles Reeder of E. I. duPont pointed out that man-
agement still viewed seasonal adjustment with skepti-
cism, noting that, “seasonally adjusting company data
borders on tampering with official company figures and
such a practice makes management uneasy, to say the
least.” Reeder offered a counter suggestion, “When ad-
justing for seasonality, never show both the unadjusted
and seasonally adjusted monthly figures on the same
table or chart, even as index numbers. It is not only
confusing but it serves no analytical purpose” [4].

THE CENSUS BUREAU’S APPROACH

The Census Bureau's prime interest in adjustment
techniques reflects its policy of publishing seasonally
adjusted data for its economic time series. The Bureau
publishes over 100 monthly and quarterly major series,
each of which presents data for its detailed com-
ponents so that in total more than 1,000 series require
individual adjustment. The Bureau’s policy in this
respect recognizes that the availability of seasonally
adjusted data is essential for the data user, particularly
for short term economic analysis. We present such
data in spite of the fact that seasonally adjusted series
may have a greater error than the corresponding un-
adjusted series since, in addition to the errors of the
unadjusted series, errors arising from the process of
seasonal adjustment are inherent in the series.

The Bureau has, in its use of the X-11 seasonal
program, made a number of empirical assumptions in
adjusting its many data series for seasonality. Some of
the assumptions, I am afraid, are rather simplistic
due to the need to process large numbers of series on
a timely basis. There is no doubt that more research
must be accomplished before we can better understand
the behavior of the various series and be assured that
an optimum approach is being used.

Parametric methods have been studied and tested in
great detail at the Bureau, particularly by H. Rosen-
blatt [5], using spectral techniques. The results have
not been very fruitful in isolating the seasonal factors
when applied to actual economic time series. Nor has
adjustment through the use of regression techniques
proved to give the exactness of fit, the flexibility, or the
variety of tests needed for any general purpose sea-
sonality program. Work done in this area by, for
example, Stephenson and Farr in the early 70’s utiliz-
ing a flexible regression method and allowing for
changing trend and seasonality, yielded results that
are not, in the overall, superior to those of the X-11
program [8]. Although we have attempted to study
weather or climatic conditions as a cause of seasonality
we have not met with much success. A study made
some years ago attempted to isolate the impact of
weather conditions on the irregular factor of retail
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sales but the geographic dispersion was too great and
no practical application was possible [7].

The Bureau has generally used a rather restricted
definition of seasonality reflecting the regularly
periodic fluctuations which recur every year with about
the same timing and with the same intensity. Adjust-
ments are made for selected reasons such as calendar-
month variation and trading-day variation, model
changeover, etc. With rare exceptions, adjustment of
Census series assumes a multiplicative model where
the original series (0Q) is expressed as

O0=8XCXTDxI (1)

where S, C, TD, and [ are, respectively, the seasonal,
trend-cycle, trading-day and irregular components of
0. The trading-day adjustment is considered as a

separate component, since it consists of variations at-

tributable to the composition of the calendar and can
be measured.

The adjustment process works best when the sea-
sonal component S8; (although at one period rarely
identical to the seasonal for the same period 1 year
late, i.e. S,+12), changes gradually and with a signifi-
cant degree of correlation in the monthly factors from
year to year. Limited studies of our economic time
series have indicated that an additive seasonality model
for the observed data which assumes that the seasonal
is a constant amount and independent of the level is
not appropriate.

Since our basic goal is to produce an adjusted series
which will most clearly show the trend cycle, selected
modifications are made to the basic data which result
from nonrandom behavior of the irregular component.
The application of these modifications is optional and
the effect of each option is reflected by a prior adjust-
ment factor. Prior modifications are made for trading-
day and calendar-month variation, holidays, and
strikes,

While all phases of the adjustment process provide
opportunities for modifying extreme values, the modi-
fication for strikes is unique since it alone directly
modifies seasonally adjusted data. It should be empha-
sized, however, that the effect of all such modifications
are noted in specified output tables and, like other

prior modifications, are totaled as a separate com-

ponent of the combined seasonal factor. In this way,
as much irregularity as possible is removed before com-
puting the trend-cycle estimate.

The Census Bureau, as a data producer, must also
establish factors ahead of time for use in adjusting data
for current periods. The method which produces the
best seasonally adjusted historical series may not pro-
duce the most appropriate projected year ahead fac-
tors. For example, can a series which evidences moving
seasonality be measured with enough accuracy to make
reliable estimates of future adjustment factors?

M, PR LT el ilmall . L

We should also point out that there is no consistent
treatment in the use of these options or to the overall
approaches for handling these problems by various
economic divisions of the Bureau. This, I think, stems
from the many options presented in the X-11 program
which are subject to the selectivity of the analyst.
Analysts set up their own multivalued decision criteria
based on knowledge of the data series and select dif-
ferent items to be evaluated and apply different
weights to the results. It would be more reassuring to
be able to assign more rigorous statistical criteria to
the decision process.

Returning to the 1960 OECD conference, the basic
discussions revolved about an exchange of ideas con-
cerning various computer techniques and the problems
involved. I mention here a list of research projects
which were either underway or planned because, to a
large extent, they still represent many of the problems
underlying the framework of seasonal adjustment and
for which we still do not have satisfactory solutions
[6, pp. 22-56].

e Extrapolation of seasonal factors; empirical com-
parison of factors projected by different methods
of adjustment, particularly at turning points.

® Replacement of the 12-month moving average by
another curve to avoid distortion in the second
iteration.

® The nature of irregular factors; the distribution
of and the development of significance tests using
this knowledge.

o Tmprovement of the technique of identification
and replacement of extreme values,

® Working- day and other prior adjustment for
calendar variation,

® Testing for the dominance of trend or time-con-
ditioned seasonality; development of criteria of
the type of adjustment applicable to a given series;
incorporation of a selection device in the case of
machine treatment.

® The moving-amplitude adjustment.

® Provision for time-conditioned seasonality in the
regression method.

® The further decomposition of the trend component
into a trend and cyclical component.

® Combination of the months for cyclical dominance

(MCD) and seasonal band concepts.

® The underlying causes of the changes in seasonal

patterns.

I should now like to turn to specific problems in-
cluded in the list of OECD projects which are still
of concern to Census Bureau staff. Although these prob-
lems have been pervasive, the solutions do not appear
to be either easy or forthcoming in the very near
future. One of our expectations is that this seasonal
-conference will generate new ideas and approaches
and identify new avenues of research to be pursued,
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and give impetus to further study by the academic
community. The data collector continues to be greatly
concerned when an unusual occurrence in a current
figure is explained away or justified as, just a quirk
in the seasonal adjustment process.

The Aggregation Problem

The Bureau publishes, for all of its major current
economic time series, seasonally adjusted results at both
the aggregate level and the detailed level of the com-
ponent series comprising the total. Thus the analyst
must face the question whether to adjust the series total
directly for seasonality or to adjust each of the com-
ponents and derive the seasonally adjusted total by ad-
dition. It would appear that until now relatively little
theoretical progress has been made in this area.

With the exception of two major series, imports and
exports, and weekly retail sales, the detailed compo-
nents of the Bureau series are seasonally adjusted and
the seasonally adjusted total for the series is the sum
of the adjusted components. This approach makes
available many more detailed adjusted series as well
as having the advantage of defining the aggregates in
terms of their components. Also, from a pragmatic
point of view, one avoids embarrassing questions re-
garding inconsistencies between the sum of the com-
ponents and the series total.

The determination of the level of detail at which
components are to be seasonally adjusted brings forth
another set of problems. The finer the detail, the more
sensitive the series will be to the seasonal fluctuations
and the more likely the irregular component will be
greater. Also, since there is less chance for offsets, the
homogeneity of the component series assumes greater
importance. To a large extent, the basic component
series are determined by the interests expressed by data
users and our ability to provide statistically sound un-
biased estimates of the unadjusted series.

There are circumstances, where differing seasonal
patterns dictate the composition of the components of
the original unadjusted estimates. For example, in the
monthly manufacturers’ survey, it was originally
planned to estimate automobile assemblies and auto-
motive parts as a single cell but the seasonal patterns
of the two series were so different that a separation
was needed for reliable estimation. The adjustment
procedure applied to some types of series can result
in odd situations. Thus, independently adjusting the
figure for multifamily housing starts in permit issuing
areas can produce a larger total than the comparable
figure for all multifamily homes.

How does one test whether the difference between
the directly adjusted total and the aggregate obtained
from the sum of components is significant? Totals
obtained from direct measurement versus the sum of
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the components for two monthly series, housing starts
and manufacturers’ shipments, are examined in table
1. There is a tendency for the sum of the detailed
components to have a greater seasonality and a greater
irregular component as seen in the following summary
measures for manufacturers’ shipments:

Sum of
com-
Total ponents
I Average month-to-
month percent
change, without re-
gard to sign for
irregular component 0.99 3.95
CT Average month-to-
month percent
change, without re-
gard to sign for
seasonal adjusted
series 1.36 1.69

Figure 1 shows housing starts seasonally adjusted
using both the sum of components and the direct
U.S. total. In comparing the month-to-month percent
change between the two series, one can readily see that
the estimates derived from the direct total produces
a much smoother month-to-month series.

Data in the foreign trade area are treated differently
in that the direct totals of imports and exports are sea.-
sonally adjusted independently from their component
series. Again, as can be seen in table 2, the differences
between the total obtained by direct adjustment of the
unadjusted total and that obtained from the aggrega-
tion of adjusted commodity groups are significant for
certain months. Furthermore, the individual commod-
ity series are also seasonally adjusted independently
by country. For want of a better approach, the Bureau
assumes that in this area it is more satisfactory to ad-
just total imports and exports directly and note that
the seasonally adjusted component series do not add to
the total. These differences, however, assume critical
significance whenever the seasonally adjusted mer-
chandise trade balance (which is obtained by the sub-
traction of exports from imports) exhibits different
movements or different magnitudes of change when
computed by both methods.

It would appear that for most months in most
series, changes in the composition of the individual
series have relatively little impact on overall seasonal
patterns for the total and that either method is satis-
factory. The fact that there is little difference between
the aggregate and the sum of the components is used
as a positive check of the validity of the data. The
major problem to be resolved is how to adjust when

- the differences are irregularly distributed among the
months.
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| Figure 1. HOUSING STARTS, SEASONALLY ADJUSTED ANNUAL RATES
l (With trading-day adjustment)
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A somewhat similar problem exists in the treatment
of derived data items such as the merchandise trade
balance or manufacturers’ new orders. The current
Bureau practice is to obtain the seasonally adjusted
figures by derivation in the same manner that the unad-
justed data are obtained. A review of the problems as-
sociated with manufacturers’ new orders may clarify
the problem.

Manufacturers’ new orders are not estimated di-
rectly but are derived by adding the change in the
backlog of unfilled orders to the shipments for the
current month, Under this scheme, cancellations and
revisions in contract prices are reflected more accurately
in the new orders figures. Seasonally adjusted new
orders are derived in the same way. This may be ex-
pressed symbolically as—

B;=Backlog of unfilled orders at the end of
month ¢
S;=Shipments during the month 2
0= New orders received during the month ¢
BSF=Seasonal adjustment factor for backlog at
the end of month 2
SS8F;= Seasonal adjustment factor for shipments
during month ¢
S80O;=Seasonal adjusted new orders

Unadjusted new orders

0{=S¢+(B;—B¢_;) (2)
Seasonally adjusted new orders
Si B, By,
S0,= + - 3
* 8SF, T BSF., = BSF. ®)

This procedure for seasonally adjusting new orders
has a clear advantage in terms of avoiding incon-
sistencies in publication. The problem arises in the rela-
tive precision of a figure which is computed indirectly
using three seasonal factors compared to a figure sea-
sonally adjusted directly.

It has been noted that, for most series, the seasonal
pattern of the industry is sufficiently stable and the
magnitude of month-to-month changes is sufficiently
small that either method produces about the same re-
sult. Data for the metal working machinery and gen-
eral industrial machinery, shown in table 3, illustrate
this point. Unfortunately, seasonal patterns and the
magnitude of month-to-month movement are less
stable in some of the larger industries such as aircraft,
and steam engines and turbines. It is these industries
which frequently dictate the pattern of month-to-
month movement in the overall total for new orders
as reflected in table 3. The month-to-month movements
as well as differences in the direct and implied seasonal
factors are disturbingly different.

Trading-Day Factors

Existing trading-day adjustment procedures pose a
difficult choice between reasonable empirical daily
weights and fitted weights computed by trading-day
regression [9]. The trading-day adjustment option of
the X-11 program provides weights for each of the 7
days of the week by regressing the irregular series upon
the number of times each day occurs in a particular
month. This option can more than occasionally include
negative weekday values and extraordinarily high
weekend day values. It is easy to see how unusual daily
weights can result from the regression. All Mondays,
for example, are given equal weight in the regression,
without consideration in manufacturing, for example,
of the seasonal patterns of capacity utilization, over-
time practices or usage of reduced work weeks during
recessions. An accidental concentration of Mondays
during a month of heavy overtime, for example, could
result in an exaggerated weight for Monday. For re-
tail sales, these weights are interpreted as an indica-
tion of the historical relationship of sales among the
various days of the week. More commonly, results can
be misleading even if not absurd. This can follow from
uneven distribution of sales within portions of months
and from changes overtime in trading patterns.

Changes in blue laws in parts of the country have
resulted in increased proportion of sales on Sundays.
However, because of the regression approach, it takes
a considerable period before any change in Sunday
trading-day factors can be reflected, and even then,
only partially. Again, this can result in distortions of
weekly and monthly estimates by not reflecting current
trading-day patterns.

To indicate potential complexity of the difficulties
encountered in trading-day adjustment, the automotive
trade area will be considered. While the Bureau pro-
duces monthly estimates of passenger car sales, in-
dustry figures are based upon 10-day sales reports.
The sum of industry’s 10-day sales reports should be
closely in line with our monthly estimates. However,
several of the Bureau’s monthly trends differed seri-
ously from the industry 10-day sales reports.

From the outset we suspected that the method used
to compute trading-day factors was erroneous. The
method used assumes that each day of the week has
an equal effect, regardless of when the day occurs. in
the month. To test this assumption, we applied the
weekly seasonal adjustment to the automotive group.
The reason for doing so was because the weekly sea-
sonal adjustment program computes a seasonal factor
for each of the 366 possible week-ending days of the
year. This permitted us to determine whether a pat-
tern of intramonth variation existed, which, in effect,
.would nullify our assumption concerning trading days.

The results of our study showed that there is a
marked intramonth seasonal pattern in the automotive
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KALLEK

series. Sales rise sharply as the end of the month ap-
proaches, then decline at the beginning of the next
month. Given that Friday and Saturday have quite
heavy trading-day weights, one can easily envision the
error which would result should a month begin on
Friday. No doubt this problem occurs in other trade
areas. Since transfer payments are disbursed around
the first of the month, such immediate demand areas
such as food and drug categories of retail store sales
could have a similar problem. The length and detail,
I believe, of the foregoing discussion are justified by
realizing the complex interrelationships which exist
between the many components of an economic time
series.

Terminal Periods and Projected Factors

Another important problem which still remains vex-
ing is the determination of the seasonal adjustment
factors to be applied to current periods in a data
series. The first published estimate is the data item
most carefully scrutinized, particularly with regard
to the change from the preceding period. This, un-
fortunately, is usually the least reliable in the series
of estimates both statistically and because of the chang-
ing nature of the seasonal.

Theoretical guidance would be especially welcome
in refining the current empirical definition of the com-
ponents of the time series models used in seasonal ad-
justment. To what extent should the estimated sea-
sonal factors for a particular month be permitted to
havé trends? This question takes on particular-im-
portance when “smoothing the series” (i.e., minimizing
the MCD) is seen as conflicting with establishing
stable seasonal factors. Clearly a smoother seasonally
adjusted series and shorter MCD’s may be achieved by
ascribing some of the irregular variation to the sea-
sonal component by means of moving seasonals. Un-
fortunately, a concomitant result of this procedure are
seasonal factors that are susceptible to revision. Con-
versely, rigidly defined seasonal factors leave much
more residual variation in the seasonally adjusted
series and complicate analysis. A general purpose sea-
sonal adjustment procedure must come to grips with
balancing these alternatives and, at present, there are
no theoretical guidelines for making the compromise.

The Bureau normally applies the projected seasonal
factors from the X-11 program to its current esti-
mates. The practice of updating the seasonals varies
by program area, as previously noted, but under any
circumstances the projected factors are the least re-
liable (and the most cautious) since they are obtained
by applying half of the change of the moving sea-
sonal of the last 2 years.

An examination of several manufacturers’ shipments
series indicates the magnitude of the problem. Tables

11

4a and 4b show how the seasonal adjustment factors
for a particular year can vary as additional data for
subsequent years become available. The mean and
standard deviation of these differences are shown in
table 5. Although one would expect some stabilization
after one or two years, in many cases, the mean of
the difference appears to be greater in the third or
subsequent years. For example, in table 4a the sea-
sonal factors for farm machinery and equipment for
February 1973 range from 111.4 as the projected factor
with 1972 as the latest data available to 106.9 when
1973 information is available to 103.5 when computed
with information through 1975. Similar differences
for December 1973 can be seen with a range from
77.4 to 80.7 to 80.0 when data through 1975 are avail-
able. The mean difference between the projected and
actual was 1.73 with a standard deviation of 1.34 when
computed with actual 1973 data, but this increased to
a mean of 2.30 with a standard deviation of 2.23 when
an additional year’s data for 1974 was added.

To a large extent this is due to the treatment of
extreme values which may or may not be removed
from the calculations. If the 13-term moving average
is used, then 6 months on either side of the month for
which the trend estimate is to be made are needed.
Beyond the month for which data are available, the
information must be assumed. Further revisions come
about since thie weighted means of the ratio give about
half the weight to the last 5 years. Probably the most
difficult decision to make is whether an identified ex-
treme is actually an irregular or is a change in the sea-
sonal. It should be pointed out that revisions could be
greatly reduced by using stable seasonal factors. Re-
visions could also be reduced if fewer or no extremes
were modified. Since flexibility, extremes, residual
seasonality, revisions, and many other areas are inter-
related, the problem of revisions cannot be approached
without taking into account the possibility of creating
offsetting problems in other parts of the adjustment.

This, then raises the question of how often seasonal
factors should be updated. The Australian Statistical
Office believes that, for maximum accuracy, new sea-
sonal factors should be obtained monthly so that the
maximum amount of actnal information can- be in-
cluded in the calculations. Others, including ILovell
[8], have made the same suggestion. While. from a
theoretical point of view, this approach may have
some advantages, the practical problems would. pre-
clude its use by a large-scale data producing group
such as the Census Bureau or the Bureau of Labor
Statistics. One cannot ignore policy considerations and
the possible misperceptions about the use of changing
seasonal factors. Operationally, the inordinate amount
of staff and computer resources needed to adjust the

- thousands of series monthly as well as constantly pub-

lish revised data preclude such an approach.
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The Bureau of Labor Statistics has a fixed policy of
announcing the seasonal factors for each of its series
a year ahead of time. Although the Census Bureau
publishes in advance the seasonal factors to be used
there is, unfortunately, no overall policy for either the
frequency of update or for the number of back years
for which revised data should be shown. In the manu-
facturing area, new seasonal factors are computed each
time the series are rebenchmarked. However, this pro-
cedure which is scheduled annually, has not been fol-
lowed rigidly and there has been a regrettable use of
outdated factors. New factors in the construction sta-
tistics area, i.e., housing starts, value put in place, etc.,
are computed each spring and the series revised back
three years. Data for retail trade are seasonally ad-
justed semiannually and revised factors as well as re-
vised seasonally adjusted data are published when-
ever the revisions are deemed to be significant (which
is itself a somewhat arbitrary procedure).

Other Problems

Adjustment for strikes presents another problem.
Cyclical variations which extend three or more quarters
are easily identified by the moving-average technique
of the X-11 program and strikes which affect one or
at the most two months, are properly identified as ir-
regular movements and treated accordingly. However,
some series, such as the steel industry, historically have
had periods of prestrike increased buying followed by
either a strike or heavily reduced demand, both with
the same statistical result. These movements span sev-
eral months and may extend for an entire year. Exist-
ing mechanical procedures cannot deal with these con-
ditions accurately. Not only is this a problem in his-
torical identification of seasonality, but it also presents
a problem in the presentation of seasonally adjusted
data during the build-up period when normal seasonal
patterns fail to operate.

The upcoming change in the fiscal year of the Fed-
eral Government poses still another . problem. A three
to ten point difference between the June and July
seasonal factors is quite common. In addition to Fed-
eral fiscal cycle, this is due to the automotive model
changeover phenomenon, the fiscal behavior of non-
government organizations, the vacation cycles in in-
dustry and the underlying pattern of consumers. But
some part of this will change with the new fiscal year
and existing adjustment procedures will not reliably
identify the change for at least 2 and perhaps as long
as b years.

Another class of problems may be grouped together
as difficulties in the presentation of seasonally adjusted
data. In addition to presenting seasonally adjusted
data, what additional information would users need to
evaluate the precision of the adjustment or the under-
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lying nature of variations in the series? How much con-
fusion or benefit would result from an annual (or more
frequent) revision of the historical seasonally adjusted
series and the factors used for the months ahead?
What additional measures of the behavior of the series
would users like to see whether in benchmark publica-
tions released when seasonal factors are updated, or
in the current monthly releases? These questions can-
not be adequately answered without comment from the
data using community.

OBJECTIVES OF SEASONAL ADJUSTMENT
AND SEASONAL ANALYSIS

N

The removal of seasonality from economic time series
has become so commonplace that the rationale and ob-
jectives of the exercise are sometimes forgotten. Sea-
sonally adjusted numbers are accepted by almost
everyone without question until the results become con-
troversial, are difficult to explain in terms of other
economic phenomena or distort the econometrician’s
model.

As stated before, in its simplest form, seasonality
refers to regular periodic fluctuations which recur
every year with about the same timing and with the
same intensity and which, most importantly, can be
measured and removed from the time series under ve-
view. Added to this are those portions of the irregular
component which can be measured and also removed.
In other words, one attempts to remove as much of the
fluctuation which obscures the trend-cycle component
of the series. To date this is what most seasonal ad-
justment techniques attempt to do and what we, at the
Bureau, have been attempting to accomplish in pub-
lishing seasonally adjusted data. The objectives that
are desirable and necessary in providing seasonally
adjusted data inclnde, among others—

® The development of techniques which permit an
accurate measurement of the seasonal component
or, as a minimum. permit the measurement of the
amount of over-or-under adjustinent of a series.

® The establishment of statistically objective models
to determine which of the many alternative ap-
proaches should be used rather than by selection
based on intuitive judgment.

® The establishment of statistically measurvable cri-
teria for determining the goodness of fit of the
selected model.

® The establishment of techniques which will adjust
terminal observations with more reliability and
not necessarily from the utilization of one model
and thus minimize revisions.

® The development of techniques which will permit
the publication of sampling errors for seasonally
adjusted as well as unadjusted numbers.
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@ The development of techniques which will assume
sum preservation to the maximum extent possible.

® And, as a related objective, the measurement of
the systematic effects which otherwise would be
confounded with the irregular component, such
as trading-day and calendar-month variation, to
preserve the properties of the trend-cycle com-
ponents to the maximum extent possible.

There is, however, another aspect to the problems of
seasonal adjustment, relating to the broader question
of seasonal analysis. Should not seasomality itself be
studied? If one is forecasting a monthly time series,
for example, one attempts to include the seasonal com-
ponent in the estimate. What is the impact of sea-
sonality on various econometric models? How can sea-
sonality be specified or should seasonally adjusted data
be used ?

To date, our seasonally adjusted series reflect the
methodology related to seasonal adjustment techniques.
Perhaps some of our problems will be solved if we
broaden the seasonal adjustment area to encompass
the analysis of seasonality. This, of course, poses even
more difficult problems than the ones associated with
seasonal adjustment. Taking the latter approach, one

SECTION I

must be concerned with the casual factors of seasonality
for a particular series as well as the interrelationships
which exist among various related time series. For
example, should the series on manufacturers’ sales and
unfilled orders be adjusted independently without con-
sideration of the interdependence of the two time
series! Economic concepts and subject matter knowl-
edge must be brought to bear on the problem.

Ideally, one would want to build a model for each
time series which could explain its seasonal component
historically as well as permit accurate projections for
the future. The ideal, however, may not be very prac-
tical due to the pragmatic need to seasonally adjust
thousands of time series.

This, then, is the theme of the conference for the
next 2 days. The early sessions will discuss seasonal ad-
justment procedures currently in use., special problems
relating to this technique. and suggestions for improve-
ment. Later sessions are concerned with seasonality as
related to econometric modeling and time-series analy-
sis. These discussions will. T hope. provide some prac-
tical improvements in present methodology as well as
serve as a stimulus for further research. Perhaps, our
most important objective is the removal of uncertainty
in our seasonally adjusted numbers.

v
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APPENDIX

A BRIEF DESCRIPTION OF THE CENSUS METHOD II
SEASONAL ADJUSTMENT PROCEDURE

The adjustment procedure known as the X-11
Variant of the Census Method II? uses a ratio-to-
moving average approach to decompose the original
time series O; in the following manner:

O= 8, TD.H, where (1)

C= the trend-cycle or long-term underlying value
of the series

Si= the pure seasonal factor including the length-
of-month adjustment
T'D;= the trading-day adjustment factor
H;= the holiday adjustment factor

Z;= the irregular or unexplained component

The X-11 procedure is iterative. As each factor of
0O, is isolated and removed from O,, the remaining
factors are recomputed. This procedure continues until
each factor is isolated. Such a refinement process
sharpens the seasonal estimates considerably.

In compact form, the steps are as follows:
1. Compute H,.

Thus —0—‘ =08:I'Dd;
,

2. Compute 7D;.

O;
Thus TD,-H;—O(JSJ‘

3. Compute S;.

0,
hus ——f —
Thus TDES,

This is referred to as seasonally adjusted data.
The first estimate of C;, the trend-cycle, is computed
using a 2-term average of a 12-term moving average

(chronologically) of O;. This removes the primary
long-term trend

=0y,

0:

! For a complete description of the Census Bureau's seasonal
adjustment procedure, see Technical Paper 15 (rev.), U.S.
Department of Commerce, Bureau of the Census. “The X-11
Variant of the Census Method II Seasonal Adjustment Pro-
gram,” by J. Shiskin, A. H. Young, and J. C. Musgrave (1967).
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Of the four components on the right hand of step
(2), only one, S;, can be immediately isolated. This is

accomplished by taking a moving average of the values
in (2) separately for each month., We then obtain a
series
O, -
—=TDHJ 3
o ‘ ®)
As we currently cannot discern the three components,
we refer to them as /’;, the variation currently unex-
plained. The first table of the printout, labeled “D-13

Final Irregular Series,” is a table of /’; values. It

should be noted that the U.S. total retail sales series
shown in the accompanying tables, 1966-1975, is a
shortened series for purposes of illustration. Actual
series used for adjustment purposes includes data from
a longer historical period.

Using the 7’;, H; is then computed. This factor is
for holidays which affect more than 1 month. For
retail sales, they are: Easter, Labor Day, and Thanks-
giving-Christmas. These factors are shown in table
A-2, following the original series shown in A-1.

The O; are then modified by the H, To this series
a preliminary trading day adjustment is made. The
prior trading-day factors are shown in table A-4. Nor-
mally, the prior trading-day factors are computed from
daily weights last calculated as being statistically sig-
nificant when compared to previous suppositions. The
resulting data set is in table B-1—the prior adjusted
original series.

After computing the C; from the B-1 series, we can
compute

0;:
C.HTD’,
where 7'D’; is the assumed trading-day factor.

=8, (4)

Next, these S7 ratios are used to compute an esti-
mate of /;. This measure of unexplained variation is
used to detect outlies and a modification of approxi-
mate extreme S/ ratios occurs. Finally, an estimate
of 8, is made from the modified S7 ratios. A seasonally
adjusted series follows, with a new C; derived there-
from.
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Since the seasonally adjusted series may be written
as
Oq
T O (5)
there is no need to remove seasonality from the
data used to compute the trend estimate. A weighted
moving average of the series in (5) is therefore used,
with the moving average length determined by var-
ious statistics which measure the stability of the
series. The three option lengths are 9, 13, and 23
term. The trend estimates are modified for the outlier
effects previously noted. Unmodified S/ ratios (table
D-8) and modified areas (D-9) are computed as a re-
sult.

The sudden jump from the B to D table series in-
dicates that three iterations of the same procedures
occur. An exception is the computation of final trad-
ing-day factors, which is done at step C-15. Using the
most recent estimates of /;, we use the technique of
linear multiple regression analysis. A test determines
if residual trading-day variation exists (recall that
the assumed trading-day variation was removed previ-
ously). In retail trade, new 7'D; are used only if the
residual trading-day variation is significant. To avoid
spurious correlation influencing computations, certain
extreme irregular values are excluded from the com-
putation of residual trading-day variation (see C-14).
If new 7D, are used, they are shown in table C-18.

A moving average of table D-9 S/ ratios is used to
compute final seasonal factors (D-10). Next, a com-
bined adjustment factor, C AF;, is computed, where

OAF(":SiTDGH( (6)
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so that the final seasonally adjusted series (D-11) is

2
AT, O, ] (7

Computations shown in the tables are not consistent
due to rounding performed for printing purposes.

The final trend-cycle estimates are obtained from
(7) as they were from (5). A final irregular series
(D-13) indicates the unexplained variation 7; after
all adjustments to the series are made.

The remaining tables are analytical tools for the
components of the series. Table E-3 shows the month/
month percent change in the original series, while
table E-6 shows these changes in the final seasonally
adjusted series (D-11). Table F-2 is the so-culled
summary measures table, giving various measures of
adjustment quality. The single most important sta-
tistic in F-2 is the months for cyclical dominance
(MCD), located about three-fourths of the way down
the table. The MCD indicates the minimum period
over which the average absolute change can be at-
tributed to cyclical change rather than unexplained
fluctuations.

A few other details peculiar to the adjustment of
retail trade series are in order. First, the length of
moving average of S/ ratios used to compute final
seasonal factors is varied by month. This is done to
detect moving seasonality present in some months.
This selection is made on the basis of table D-9A
moving seasonality ratios. Page 16 of ZTechnical Paper
15 gives more details as to the selection of seasonal
moving average curves.

Sigma limits used to determine outliers are modi-
fied occasionally in order to prevent moving season-
ality from being discarded as an outlier.
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Table A-1-THE X-11 SEASONAL ADJUSTMENT PROGRAM OF THE BUREAU OF THE CENSUS
THE X-11 PROGRAR IS DIVIDED INFO SEVEN NAJOR PARTS~-
PART PESCRIPTION
A. PRIJR ADJUSTRENTS, IF ANY
9. PRELISINARY ESTINATES OF IRREGULAR CORPONENT JEIGNTS
AND REGRESSION TRADING DAY FACTORS
Co FINAL ESTIRATVES OF ABOVE
Do FINAL ESTIRATES OF SEASONAL, TREND-CYCLE AND IRREGULAR CORPONENTS
E. ANALYTICAL FVABLES
Fo SURSARY NEASURES :
Ge CHARTS X
TASLES ARE IDENTIFIED BY TNEIR PART LEVTER AND SEQUENCE WITHIN FTNE PART. A GIVEN TABLE WAS TME SANE
IGENTIFICATION IV THE STANBARD, LONG AND FULL PRINFOUTS. TME SARE NUNSER IS GIVEN TO CORRESPONDING
TAILES IN PARDNS B, C AND D. THIS, TASLES B10., CT10. AND 010. ARE ALL TABLES OF SEASONAL FACTORS. .
UWERE MO CORRESPONDING TABLE EXISTS THE SEQUENCE NO. IS NOT USED Il TME PART. THNUS, B8. AND 0B8. ARE
TAJLES OF UNGODIFIED SI RATIOS BUY THERE IS €0 C8.
THIS SERIES RUN
SERIES TITLE- REVAIL SALES UaS. TOTAL, ALL STDRES
PERIOD COVERED- 1766 TO 12/75
TYPE OF RUN ~ SULTIPLICATIVE SEASOMAL ADJUSTRENT
STANBARD PRINFOUT. N0 CHARTS.
. PRIDR TRADING DAY ADSUSTNENT WITH LENGTN OF MONTH ADJUSTRENT.
TRAD ING DAY REGRESSION COAPUTED STARTING 197) EXCLUMING IRREGULAR VALUES OUTSIDE 2.5-SIGMA LINITS,
TRADING OAY REGRESLIDN ESTINATES APPLIED STARTING 3966 IF SIGNIFICANT.
SIGRA LIRITS FOR GRADUATING EXTRERE VALUES ARE 1.5 AND 2.5
MOVING AVERAGES FOR SEASONAL FACIOR CURVES- 3 F R A N 3 3 A S O n s. 1
x3
OADI00 1766 - 12775 AMULTIPLICATIVE SEASONAL ADJUSTAENT STANDARD PRINTOUT ?
CONBINED PRIOR REGRESSION  STL.ERRDR | v i
YEIGNT VEIGNT COEFF. (COnB.uT.) o) (PRIDR wT.)
NOMAY «?89 914 075 <044 -e244 1.728
TUE SBAY 1.007 1.048 -eD42 062 «155 -.9B1
VEDNE SIAY 961 963 -.022 <048 -1.27% -ab76
THUS DAY 1.078 1.054 023 048 1.616 487
FRIDAY 1.479 1.567 132 044 10.871¢ 2.990e¢
SATURDAY 14063 1.294 -a251 2066 927 =5.40S5¢ee
SUMAY 463 «379 #3848 <047 11479 1.501
& CONBIVED VT . SIGMIFICANTLY OIFFERENT FRON 1 AT 1 PER CENV LEVEL
et  COMBINED VUV . SIGNIFICARTLY DIFFERENT FROR PRIOR VEIGNT AT Y PER CENT LEVEL
SOWRCE OF SuURN OF PERS.OF REAN
VARIANCE SAUARES FREEDOR SQUARE F
REGRESSION +584 5o 097 Se752ane
ERROR 998 $9. +017
TOTAL 1.582 65.
®se RESIDUAL TRADIRG DAY VARIATION PRESENT AT TNE 1 PER CEWT LEVEL
STARDARD ERRORS OF TRADING DAY ADJUSTRENT FACTORS DERIVED FROW REGRESSION COEFFICIENTS
31-0AY ROEINS~ 14
30-PAY NOQTHS- .13
29-AY ROUTNS~- oté
28-DAY ROUTNS- <00
SYABLE SEASONALITY TESY
SOA OF PERS.OF REAN
SQUARES FREEDOM SQUARE F
SETWEEN MONTHS $S891.98¢ 11 $35.635 522.1870s
RESIOUAL 110.78% 108 1.026
TOVTAL 6002.766 119
e«STABLE SEASONALITY PRESEST AT TME ) PER CEMT LEVEL
REFAIL SALES UeSe TOTAL, ALL STORES
p13. FINAL IRREGULAR SERIES
VEAR N FE AR PR mAY Jun UL UG SEP ocr (114 DEC S0e
1966 100 2 99.5 1006 101.3 97.9 99.8 100.0 190.2 99.1  100.6 99.9  130.4 o8
1967 (1% 98.6 100.% 99.9 99.8  132.4¢ 10J.2 99.3 100.8 98.1 9.8 190.6 -8
(111 992 100.0 100.% 1003 99.6 122.2 99«9 100.3 ' 98.6 99.9  100.3 99.3 -5
1969 1002 100.4 99.7 99.9  100.4 99.8 98.8 100.0 100.1 99.9 100.0 100.3 b
1970 1900 130.0 100.0 99.6 103.3  1)d.% 99.8 100.3 100.2 9.5 97.6 100.4 -8
1971 130 . 99.9 99.8 100.8 99.7 132.2 98.5 99.2 100.6 99.8  100.8 100.%1 o6
1072 997 98.8 101.8 99.8 100.5 99.9 133.0 100.2 99.6 10046 9.7 99.9 o?
1973 100 1000 $00.3 100.1% 99.8 9.8 10).1 99.6 100.4 130.0 100.0 100.4 .2
107 98 996 100.2 100.4 99.7 1%0.0 10d.2 102.9 100.1 100.0 8.2 99.4 1.0
175 1900  100.6 99.6 97.0 100.¢ 99.7 10J.2 101.0 99.5 99.8 100.2 1D2.5 12
Sebo 2 o7 N fet o7 .2 o8 1.1 o7 %4 1.0 9
TABLE TOFAL~- 1199344 REAN- 9.9 ST, DEVIATION~ .8
Seke 2a515
120
[} P9.742 B .09 w 19, x 80.303 xS3 622,000 VvV 1895.301 Ky 7983.064
SoEe 2.280
13% .
s 100.453 » -=131 ¥  1%. X 68.30) xS0 318,003 v 1901.562 KXY 6797.245
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RETAIL SALES  U.S. TOTAL, ALL STORES
A 0. DORIGINAL SERIES .
PEAR IAN FE) AAR APR nAY U JuL AUG SEP
1986 229140 21198, 24736. 25526. 2683). 256)11. 25322. 25399. 24918,
1967 22519. 215pb. 25733. 25134, 2663). 2771). 26020, 26271, 26314.
1968 20087. 24253. 27132. 27708. 29431. 29)58. 2B745. 29651. 27257.
1969 26523. 25183. 28328. 29227. 31322. 30155. 29535. 30000. 29168.
1970 27859. 26107, 29466. 30462, 32217. 3235¢. 32133.. 31376. 30856.
1 28865. 27932. 32105« 33965. 34199. 35033, 34560. 33840. 34102,
1972 30s04. 30987. 3622D0. 353839. 383164. 38733, 36951, 37994. 37522
1973 35768. 34977. 41310. 43386. 43173, 43535. &168S. 43135, 40917,
1974 37923. 36663. 6270%. 64200. 47033. 45600. 46034. &B444. 43BOD.
1"rs 01315, 39802. 64937. 45396. 51224. 49052, S0D28. S0683. 4B8275.
ATGE 29728. 28873. 3326B. 33819. 35818. 3573). 35135, 35877. 34313,
TABLE TOTAL- &176999. REAN- 34828, SThe DEVIATION-
REVAIL SALES UeSe TOTAL, ALL STORES
A 2. PRIOR NONTHLY ADJUSTAENT FACTORS
VEAR AN FE) RAR APR [ 114 JUn UL AUG SEP
1966  100.000 100,030 132,025 99.975 103,332 133.030 100.000 99,927 100.073
1967 100.000 100,030 102042 99.958 103330 100.030 100.000 100.028 99.972
1968  100.000 160.030 99.989 100,011 100,000 103,030 100.000 100.231 99.769
1969  100.000 100,030 102.350 99.650 103.070 102.930 102,000 100.332 99.668
1970  100.000 1004030 103,062 99.958 103330 103.930 103.000 99.724 100.276
1971 100.000 103.030 PP.94é 103,056 100,000 100,030 100.000 99.825 100.175
1972 100.000 100.030 193.940 99.850 100,320 100,030 100.30) 100.028 99.972
1973 100.000 100.03) 132,115 99.885 100.370 100330 103.300 100.129 99.871
1974 100.000 100.037 99.989 100.011 100.332 100.030 100.000 100.231 99,769
1975 100.000 100.030 103,042 99.958 100.300 100,030 100-000 100.332 99.668
AVGE  100.000 100.033 103.068 99.932 100.030 103.930 100.300 100.079 99.921
TABLE TOTAL- 11999.908 REAN- 100,030 $T0. DEVIATION-
AZA. PRIOR FACTORS, ONE VEAR AMEAD
VEAR AN FE) AAR APR AAY aun JoL AUG SEP
1976 100,000 100.3)3 103.115 99.885 103,030 100,330 103.300 99.825 100.175
REVAIL SALES  UeS. TOTAL, ALL STORES
L Go PRIOR TRAD ING DAY ADJUSTRENT FACTORS
AbA. PRIOR DAILY VEIGNTS - RON TUE vED mue (131 SAY sSUn
M6 1,048 @963 1,056  1.347 1,294 379
A0« PRIOR TRAD ING DAY QDJUSTRENT FACTORS wITH LENGTH OF RONTN ADJUSTRERT
VEAR AN FE3 AAR APR RAY Jun JuL AUG SEP
1966 1208 92.0 102.1 10D.7  90.7 98.6 101.9 101.6 99.9
19687 T 92.0 103.0 97.5 10146 99.9 133.5 102.1 100.7
1968 1314 95.5 101.9 98.4 1032 97.5 10%.6 104.} 96.2
1969 12320 92.0 100.5 98.6 104.1 P6.2 1021  101.9 98.4
1972 134 o 92.0 9.7 98.6 101.9 98.4  103.0 100.5 98.6
"7 119 92.0 101.6 99.9 103.5 98.6 13441 99.7 98.6
172 120.5 ?5.4 103.0 97.5 101.6 99.9 100.5 102.1 100.7
173 10148 92.0 1041 96.2 102.1 139.7 99.7  103.0 97.5
1074 128 92.0 101.9 98.4 103.0 P7.5  101.6 1041 9642
s 1930 92.0  100.5 98.6 1041 96.2 102.1  101.9 98.4
AUGE 1218 92.7 101.8 98.4  102.2 98.¢ 101.7  102.1 98.5
TABLE TOTAL- 11997.0
ALC. PUIOR TRAD ING DAF ADJUSTRENT FACTORS, ONE VEAR AMEAD
VEAR MmN FE3 NAR APPSR L1} Iun UL AUS SEP
1976 1042 93.2  101.6 99.9 102.5 98.6 10641 9.7 98.6
RETAIL SALES UeSe FOTALe ALL STORES
D 1. PRIOR ADSUSTED ORIGINAL SERIES
VEAR AN FE) RAR APR RAY un JuL AUS SEP
1966 21906. 23041. 24230 2536%. 26879. 26375. 24846. 25017, 24929,
1987 22590, 23885. 24982. 25792. 262%12. 27743. 25893. 25733. 26146.
1968 23707. 25413. 26625. 28144. 28561. 29806. 28292. 23409. 28387.
1969 25739, 27357. 28091. 29739. 33079. 31334. 28988. 29339. 29729
1972 26561. 28382, 29547. 30901. 31612. 32867. 31133, 31309. 31208.
17 28323, 30364. 31616. 33986. 34037. 35531 33188. 34007. 34519.
172 30454, 32487. 35101. 36351. 37562. 38775. 36780. 37216. 37283.
178 35204, 38022. 37625. 42326. 42335. 43295. &41797. 41806. 42025.
. 17 37956, 3986). 41911. 44B96. 45643. 46788. 45308. 48416. 45616,
1975 40294, 43267. 4669B. 46567. &P172. S50963. 49315. 49547. 49206,
AVGE 29173, 31165, 32661. 344D6. 35035. 36343. 34529 34879. 3490S5.
FABLE TOTAL- 4175953, REAR-  $5480). STD. DEVIATION-

lllﬁiﬂ"‘uiﬂ-..-Lmiﬂnmﬁﬂﬁ!ﬁ?ﬁi‘!ﬂl‘lﬂ.‘.ﬂ!aﬂﬂillﬂ!!l!&ﬁmlilliiJHEF“Wﬂ.'I-F* D S 2 s

(133
26012,
26268.
29701,
31282,
32898.
35659,
39014,
43721,
46758,
52046.

358338,
B453.

ocy
100.000
100.000
100.000
100.000
100.000
100.000
100.00p
100.000
100.000
100.000

100.000
143

ocy
100.000

ocry
100.5

”.’
102.4
103.0
1041
101.9

99.7
101.4
102.1
103.0

101.8

1134
101.9

(134
25885,
26351.
29101,
30357.
31592,
34989,
39138,
43031,
45813,
50508.

35676,
8312.

|
4

NV
26339,
27362
30414,
30460.
31193,
36018.
39793,
44544,
46351,
50526«

3630).

nov
99.788
99,760
99.803
99.795
99.788
99.777
99.760
99.751
99.803
99.795

99.780

NOV
99.727

nov
98.6
98.6
100.7
97.5
9.2
98.4
98.6

100.7
97.5

98,7

nov
98.4

nov
26775.
27812,
30271,
31309.
32481,
36671,
40484,
44708,
46133,
51934,

36854,

DEC
32237,
32953,
34448,
36675.
38724,
42572,
47304,
49824,
52253
60681.

42737,

9EC
100.232
100.240
100.197
100.208
100.214
100.223
100.240
100.249
100.197
100,205

100.220

DEC
100.223

DEC
1061
101.9

99.7
101.6
1021
103.0
101.9
130.5

99.7
101.6

101.6

103.0

DEC
30886.
32256.
34489,
38022,
37860.
4222,
46010.
49457,
52316.
59601.

42012,

21

Table A-1-THE X-11 SEASONAL ADJUSTMENT PROGRAM OF THE BUREAU OF THE CENSUS—Continued

TOTAL
304510.
314518,
341891,
357888,
375447,
408850.
448379,
S03311.
537782.
584423,

AVGE
100.000
100.000
100.000
100.000
100.000
100.000
100.000
100.000
100.000
100.000

AVGE
100.000

AVGE
100.0
99.8
100.2
99.9
99.9
100.0
100.1
99.9
99.9
99.9

TOTAL
304131,
314973,
341206.
358086.
375504,
408446,
447583,
503600.
537850.
584574,
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Table A-1-THE X-11 SEASONAL ADJUSTMENT PROGRAM OF THE BUREAU OF THE CENSUS—Continued
REVTANL SALES UsSe TOTAL, ALL STORES
€16e ERVREAE IRREGULAR VALUES EXCLUDED FROM FRADING DAY REGRESSION
COBTSIBE 2.5-SLinNA LImAT)
TEAR N FE) nAR APR L[]} aun JuL AUS SEP nov
173 CONEN OO RARAGR S0k eRSe o8 ae oo o asesena esasoee 98.2
171 [(TIX1YY} (2T - [ TX1 11
1972 1022 e [11] CCNATES BRRGACS (132 .11] [IXITTYT]
1973 santace oo oe ane TII] CO0PEAE S4GERES S000E00 o0 seade LYY T T
1976 sendate saseses etsnehe ase Y21 IT) 1024 o¢steee sontane 9.0 coesare ascaenee
107s Seacatt 048008 280 0GES D71 0900000 0680000 0000000 2000000 S00adid aB00eAs scasede 102.1 [(TIITT T}
REVAIL SALES UeSs TOTAL, RLL STORES
€15« FImAL TRADING OPAY REGRESSION
COSBINED PRIOR REGRESSION ST<ERROR ] 4
JELIGNY JEIGNY CIEFF. (COMD,L4T,) ) (PRIDR ¥T,)
ROMBAT 1002 «914 «388 N3] «052 2144
TUESPAT 1.006 1.048 242 «040 «150 -1.089%
HEDNE SOATY 930 «968 -«033 <064 ~1.599 -o756
THUR SPATY 1.083 1.05¢ «J29 <065 1.827 «530
FRIDAY [P Y1) 1.367 122 062 11.200¢ 2493300
SATURDAT 1043 1.294 ~e251 <064 978 ~5.73700
SUNBAY «467 «379 388 «06¢ «12.086 1.998
L CORBINED WV « SIGNIFICANULY DIFFERENT FRON 1 AT 1 PER CENT LEVEL
@ CORBINED WUV . SEGRIFICANTLY DIFFERENT FROm PRIOR WEIGHT AV 1 PER CENT LEVEL
SOBRCE OF SUM OF OGRS .OF REAN
VARIANCE SQUARES FREEDON SQUARE ¥
REGRESSION o594 6e 099 6.580000
ERROR -888 59 <018
SOTAL 1482 8S.
oee RESIDUAL TRADING DAV VARIAVION PRESENT AV THME 1 PER CENV LEVEL
STANDARD ERRORS OF TRADING DAY ADJUSTNENT FACTORS DERIVED FROR REGRESSION COEFFICIENTS
39-PAY AONTNS~ 13
30-0AF ROVTNS~ 12
29-DAY NOBTNS- 13
28~9AV N0CTRS~ «00
REVAIL SALES UsSe TOTAL, ALL STORES
C18. TRADING-DAY ADJUSTVIENT FACTORS FRON COMDINED DAILY WEIGMTS
Co8A. CORDENED ODALILY WEIGHTS ~ NONW TUE [11] THuR FRI SAT F{1]
1.002 1.008 <930 1.J83 1.469 1.043 o467
CIBDe CORBINED TRADING-DAT ADJUSTRENT FALCTORS 4ITN LENGUN OF RINYN ABJUSTRENT
TEAR Man FEI RAR APR RAY N sJuL AUS SEP ocr nov DEC AVGE
1964 1002 92.0 101.9 100.2 100.1 P8.6 101.8 101.6 100.4 100.2 9.4 103.8 99.9
1114 100 .1 P2.0 1035.4 97.0 1016 13%.4 100.2 $01.9 100.2 100.1 98.6 101.8 99.8
1968 101S5 ?S5.5 101.8 98.6 103.4 97.0 101.6 103 .8 96.8 101.9 100.2 100.1 100.2
1969 103 A4 92.0 100.2 98,4 108.83 96.8 101.9 101.3 98.6 10344 97.0 1016 99,9
1979 1038 92.0 1001 98.6 101.3 98.8 1234 100.2 98.4 103.8 96.8 101.9 100.0
(1241 101 .8 92.0 101.6 100.4 100.2 8.4 103.8 100.1 98.6 101.8 98.6 103.4 100.1
1072 1002 95.3 103.4 7.0 10%.6 130.4 100.2 101.9 100.2 1001 8.6 101.8 100.1
1973 10148 92.0 103.8 96.8 101.9 100.2 190.1 103.4 97.0 101.6 100.4 100.2 99,9
1974 19120 92.0 101.8 98.6 10344 7.0 108.8 103.8 9600 101.9 100.2 100.1 99.9
[ 24] 103 4 92.0 100.2 98. 4 103.8 96,8 100.9 101.8 98.6 10344 97.0 101.6 99.9
TABLE TOTAL- 11996.5
CIBC. COMSINED TRADING-DAT ADJUSINENT FACTORS, ONE YEAR ANEAD
VEAR nn FE? LY ] APR RAY 111} ML AUS SEP ocr “ov DEC AVGE
176 123 .8 93.5 101.6 100.4 100.2 98.4 103.8 100.1 98.6 101.8 986 103.4 100.4
: REVAIL SALES VeSe TOTAL, ALL STORES
' civ. ADJUSTVED® DRIGIVAL SERIES
SADJUSTEDN BVewoPRIOR MONTNLY ADSUSTRENT FACTORS
CADJIUSTED BTecclRADING-DAT ADSUS TRENT FACTORS FROR COROINED DAILY WEIGHTS
VEAR 111 FE3 e APR AAY aun JulL AUS SEP ocy nov DEC TOTAL
1968 21960, 23060, 24286. 2547D0. 24759e 26379. 24879. 250D6. 24B07. 25948. 26842. 3098S. 304354,
1967 22091, 23485, 24B6P. 25935, 26199. 27605, 25956. 25771. 26257, 26236. 27816. 32299, 314921,
1968 235897. 23383. 266861. 2810t. 2845S5. 299701. 2B281. 28499. 28218. 29144. 30400, 34338, 341183,
19469 256643. 27357« 28160, 29816. 20175. 31147. 29031. 29378, 29884. 30244. 31482. 36007, 358125,
. 1978 26666 2B382. 29417. 30906. 3165¢. 32B817. 31067. 31386. 31286. 31893, 32287. 37917, 375458.
. 1 28361. 30354. 31603. 33819, 34915Se 3562). 33296, 33857. 3452h. 335036, 36615. 41068. 408276,
1972 30529. 3251%. 34970. 363552. 37548. 38585, 36870, 37271. 37641, 38966. 60450. 46072, 447770,
1973 35089. 38J22. 39751, 42071 . 42387. @348). 61613, 615650. 42258, 43013. 44488, 49579, 503483,
1974 37212. 3986). 41987. 44827, 4S473. 47045. 45280. 46563. 43344 45082, 46329. 52086 S37874.
1973 39964, 43267« 44808, 46684. 4P329. S5J864. 4PDBS. 49813. 49120, 50319. 52221, S59S76. 584643,
APSE 29167, 31163, 32647. 34418, 35008. 3033t. 34537. 34900. 34nvd>. 35648. 36893. 41993,
TAGLE TOTAL~- 4178055, NEAN-  3482), STDe DEVIATION- 8310.
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Table A-1—THE X-11 SEASONAL ADJUSTMENT PROGRAM OF THE BUREAU OF THE CENSUS--Continued

RETAIL SALES UeSe TOTAL, ALL STORES
B11. FINAL SEASONALLY RDJUSTED SERIES

FEAR AN FE)I BAR APR RAY Jun L AUS SEP 144 nov DEC TOTAL
1966 23253, 25043. 25280. 25456. 24579, 2507%. 25227. 25450. 25229. 25857. 25822. 26016. 304288,
1967 25828, 25497, 25913, 25871. 25927. 26235. 26310. 26193, 26723, 26137, 26773. 2720%5. 3164663,
1068 27219, 2755). 27B2¢. 28D1¢. 2B154. 23503, 28566. 2890¢. 28624. 29031. 29272. 29082. 340843,
1969 29484, 2963). 27439. 29681. 29783. 29641. 29417. 29759. 30072. 30963. 30315. 30606. 358002.
17 30828, 3058). 30778. 3D725. 31149. 31281, 39456, 31781, 31819, S51599. 311¢1. 32383, 375217.
(124 32629, 32823. 33038. 33542. 383527. 33972. 33439, 34242, 34875. 348a9. 35339, S85262. $0776%.
1124 35188. 35152. 36552, Y6173. 36863. 36879, 37185. 3761¢. 37798. 38781. 390B4. 39846, 447113,
1973 00605, 41101, 41495, 41580, 41501, 1586, 41833, 41956, 42578. 42733. 42932. 43169, 503070,
174 630260 03135, 43798, 64247. 04004. 449P3. 45491, G6TD7, 45T718. 43522. 447B2. (5461 537435,
1975 08192, 46321. 457P¢. 46063. 4B822). ¢B533. 49241. 49852. 49520. 49985. 50431. 52033, 5837124

AUGE $3505. 33766. 34097. 34135. 34022. 34671. 34845. 35235. 35276. 35470. 355BP. 38109.
TABLE TOTAL~ 4172111, REAN- 364768, STP. DEVIATION~ T7736.

RETAIL SALES VeSe TOVAL, ALL STORES
812. FINAL TREMD CYCLE - MENOERSON CURVE
9-TERR NOVING AVERAGE SELECTEdD. I/C RATIO IS  ,L7¢

VEAR N FE3 nAR APR RAY 108 JuL AUG SEP ocy NV DEC TOTAL
1066 25194 25173. 25149. 25117. 25102. 25129. 25218. 2537¢. 25561. 25742. 25863. 25908, 304531,
1962 25895. 25857. 25838, 25927. 2603%. 26142. 26255. 26356. 26480. 2656350. 26858. 27074, 315388,
1068 27304s 27542, 27771, 27998. 2B24). 2846). 285483, 28807. 28%922. 29013. 29135. 29273. 3641114,
1069 29399, 29507. 29604. 29661. 2P673. 29591. 29735. 29B82¢. 29989, 30189. 3037S. 30530. 358174
1970 350626. 3068%5. 30753, 30871. 33064, 31297. 314692. 31591. 31644 31755. 31967. 32260. 3764006,
171 32589, 32875. 33130. 53397, 33653, 33393, 34135. 34408. 34706. 34953. 35122. 35226. ¢o8p87.
172 35386, 3555%. 35886. 36270. 3663¢. 36925. 37210. 37548. 37990. 38555. 39202. 39893. 447006
1073 40556. 41078, 41407. 41537, 41568, 61631, 41809, 42099. 42439, 42741, 42922. 43004, 302789.
107¢ 03111 43343. 43697. 64149, 04617, 65354, 5368, 655832, 45613. 45535. 45552, 45752. 537351.
1073 66093, ¢6525. 46984. 47464, 4&B037. 4B659. 4P174. 49513, 4978Y. S50076. 50429. 50810. 583546.

AVGE 33690. '3381¢. 34026, 34239, 34462. 34685, 34904, 35110. 35313. 35521. 35742. 35973.
FABLE TOTAL- 4173989, REAU~ 34733, STde DEVIATION- 7705.

RETALIL SALES UeSe TOTAL, ALL STORES
F 2. SUNRARY REASURES
AVERAGE PER CENT CHANGE JITNOUT REGARD TO SIGN OVER INBICATED SPAN

SPAN
i At " 13 012 ") A2 €18 F1 &1 E2 E3
nONTHS 0 (43 1 c H L4 s neo RQ0.0 ROD.CX MODLI
1 T.37 1.05 <83 e8] 5.51 15 .20 76 Te15 <80 51
2 .42 1.52 «80 1.21 .97 olé .19 1.42 9.50 1.31 48
3 10.57 2.08 «70 1.82 9.24 1} 3.15 1.99 10.56 1.88 37
4 10.%7 2.62 72 2.48 8.86 o1 3.62 2a5¢ 10.32 247 otb
S .44 3.7 «68 3.8 T.68 13 2.64 311 9.23 3.09 b1
6 10.0) Se7¢ 68 3.7 6.07 15 .10 3.73 9.81 .71 ot
7 11.08 637 71 o34 7.5% «16 3.02 37 10.96 4e34 «43
9 12.5% 5463 87 5061 9.64 o14 296 5.62 12.55 563 obd
11 10.78 691 N} ] 5.89 649 .16 (3 1) 6.89 10.54 8.90 «37
12 7.6) 7 .55 78 753 13 «08 1.32 T.5¢ T.56 754 48
RELATIVE CONTRIBUTIONS DF COAPONENTS TO VARIANCE IN ORIGINAL SERIES
SP AN
im [} ] M2 »10 (1 c1s RATIO
RONTHS 1 [ H [ 4 Tos TOTAL x100)
1 1.2 o7 61.93 35 3691 100.00 9038
2 -84 1.9¢ 83.81 13 13.38 100.00 84.18
3 ob? 3.3¢4 86.16 1 9.97 120.00 88.75
4 54 6405 82.0¢ Y H 13.35% 133.00 91.08
S 33 12.35 77.89 «J2 9.21 13%.00 85.12
[} 53 2D.16 See34 «0¢ 26.78 130.00 67.77
14 53 21.95 66.78 J2 10.67 103.00 69.82
9 34 23 .58 69.52 <01 6.55 120.00 B4.70
11 37 64.29 39.30 «J2 16.02 100.00 92.9¢
12 1.08 9599 03 01 2.9¢ 100.00 102.25
AVERAGE DURATLIOS OF RUN c1 1 4 L14]

2.59 153 19.83 72
IFC RAT IO FOR MINTHS SPAN
1 3 ¢ 5 6 ? ) 9 10 " 12
1.32 N1 38 32 22 13 16 14 12 11 «09 10
RONTHS FOR CYCLICAL OORIMANCE ?

AVERAGE PER CENV CHANGE wITN REGARD TO SISN AND STANDARD DEVIATION OVER INDICATED SPAN

SP AR At [ 1} ] 012 210 [ 13) F1
1 3. ] (] 1 £ S c1 14
LILR:H] AV3E Sebe AV GE Sebe AVGE Sebo AVSE Sede AVEE Sede AVGE Sebe
1 143 10.43 02 139 59 -39 b3 8.63 62 1.21 Y1) «72
2 2.39 12.12 - 03 1.1) 119 4] A7 10.08 1.22 1eb5 1.21 1.18
3 3.)8 12.96 -2 1.09 1.80 1.8 98 10.95 1.83 1.7 1.82 AR T )
3 5.58 12.711 -0 1.02 .42 1.37 90 10.47 2.43 1.91 2at¢ 1.67
S el b 1169 «03 98 5.06 151 -85 10.06 3.09 206 3.09 1.85
é (X344 11.41 -C3 99 3.70 $e82 «61 7468 3.73 .22 3.73 2.03
14 545 11.61 «03 1.02 te34 201 1) 953 437 240 [ X314 224
9 7.33 13.83 02 34 5.61 .58 1.08 11.45 5.63 2.67 5.62 .52
11 7?3 13.50 » 02 9) .89 274 -85 11.38 6.91 3.02 6.89 2.09
12 Te57 3.81 .02 1.07 7.53 2.720 01 18 7.55% 3.25 T.54 3.07
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Table A-1-THE X-11 SEASONAL ADJUSTMENT PROGRAM OF THE BUREAU OF THE CENSUS—Continued

RETAIL SALES UeSe TOTAL, ALL STORES

913, FINAL IRREGULAR SERIES
VEAR Y] FE3 nar aAPR Ay N JuL AUS SEP ocr NOV DEC Sbe
1066 102 P9.5 1005 101.3  97.9 99.8 122.0 100.3 98.7 10044 99.8  100.4 .9
167 T 98.6  102.2 99.8  99.8 133.4 132.2 99.6  100.9 98.1 9.7 100.5 o8
1968 997 100.0 100.2 100.1 99.7  133.1 100.f 100.3 99.0 100.1  100.5 99.3 ot
1969 1303  100.4 99.4 100.1 100.4 99.8 98.9 99.8  100.3 99.9 99.8 120.3 o
1970 1900 1300 1001 99.5 103.3 P9.9 99.9 100.6 99.9 99.5 97.4 1004 o8
1 100 o 99.8 99.7 100.4  99.6 103.2 98.5 99.5  100.5 99.8  100.6 100.9 S
1972 99 .8 98.9  101.9 99.7 1036 99.9 99.9  100.2 99.5  100.6 9.7 99.9 o7
1973 1904  100.1  103.2 100.1 97.8 99.9 1031 99.7 100.3 100.0 100.0 100.% o2
1974 993 99.5 100.2 100.2 99.7 ?9.9  100e3 10247 100.2 100.0 98.3 9944 1.0 L
1975 1202  120.6 99.6 97.0 103.4 99.8 103.1 100.7 995 99.8  100.0 102.4 1.2 4
S.0. 2 o7 o7 1.1 o7 .2 b o9 o7 o7 1.0 .9 |
TABLE TOTAL= 11992.6 REAN- 99.9 STO. DEVIATION- o7 i
1966 193.1 100.1 .
1987 100.0 100.0
1968 190.3 100.3
1089 100.0 100.0
1970 109.1 100.1
1 100.3 100.3
172 100.3 100.3 '
173 100.0 100.0 !
1974 100.1 100.1
1075 100.1 100.1
KEVKIL SWLES  0.5. YOTAL, ALL STORES
E 5. NONUN-TO-AONTE CHANGES 1N ORIGINAL SERIES
TEAR NN FE? RAR APR [ 114 Jun JuL AUS SEP [ 144 v DEC AVGE
1086 oecenws -3.7 1.7 3.2 =2.8 9 =248 3 ~1.9 het 1.3 2244 3.8
1987 =30 . 4ot 19.1 -2.3 8.0 P e 1.0 o2 -e2 42 2044 1.0
1958 269 o7 1.8 2.1 8.2 -1.3 -1t 3.1 -8.1 9.0 2.4 13.3 o9
1969 23 ~Sa1 12.6 5.1 7.2 -3.7 -1.9 1.4 -2.8 7.2 2.6 2044 1.1
e -24 8 ~Seb 12,9 3.4 S.8 ot -7 -2 o4 -1.7 (S -$.2 2601 1.1
171 25 .5 -3.2 16.9 Se8 o7 2.4 1.4 ~2.1 .8 teb 1.0 18.2 1.4
111 -28 o1 1.3 16.9 2.3 7.8 1.5 ~4ab 2.8 -1.2 4.0 2.0 18.4 1.5
1973 239 -2e2 18.1 -1.5 el .9 44 3.5 -5.1 6ed 1.9 11.9 1.0
tore 239  -3.3 1645 3.5 6.4 -3.0 o9 Se2 -9.6 6.8 -9 12.7 o
1078 204 -3.7 12.9 21 1.6 “4e2 2.0 1.3 -4 7.8 2.9 201 1.8
AUGE 252 ~2.9 15.2 1.7 5.5 o2 -2.0 Teb -3.4 S.7 o1 18.2
TABLE TOFAL- 170.6
REVAIL 3aLES UeSe FTOTAL, ALL STORES
E Bo NONEN-TO-RONTN CWAWGES IN FINAL SEASONALLT ADJUSTED SEREES (011,)
TEAR AN FEd AAR APR AAY 0% JUL AUE SEP [ 144 nov DEC AVEE
1066 ecennen -8 N o7 =344 2.0 '3 o9 - 2e5 P | o8 <3
1987 - -1.3 1.6 -2 ot 1.0 o3 -t 2.0 2.2 244 1.6 ot
1988 0 1.2 1.0 o7 oS 1.2 o 8 -1.0 1.4 .8 -t b
1989 14 5 -e? .8 ot -5 -8 1.2 1.1 o3 oS 1.0 o4
179 ol o2 o3 o2 1.6 ot o6 1.0 -5 -ot 1.4 4.0 oS
1n o . o7 1.5 -2 1.3 -1.0 1.8 1.8 -0 1.3 -2 o7
1972 -2 -t ] -1.0 1.9 ) .8 1.2 .5 246 .8 1.9 1.0
1973 1 1.2 1.0 .2 -2 .2 o6 3 1.5 ot oS Y3 o?
174 -a3 .3 1.5 1.0 oS 1.2 1.1 2.9 -2.3 -t 1.6 1.5 -4
178 14 1.4 -1 1.6 Ca? o7 1.4 1.2 ~o7 o9 .9 3.2 1.1
ATGE o5 o3 1.0 ) ot .8 o 1.1 o2 5 . 14
TABLE TOTAL~ 73.4
RETAIL SALES UeSe TOTALe ALL STORES
o20. FIRAL CORB INED FACTORS
CSEASONALS CONBINED oITN FINAL TRAODING-DAY AND/OR PRIOR HILIDAY FACTORS) 311
VEAR 1} FE) AR APR L 1Y} Jue JUL 1] SEP 14§ L1 DEC AVGE
1986 872 8606 97.8 100.3 1009 1335.7 100.¢ 99.8 98.8  100.6  102.0 123.9 100.0
1987 872 84.7 99.3 97.2 102.5 10S.6 98.9 100.3 98.5 100.5 102.2 121.1 99.8
1958 885 58,1 97.5 98.9  106eS  131.9  132.3  102.5 95.2 102.3  103.9 118.S 100.2
1969 90 .0 34.9 96.2 98.4 135.1  131.7 102.6 100.% 97.3 103.7 100.5 119.8 99.9
1970 90 .3 85.1 95.7 99.1  103.4 133.4 102.2 98.7 97.6 104:1  100.2 119.6 100.0
171 88 S $5.1 97.2 101.3 102.0 133.1  102.8 93.8 97.8 102.2  101.9 120.7 100.1
1972 870 18,2 99.1 97.8 103.5  105.) 99.4 10140 99.3  100.6  101.8 118.0 100.9
1973 88 o 5.1 99.6 97.8 106.0  104.8 99.6 102.8 96.1  102.3  103.8  115.6 100.0
1974 T 15.0 97.5 99.9 105.8 191.4 101.2 103.5 95.8 102.7  103.5 114.9 99.9
1975 89 o6 85.0 96.0 996 108.2 131.1  101.6 101.6 97.5 104et  100.2 11646 99.9
TABLE TOTAL- 11998.3 REAN-  100.0 STP. DEVIATION- 5.0
P20A. COMBINED FACTORS, ONE VEAR AKEAD
VEAR AN FEI nAR APR 1} Jun JuUL AVG SEP ocr nov DEC AVGE
1976 392 3644 97.6  101.6 1023 1)2.7 193.5 994 98.0 102.5  101.7 118.6 100.3
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Table A-1—THE X-11 SEASONAL ADJUSTMENT PROGRAM OF THE BUREAU OF THE CENSUS—Continued

REVAIL SALES UeSe TOTAL, ALL STORES

® B FINAL UNWODIFIED SI RATIOS :
VEAR AN FE) nAR APR [ 134 Jun JuL AUG SEP 144 NOV DEC AVGE

1966 872 91.5 96.5 11,4 98.7 134.9 93.5 98.4 97.0 120.9 103.9 119.7 99.9
1967 36 .9 90.8 961 1000 13J).6 135.5 98.8 97.7 99.1 98.5 103.7 119.4 99.8
1968 56 .8 92.2 95.9 100.3 103.7 135.3 98.7 98.9 97.5 130.4 1064 117.4 99.9
1969 173 92.3 95.2 100.5 101.7 194.9 97.6 93.5 99.0 120.2 103.7 118.0 99.9
1970 87 .2 P2.5 95.6 1001 121.9 134,9 93.7 99.3 98.8 99.7 101.0 117.6 99.8
tn 87 . 2.5 95.5 1073  101.4 135.0 P7.4 98.3 99.4 100.2 104.3 116.6 99.9
"2 86 4 91.5 97.5 100.9 102.5 1344 99.0 99.1 98.5 101.0 103.2 115.5 100.0
1973 56 .48 2.7 96.1 101.4 10%1.9 13404 Poed 93.9 99.6 130.7 103.6 115.2 100.1
1 324} 86 &2 91.9 96.0 121.6 12.) 134.6 9.9 102.3 99.5 100.8 101.6 113.6 100.0
1975 36 o4 92.8 95.3 98.4 102.9 134.3 103.0 100.3 98.8 100.5 103.5 117.2 100.0
AVGE 36 .3 92.1 9640 100. 6 1014 134.28 93.3 99.2 98.7 100.3 103.3 117.0

TABLE TOTAL- 11990.3
STABLE SEASONALXTY TESY

SUR OF DERS.OF REAN
SQUARES FREEDOR SQUARE F
BEVWEEN NONTNS 5823.156 1 529.378 528.3840¢
RESLDUAL 138.233 108 1.002
TOTAL 5931.359 119

®aSTABLE SEASORALITY PRESENT AV THE 1 PER CENT LEVEL

RETAIL SALES UeSe TOTAL, ALL STORES

D 7= FEMAL REPUACERENT VAL®ES FOR EXLTYREME SI RATIOS °
YEAR AN FE3 RAR APR 1Y) Jun - UL AUG SEP Nov DEC AVGE
1966 a0 sae s Sasacde anssRca 100.0 1008 ®oseene sasasss sensane 97.8 cesatae Qamests (221311214
1967 SRSRSE S AafERtat HRCERAR GGSARAESN ' e asane

1968 ssee asaenae . aeaes
1969 ern 9856 o4 st0ae
1970 see (I XTY] 103.4
1971 esee sonence 98.8 103.9
972 92.5 95.8 cedstan 20000t e G000 NRS asstane 98.5 ®cennse ssceven Seabsas senNNSEd
"" sadbedy FCaReR A abebtas SRR RRS RR0OREE QRARRES S00RWASL SAGAREE S0 400G, gAntdoe [TXIXI3 T
1974 seansee f00cate SRE0NRE SOREREN SROCONS 90.6 #scacees Reasole 103.3 113.8 thaoseone
1975 SRSRE O 28RN CAN BB OBRN 101.1 102.,9 otesnece tonenee 1002 s00cees Cootbten Ghetadse 114.8 seatssse

D 9Ae VEAR TO VEAR CHANGE IN IRREGULAR AND SEASONAL CONPONENTS AND ROVING SEASONALITY QATIO

1Y) FE3 LLY] APR any 1l L AUS SEP ocY nov DEC
1 o425 436 «380 <370 b6 o282 149 o759 « 731 «362 o425 611
1 07 072 «065 126 1561 «082 113 128 <104 <067 <056 «383
RAFLO $.62 Ses?7 5.39 2.93 2.77 .19 1.31 S92 7.03 5.43 7.56 1.59

RETAXIL SALES UeSe TOTAL, ALL STORES
000, FINAL SEASONAL FACTORS

FEAR AN FE3 LY} APR RAY Jun JuL AUS SEP ocr nov PEC AVEE
1966 870 92.0 96.0 100.1 10J.8 135.2 98.5 98.3 98.3 100.4 103.9 119.1 100.0
1047 87 .t 2.1 96.0 100.2 10).9 1)5.2 98.7 98.4 98.3 100.4 103.% 118.7 100.0
1968 87 & 92.2 95.8 100.3 10%.1 135.1 98.7 98.6 98.0 130.4 103.9 118.1 100-0
1969 87.0 92.3 95.7 100.4 101.3 105,.1 98.7 98 .7 98.7 100.3 103.8 117.7 100.0
1970 870 P2.5 95.6 100.6 101.6 13409 98.8 9.8 98.9 130.3 103.7 117.1 100.0
[ R24) L1 2.5 95.7 109.8 101.8 134.8 99.0 98.9 99.0 130.4 103.6 t16.5 100.0
172 86 8 92.5 95.7 101.0 101.9 1)4.6 99.2 99 .1 99.1 100.5 103.5 115.6 100.0
1973 86 7 92.3 5.8 101.2 102.1% 12406 99.5 99 .3 99.2 100.7 103.6 114.9 100.0
1974 356 5 2.4 95.8 101.3 132.3 134.5 99.6 99.5 99.2 120.8 103.5 114.6 100.0
1975 86 .S 92.4 95.8 t01.3 102.3 1404 99.7 9.5 99.2 100.7 103.5 1145 100.0
TABLE TOTAL- 11997.8 MEAR~-  1203.0 STP. DEVIATION- 6.9
PIOA. SEASONAL FACTORS, ONE TEAR AHEAD
VEAR AN FE3 nAR APR LL) ] U JuL AV SEP ocY NOV DEC AVGE
1976 865 9244 95.8 t01.3 102.3 136e4 9.7 99.5 99.2 100.7 103.4 114.4 100.0
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COMMENTS ON “AN OVERVIEW OF THE
OBJECTIVES AND FRAMEWORK OF SEASONAL
ADJUSTMENT”

BY SHIRLEY KALLEK

Gary Fromm
National Bureau of Economic Research

Stanford Research Institute

INTRODUCTION

The paper by Shirley Kallek provides an informa-
tive and useful, though abbreviated, summary of the
history of seasonal adjustment at the Bureau of the
Census and some of the problems encountered in ap-
plication of its techniques. The use of the Census X-11
program in the United States has mushroomed, until
today it is utilized for virtually all seasonally adjusted
series published by the Federal government and also
is widely applied in the private sector. As such, its
procedures deserve careful scrutiny to determine
whether they are the best available or whether im-
provements are in order in light of new developments
in statistical theory and methodology, in the structure
and functioning of the processes generating the data
being adjusted and analyzed, and in difficulties ex-
perienced when the standard tools are applied. Cer-
tainly, recent events with seasonally adjusted unem-
ployment statistics, as well as past observations of
negative serial correlation in initial reports of these
figures, gives little reason to be complacent with X-11
and leads to the suspicion that at least certain aspects
of this routine require fundamental modification.

Before turning to the specific problems raised in
Kallek’s paper, some general considerations should be
borne in mind. To begin with, it should be emphasized
that the total variation in a series is of interest and not
just that part which remains after removal of so-called
seasonality. The wife of a construction worker who
goes to the supermarket in the winter when food prices
seasonally are high does not have the option of paying
a seasonally adjusted lower price with a seasonally
adjusted higher income. Her behavior and purchases
largely will be conditioned by the prices she actually
confronts and by the money in her purse and rela-
tively much less by actual last or next summer’s ex-
pected prices and income. By the same token, it does
not help workers seeking jobs to tell them that sea-
sonally adjusted they are employed.
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Clearly, expectations about possible future events in-
fluence behavior and decisions of economic agents to
make purchases, extend credit, undertake production,
and so forth. Those expectations to a degree depend
on extensions of past regularities of seasonal fluctua-
tions. But, uncertainty about the seasonal often may
be as great, if not greater, than uncertainty about the
trend, cycle, or other systematic influences and can
have substantial impacts on the actions of the agents.
This should be taken into account in analyzing ob-
served events and data.

It should be remembered that the separation of the
total variation of a time series into seasonal and other
components is done to permit identification of under-
lying patterns and causal relationships and to lower
the possibility of being misled by spurious correlations
resulting from systematic and independent seasonal in-
fluences. Seasonal components, however, cannot be ob-
served directly and their removal is, to a large extent,
arbitrary. One can remove too much or too little,
thereby creating additional observation noise or error.
This can lead to biased and inconsistent estimates of
parameters of equations and models, and to incorrect
prescriptions for business and government policies.

An alternative procedure is to allow for interactions
between seasonal and other components by specifying
models that simultaneously account for the total varia-
tion of sets of series. As part of this process, seasonal
patterns would be allowed for by a combination of
systematic deterministic and stochastic factors.
Weather, trading days, holidays, model-year introduc-
tion dates, standard shutdown periods, and other insti-
tutional constraints on within-year activity patterns
would be included among the deterministic elements.
While the explanatory power of the latter may be low,
it is better to account for them explicitly rather than
by mechanical smoothing of unadjusted data, as is the
case where ARIMA methods solely are used.

In X-11, first, outlier due to strikes or other (some-

times unknown) causes are replaced in the nonadjusted
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data by smoothing across the periods of discontinuity
(these may include periods of build-up and catch-up).
A preliminary trend cycle next is computed (via a
2-term average of a 12-term moving average in the case
of monthly data) and removed from the strike-adjusted
original data. Thus, initial seasonal factors are cal-
culated and applied to the trend-cycle adjusted data.
The newly computed series is used to compute holiday-
adjustment factors. These are then applied to the orig-
inal outlier-adjusted series and another modified series
is calculated. This modified series is adjusted for trad-
ing days to obtain a prior adjusted original series. The
trend cycle is calculated once again and removed from
the latter, leaving a series of seasonal-irregular (SI)
ratios. These are utilized to obtain an estimate of the
irregular or unexplained variation, which is employed
to detect outliers and modify a-proximate extreme SI
ratios. Finally, an estimate of seasonal factors is made
from the modified SI ratios. These are combined with
the trading-day and holiday factors to obtain final
adjustment factors; these then are applied to the orig-
inal data (including observations affected by strikes)
to obtain the final adjusted series.

It is clear that the X~11 procedure is both complex
and arbitrary. Analysts applying the routine have
many options for smoothing the data at each stage and
easily may make inappropriate choices. When not
overridden, standard values for options are preset.
These default conditions, which often are used rou-
tinely, may be valid for many series, but not for others.
Another troublesome aspect of X-11 is the iterative
sequential nature of the procedure. Too much or too
little variance may be removed at each stage of the
adjustment process. The prefilter steps with the goal
“as much irregularity is removed before computing
the trend-cycle estimate” may be particularly egre-
gious. Step-wise variance reduction which ignores
covariances may be as fallacious in X-11 as it is in
regression procedures wherein variables are selected
and parameters are estimated seriatim.

Another weakness of X-11 is that seasonal adjust-
ment assumes that underlying data are generated either
by a multiplicative or an additive process. That is,
using Kallek’s notation-

O0=8XCXTDXI  Multiplicative
or

0=8+C+TD+I1  Additive
where

O = original series

§=seasonal component

C =trend-cycle component
TD = trading-day component

I'=irregular and other (holiday, strikes, etc.) com-
ponents
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In theory, there is little reason why the true generating
process should take either of these forms. It could just
as well be a combination of linear and additive or be
of a more complex nonlinear type. The Census Bureau
has found that the multicaptive model seems to be
superior to the additive model when judged by var-
iances of seasonal and irregular components. However,
even with only this criterion, it is likely that a com-
bined linear-additive model would yield superior
results.

AGGREGATION

Turning now to particular problems, that of ag-
gregation has a number of different aspects. A question
often raised is whether it is better to adjust aggregates
of series directly for seasonality or to adjust each of
the components and derive the seasonally adjusted total
by addition (weighted as appropriate in the case of
price and other indexes). With a nonlinear seasonal
adjustment procedure such as X-11, only by happen-
stance will direct seasonal adjustment of total series
yield the same answer as unconstrained combination of
seasonally adjusted components. From the standpoint
of interpretation and to limit public misunderstanding
of seasonally adjusted data. combinations of com-
ponents and aggregates should be constrained to be
consistent.

There are two aspects here. First, there are technical
aggregation conditions. These pertain to series with
unrelated, independent components. For instance, sea-
sonally adjusted housing starts by region should sum
to aggregate U.S. total starts. While there may be
some interaction in starts activity between regions, in
the short run (within one year) these largely are in-
dependent and the imposition of a sum preservation
constraint is unlikely to cause appreciable distortion in
within-year and interregional patterns of seasonally
adjusted data. The problem can be stated as— sea-
sonally adjust each of a set of series x; and their sum,
y=3z; such that the sum of the seasonally adjusted
components equals the seasonally adjusted sum y®=3z%.
The current Census procedure is to either sum the sea-
sonally adjusted components and treat this as the sea-
sonally adjusted aggregate or separately to seasonally
adjust components and the unadjusted aggregate. The
latter method easily may yield positive or negative
residuals between the sum of adjusted components and
the adjusted aggregate. Joint estimation constraining
these residuals to zero would seem preferable. The ef-
fect of imposing this constraint would be to produce
summary measures of irregulars and seasonally ad-
justed data with variances that lic between those of

- totals directly adjusted and those obtained from sum-

ming adjusted components.
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In some quarters, including the Census Bureau, great
store appears to be placed on minimizing average
month-to-month changes in seasonal adjustment fac-
tors and in estimated irregular components of the data.
However, there appears to be little basis in theory why
this criterion should yield seasonally adjusted data
which correspond more nearly to true values of such
data than criteria which, in essence, do not entail
variance minimization. The analogy of ordinary least
squares (OLS) and simultaneous equation estimation
here is applicable. While an OLS estimator may have
minimum variance, in many cases it may be biased
and inconsistent.

Emphasis on the part of users of X-11 in lowering
month-to-month variances perhaps is understandable
in light of the characteristic of that routine to produce
monthly seasonal factors which exhibit negative serial
correlation properties. The desire to reduce such cor-
relation is reasonable in light of inertial and adjust-
ment lags which underlie most economic processes.
Such lags, in the absence of institutional characteris-
tics such as holidays, vacation shutdowns, model
changeovers, and so forth, generally would cause sea-
sonal factors to change smoothly from period to period
rather than in zig-zag patterns. However, X-11 users
who seek to reduce this difficulty in the selection of ag-
gregation alternatives may be causing other problems
in their seasonal adjustment of data.

Similar considerations pertain to the second aspect
of aggregation, that of casual interactions and identi-
ties which relate sets of economic time series. Kallek
cites the case of shipments, new orders, and unfilled
orders in which the Census Bureau obtains seasonally
adjusted new orders as the sum of seasonally adjusted
shipments and the difference in the stocks of sea-
sonally adjusted unfilled orders. Again, as above, all
three series can be adjusted simultaneously subject to
the constraint that an identity be satisfied exactly. An-
other data set which could be so treated is that for
shipments, production, and inventories. Because ship-
ments appear in both sets of data, different seasonal
adjustment factors could be obtained if they were cal-
culated separately. Therefore, all five series probably
should be adjusted simultaneously, subject to both
identities.

It is true that there is a danger that with use of
this procedure that distortions could be caused in the
seasonally adjusted data leading to biases and incon-
sistency in estimated behavioral characteristics and
other relationships utilizing these data. Nevertheless,
this risk may be less than that of applying the assump-
tion now inbedded in X-11 that seasonals are stochas-
tically and deterministically independent in economic
time series that otherwise are interrelated.

SECTION I
TRADING-DAY FACTORS

Blind adherence to independence assumptions can
cause spurious and erroneous adjustments in a variety
of other areas. Kallek gives a few examples in the case
of trading-day factors, which in X~11 are assumed to
be independent of when a day occurs in a month. To
the extent that there is knowledge of intramonth or
quarter patterns of activity, such information should
be used in making trading-day adjustments. These ad-
justments also might be varied by taking account of
patterns of within-year movement. Again, it should be
clear that there may be significant advantages to pro-
cedures which simultaneously, rather than sequenti-
ally, adjust for trading-day and seasonal variation.
In so doing, allowances should be made for discon-
tinuities in coefficients, as would occur when there are
substantial shifts in institutional characteristics such
as relaxation or elimination of legally prescribed non-
trading days. Bayesian approaches to this problem
may be helpful.

TERMINAL PERIODS AND PROJECTED
FACTORS

Another area where application of more advanced
techniques could be highly beneficial is that of obtain-
ing seasonal factors for terminal periods and for
periods beyond those for which actual observations are
available. The X-11 routine uses centered moving aver-
ages of data in the allocation of variances to different.
components of original series. Thus, at endpoints,
extrapolations of data are needed to carry the moving
averages to the limit of actual observations. Currently,
X-11 uses naive projections of the initial and last few
years of data at the terminal dates for this purpose.
Thus, estimates of seasonal factors in the last few
years beyond the initial observation and prior to the
final observation of a series are subject to extreme
variability arising from undue weight accorded the
data in that same interval, Tables of X-11 seasonal
factors for farm machinery and internal combustion
engines presented by Kallek amply illustrate the in-
stability in seasonals arising from use of this naive
method. To some degree this is due to the treatment
of extreme values which may or may not be removed
from the calculations. But, the patterns revealed in
Kallek’s tables are too consistent to assign primary
responsibility for the instability to this source. For
instance, in the case of farm machinery, January-April
seasonal factors calculated with data five years beyond
dates during 1966-71, with the exception of data for
one month, all are lower and for some other months
all are higher than those initially estimated.

The answer to reducing the severity of endpoint
problems probably lies in more systematic and longer-
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term extrapolation of observed data using ARIMA
techniques. ARIMA projections for 5 years beyond
the sample period could be prepared annually and
used in the calculation not only. of past seasonal factors,
but of seasonal factors for a year ahead. This would
obviate the need for direct projection of seasonal fac-
tors, or use of factors from the preceding year or an
average of the past 2 years, as the basis for seasonal
adjustment of current data.

Nevertheless, while use of ARIMA methods may be
beneficial, it is no. panacea. ARIMA coefficients and
extrapolations can be highly sensitive to extreme and
endpoint values, to the degrees of assumed polynomials,
and to the length of time period over which the esti-
mates are made. Experimentation is necessary to de-
termine the variability of endpoint and extrapolated
seasonal factors as the ARIMA equations change when
their parameters are altered (as a consequence of shifts
in time periods and degrees of polynomials).

STRIKES AND EXTREME OBSERVATION
PROBLEMS

Adjustments for strikes and other extreme observa-
tions are troublesome because the number of data points
available to prepare statistically reliable estimates are
few or nonexistant. A number of alternatives could be
employed either to modify or replace the extremes.
Classical methods for replacing missing observations
are one possibility.

Another is to infer normal values for the observa-
tions by use of behavioral or ARIMA models. These
could be used in the calculation of seasonal factors and
to obtain normal values of seasonally adjusted observa-
tions during and immediately before and after the ob-
served extremes. The normal values could then be de-
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seasonalized and subtracted from the observed values.
The difference, when added to the normal observation
would then yield an estimate of the seasonally ad-
justed observation including an allowance for strikes,
other extremes, and irregular elements.

CONCLUDING COMMENTS

In closing her paper, Kallek correctly emphasizes the
need to reexamine the rationale and objectives of sea-
sonal adjustment. She states that “one attempts to re-
move as much of the fluctuation (of seasonal and ir-
regular components) which obscures the trend-cycle
component of a series.” Also, it is the objective “to
preserve the properties of the trend-cycle components
to the maximum extent possible.” I believe these ob-
jectives, when followed, would tend to yield estimates
of seasonally adjusted data that both mislead the pub-
lic and policymakers and cause difficulties for model-
builders in constructing systems of equations that are
unbiased and consistent. If an unobserved seasonal com-
ponent of a series is to be removed, it should be the
minimum due to systematic calendar (natural and in-
stitutional) influences and not the maximum which
best displays a moving-average trend cycle. The pri-
mary objective of seasonal adjustment should not be
to uncover an unobserved trend cycle, but, rather, to
facilitate the estimation of structural and behavioral
models and to enhance the likelithood of improved pub-
lic and private decisionmaking. Seasonal adjustment
and analysis should be viewed as an integral, and not
prior, step in these processes. This may not be easy to
attain in the short-run, but continuing efforts should
be devoted to those goals. Notwithstanding, my
demurrer on this point, I found Kallek’s paper pro-
vocative, and she is to be thanked for a valuable con-
tribution to this conference.




COMMENTS ON “AN OVERVIEW OF THE OBJECTIVES
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SOME CONCEPTUAL PROBLEMS

In an economy with seasonal movements that are as
large relative to other movements as they are in the
United States, it is important to do as well as pos-
sible in isolating seasonal factors. Shirley Kallek’s
paper, indeed this whole conference, makes a significant
contribution to our understanding of the issues.

Let us begin by taking up the statement of con-
cepts and goals. Kallek says, . . . seasonality refers
to regular periodic fluctuations which recur every
year with about the same timing and with the same
intensity and which, most importantly, can be meas-
ured and removed from the time series under review.”

This is an acceptable statement, as far as I am con-
cerned, but she continues by stating, “added to this are
those portions of the irregular component which can
be measured and also removed. In other words, one
attempts to remove as much of the fluctuation which
obscures the trend-cycle component of the series.” The
same idea is expressed more directly, where she states,
“our basic goal is to produce an adjusted series which
will most clearly show the trend cycle. . .”

A related point of view can be found in Julius Shis-
kin’s statement in /ESS, “The objective of economic
time series analysis is to separate underlying systematic
movements in such series from irregular fluctuations.”

I take seasonal movements to be one of those sys-
tematic movements, but I think that official statis-
ticians should stick very closely to the objective of
measuring seasonals—not to try to isolate trend cycles.
It is important to eliminate the standard seasonal com-
ponent from published time series, and that is what
the official statistician should try to do. We are having
trouble with our seasonals because they are doing
more—either inadvertently or by intent.

I would go along with adjustments for Easter, trad-
ing days, and similar calendar effects. I would strongly
oppose any adjustments to raw data for strikes,
natural disasters, or general nonrepetitive events.

I find it hard to determine precisely what Kallek’s
view is about the treatment of strikes, but the following
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comments in her paper seem to me to go beyond sea-
sonal measurement and adjustment:

“Prior modifications are made for trading-day and
calendar-month variations, holidays, and strikes.

“While all phases of the adjustment process provide
opportunities for modifying extreme values, the modi-
fication for strikes is unique since it alone directly
modifies seasonally adjusted data.”

“However, some Series, such as the steel industry his-
torically have had periods of prestrike increase buying
followed by either a strike or heavily reduced demand,
both with the same statistical result. . . . Not only is
this a problem in historical identification of seasonality,
but it also presents a problem in the presentation of
seasonally adjusted data during the build-up period
when normal seasonal patterns fail to operate.”

Strikes or natural disturbances are things that con-
found the economic analysis of time series, but they
are not seasonally related and should not be touched
when the data are being adjusted for seasonal varia-
tions. Perhaps if the seasonals were not viewed as
always changing such disturbances would not pose a
seasonal identification problem. Strikes like trends and
cycles are part of the economic process and should
not be isolated unless we want strike-adjusted data. It
is my view that we are concerned primarily with sea-

‘sonally adjusted and not strike-adjusted data; there-

fore, I believe that the present problem is being ap-
proached from the wrong viewpoint.

Trend adjustments, like seasonal adjustment, would
be appropriate by official statisticians provided they
were made by generally approved methods and done on
a uniform basis across series, but the concepts of the
cycle and the random component are so much under de-
bate, requiring such sophisticated measurement tech-
niques that I think that it is highly inappropriate for
official data preparation agencies to try to release reg-
ular statistical series that reflect particular points of
view about the way the economy is structured. It is
entirely appropriate for research institutes and aca-
demic centers to try to distill the trend cycle or to
measure cycles and random components of economic
time series, but such measures should not be permitted
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to cloud the regular publication of official statistics.
That is not to say that government statisticians and
economists should refrain from making special studies
to investigate the various components of economic time
series, but the regularly published economic series
should be adjusted only for seasonal variation, strictly
conceived.

SOME PROBLEMS OF MEASUREMENT

There are three particular problems that are either
explicit or implicit in Kallek’s paper.

1. The iterative application of X-11-
2. Changing seasonals.
3. Treatment of identities.

The main content of X-11 is to use the time-honored
“ratio-to-moving-average” method of computing sea-
sonal adjustment factors. This is an attractive method
because of its simplicity and intuitive appeal. The ob-
jectionable feature is the provision for iteration. After
the ratios by months (weeks, quarters) are averaged
across years, with proper allowance for extremes and
drift, there is a provision for repeating the operations
and iterating. The series that are iterated undoubtedly
contain some error components. The iteration of mov-
ing averages of error is well known to be a method of
generating cyclical movements; thus, there is a danger
of cyclical movements being introduced by the repeated
application of steps in X-11.

Series should be adjusted for trading days, moving
averages computed, ratios-to-moving-average formed,
and averages of ratios obtained. The procedure should
then cease. Further manipulation of data can be dan-
gerous and introduce spurious movements.

There is every reason to believe that seasonal pat-
terns change over time and that the change is gradual.
These ideas would seem to be entirely compatible with
Kallek’s and the prevailing view. But I do not think
that seasonal factors should be successively reevaluated
every week, month, quarter, or year. Are seasonal fac-
tors simply economic variables, or are they parameters?
I take the latter view. Parameters do undergo struc-
tural change; so I would not want to see them esti-
mated and fixed forever, but I deplore the all too fre-
quent changing of seasonal patterns. We do not rebase
index numbers every year; we do it every five, ten, or
twenty years, and the same attitude should be ap-
plied to seasonals.

In pure time series analysis of many of our main
statistical series, we have long observation periods over
many past seasons. We should have good statistical
estimates of the relevant seasonal factors, and there is
no need to argue that every new observation gives us
an opportunity to improve our seasonal estimate.

Shiskin wrote in /ESS about the economic situa-

tion in spring, 1961, “The question was whether the
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recent improvements were larger or smaller than nor-
mal seasonal changes. In forecasting the pattern in the
months ahead, it was crucial to know whether the
economy had entered a new cyclical phase. . .” Con-
sider now, the spring of 1975, where we had exactly
the same kind of problem, and business-cycle students
were all watching carefully the monthly unemploy-
ment statistics for a clue about a new cyclical phase
in & much worse business situation than prevailed in
1961,

After seasonal adjustment, it was announced that
the unemployment rate fell from 9.2 percent (May)
to 8.6 percent (June)—an unusually large drop in this
important statistic, signalling, in part, a new cyclical
phase. Now, any close student of the economy kmnew
that the announced figure was wrong. Unemployment
could not have fallen by that amount. It was totally
counter-intuitive among professional observers. After
the year’s end, seasonals were recalculated, and the new
data showed, after seasonal adjustment, a drop of only
0.2 percentage points. Given the fineness of detail that
is needed to monitor the U.S. economy and recommend
serious policy action, we cannot tolerate such wide
swings in judgment about seasonal factors.

The. prescription is simple: Estimate seasonal fac-
tors without iteration and keep them for ;5 years or
more. From time to time, reevaluate seasonal factors
and make changes where there is clear indication that
patterns have altered. Include only the pure seasonal
element in the seasonal factors.

Identities (or adding-up conditions) hold for pure,
raw, unadjusted data. Should they hold for seasonally
adjusted data? I do not have a clear opinion on this
matter. It would be nice if both adjusted and unad-
justed data satisfied the same identities, but that may
be asking too much. Consider, for example, unemploy-
ment (U), labor force (L), and employment (E). The
1dentity is—

L=E+U

There is no mathematical reason for the adjusted data
to satisfy this identity if all three series are inde-
pendently adjusted for seasonal variation. I do not
find it satisfying to adjust an arbitrary pair and derive
the third, adjusted, from the identity. That is one pos-
sible approach. I would prefer an honest recognition of
the problem and the publication of three separate ad-
justed series that do not satisfy the identity. I real-
ize that linear additive seasonals can be made to satisfy
a linear identity, but all seasonals are not of that type
and all identities are not linear.

In Kallek’s paper, the identity for seasonally ad-
justed new orders is derived as a residual. I would
much prefer the procedure of first deriving the new
orders series from the pure, raw, unadjusted data. The
new orders series are of great cyclical importance and
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deserve a separate, careful seasonal adjustment. The
problem is made somewhat worse by the varying, from
period-to-period, of the unfilled orders seasonal fac-
tors. Lf they were left alone for a few years, as argued
in the previous section, there would be only one sea-
sonal correction for the change in unfilled orders. This
would not solve the problem but might possibly make

SECTION |

the nonsatisfaction of the adjusted identity somewhat
less serious.

Finally, let me refer to Kallek’s call for more ac-
curate measurement of the seasonal component. I, too,
want to see this objective met, but I must ask how is
it possible to determine accuracy when the true seasonal
component is not observable?




