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Accounts of artificial intelligence (AI) in medicine must grapple, in one way or another, with the interaction between AI systems and the humans involved in delivering health care. Humans are, of course, involved throughout the process of developing, deploying, and evaluating AI systems, but a particular role stands out: the human in the loop of an algorithmic decision. In medicine, when an algorithm is involved in a decision, a typical view of the system envisions a human health-care professional mediating that algorithm—deciding whether and how to implement or react to any recommendation, prediction, or other algorithmic output. This person is the human in the loop, and their role is often central, complicated, and contested.

Principal contributions to this volume recognize the key role of humans in the loop. Dranove and Garthwaite (2023) focus on the value chain of health care and the physician’s role within it, recapitulating the notion of the physician as captain of the ship—a key human-in-the-loop conception—and recognizing that AI’s contribution, and who will capture its value in the health-care delivery setting, depends in some part on its role in substituting for that human role versus complementing it. Lakkarju and Farronato, in ongoing work presented at the conference but not included in this volume, elucidate the complexities of physician-algorithm interactions in terms of system performance. They demonstrate that when physicians using AI systems are provided with explanations of the system’s recommendations, their performance may be better or worse than the system alone, depending on how accurate and complete those explanations are. Physicians provided with small amounts of accurate information about the model’s recommendations performed worse than the model alone; those who received substantial accurate information did better, but those who received substantial information that was somewhat accurate did worse. The effects are complex and nonintuitive. And even the regulatory regime described by Stern (2023) turns on the role of the human in loop, whether that human is the intended user of an FDA-regulated system (and thus intended but not required to use the system as labeled) or the adequately informed human user of a clinical decision support software (and thus rendering the system outside FDA’s regulatory authority) (FDA 2022).

Conceptions of AI systems in health typically envision the human in the loop as a well-trained, well-resourced physician with adequate resources and adequate time. But variations in who the human in the loop is, what they can do, the context in which they do it, and what they are supposed to be doing in the first place may substantially change how the whole system functions and the economic implications of that function. Consider two perturbations: first, what the human in the loop is supposed to be doing, and second, the capabilities of the human who occupies that role.

First, system designers, patients, health systems, and physicians may have very different visions of what the human in the loop is supposed to be doing, whether implicitly or explicitly, and these visions may be in substantial tension (Crootof, Kaminski, & Price 2023). The most obvious role for a physician in the loop of an algorithmic system is to increase accuracy—indeed, this conception underlies Lakkarju and Farronato’s evaluation of the success of different AI explanatory models (2023). But a conception of physicians as only improving the system’s overall performance may align

* University of Michigan Law School and University of Copenhagen Centre for Advanced Studies of Biomedical Innovation Law (wnp@umich.edu).
poorly with the expectations of patients, who would likely prefer that physicians prioritize their own individual outcomes, regardless of that prioritization’s impact on overall systemic accuracy or efficiency. Or patients and patient advocates may prefer that physicians not defer to AI systems because they consider machine decisionmaking to be deleterious to patient dignity, and want a human role in protecting that dignity (Croo uf Kaminski & Price 2023). On the other hand, whatever the impact on efficiency or accuracy, physicians themselves may prefer to remain in control—and avoid deference—because the role of physician as the knowledgeable captain of the health-care ship is essential to physician job security and prestige. These implicit or explicit roles may easily conflict, and unless system designers and regulators construct the physician-system interactions quite carefully, those conflicts can easily go unnoticed and unresolved.

Second, even assuming alignment of roles and incentives (and here let us assume a role focused purely on accuracy), the human who is actually in the loop of an algorithmic system may be substantially different from the human assumed by system designers, users, or regulators. In particular, expectations may often be significantly higher than reality. Not all health-care providers will be able, adequately trained, or well-resourced enough to catch errors in the system or to ensure that it works as intended, especially in settings that differ significantly from those in which the algorithm was developed.

Consider regulators. In October 2022, FDA issued a final guidance laying out how it evaluates whether software is clinical decision support software (FDA 2022). Such software, which is intended merely to inform physicians and to give them adequate information to evaluate the software’s recommendations, has been Congressionally defined as not a medical device and therefore outside FDA’s regulatory authority (21 U.S.C. § 360i(o)(1)(E)). And so FDA carefully considered what software needs to do to fall within this exception: It cannot be time-critical, because humans would tend to rely on the software in a crunch; it cannot provide only one recommendation, because humans would tend to defer; and it must provide a large amount of information to support its recommendations, because humans need that information to evaluate that recommendation (FDA 2022). In this vision, an adequately enabled human in the loop ensures that the system will not dominate the care decision process, and therefore removes the need for a heavy regulatory hand. But of course, all this relies on a health-care professional who has the time, training, and inclination to evaluate and review recommendations even when the decision is not time-critical, rather than just picking the top off the list of ranked recommendations and going along with that recommendation. Health-care professionals are always pressed for time. That vision of a health-care professional in the loop may not accurately reflect the human filling the role; health-care professionals are always pressed for time and already burned out on computer-related tasks (Downing et al. 2018).

Overly prescriptive or demanding assumptions about humans in the loop are likely to result in systemic underperformance. If system designers, implementers, and regulators assume a time-rich expert and bake that assumption into AI design, the absence of that expert could easily cause system failure—though whether that failure is obvious, catastrophic, or insidiously opaque will depend on the particulars of the system and its failure mode (Choi 2019). But an expert human in the loop need not be assumed. Sometimes, indeed, AI systems may need to be designed to be almost totally agnostic as to who is the human in the loop, what role they might perform, and what training or resources they may have available.
Taking it one step further, the value of AI systems in health-care settings may in fact be greatest in situations where human experts are least available. A key potential role of AI systems is to democratize expertise and to make formerly specialist capabilities available more widely (Price 2019). Some systems do this explicitly—the IDx-DR diabetic retinopathy diagnosis system aims to provide broad access to a diagnostic tool formerly only available with the assistance of an ophthalmologist, and other systems in development aim for similar breadth (Grzybowski et al., 2019). Other systems may achieve such broad reach only by use far beyond their FDA-cleared label or other intended use. But they may nonetheless bring health-care capacity to many otherwise underserved individuals, whether domestically or internationally, and this result should be celebrated even if it is harder to evaluate or reimburse.

Humans in the loop are key to considerations of AI systems in health as in other fields. What those humans are supposed to do, the resources they have available, and even who stands in the room in the first place all underlie how well the system works and who ultimately benefits.
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