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Comment Vardan Papyan , Daniel A. Donoho , and David L. Donoho 

Introduction 

We congratulate Obermeyer and Mullainathan for spotlighting a new 
era in medical research. Nightingale Health creates a platform where don a
tion s of health data can meet up with donation s of machine learning (ML) 
researcher time and experti se, enabling research that is currently impeded 
becau se of legal and other limitation s on the sharing of medical research 
dat a. Over time, this initiative can lead to entirely new customs in medical 
research and potentially to the unlea shing of a great deal of research energy 
as traditional barrier s to research are shattered. 

If data donor s and research practitioner s take advantage of this new 
platform en masse, we can envision many new research team s will form , 
leading to many advances in medical science and also, eventually, in human 
healthcare. 

Our comment s mirror the oral remark s we made in person in Toronto in 
September , and are divided into three section s, based on our three areas of 
experti se. 

Common Task Framework 

The platform concept - joining researcher s with data - has been proven 
to work in field after field, acro ss decades. Today 's favorite biometric 
technologie s- fingerprint recognition , face recognition , retinal scanning , 
voice recognition , speech-to-text - were all developed using the so-called 
Common Task Framework (CTF) in DARPA- spon sored research from the 
mid-1980s to the mid-2000s. Under CTF, there is a publicly available shared 
dat aset, a defined task, and defined task performance metric , and research
ers compete with each other to improve the performance metric. At set 
interval s, a leaderbo ard is updated and researcher s get to see how other s 
are doing and thereby to understand who is currently "winning " and how 
far "off the pace" their own efforts are. Periodic ally, conte st ceremonie s are 
conducted , at which winner s are procl aimed and some sort of reward is 
bestowed (Liberman 2010). 

As operationalized by DARPA in the 1990s, DARPA contracted with 
the National Institute of Standard s and Technology under the leader ship 
of Jonathon Phillip s (Phillips et al. 1998; Chri stensen and Phillips 2002) to 

Vardan Papya n is an assistant profe ssor in the Department of Math ematics, cross-appointed 
to th e Department of Computer Science at the U niversity of Toront o. 

Daniel A . Donoh o is a neurosurgeon at Children 's N ational Ho spital. 
D avid L. D onoho is th e Ann e T. and Robert M. Bass Profe ssor of Hum anities and Sciences 

and a profe ssor of stati stics at Stanford U niversity. 
For ackn owledgments, sources of research supp ort , and disclosure of the author s' material 

financial relationships, if any, please see http s://www.nber.org/books-and-chapt ers/economics 
-a rtific ial-int elligence-hea lth- ca re-challen ges/comment-health-data-platform s-papyan. 



102 Vardan Papyan, Daniel A. Donoho, and David L. Donoho 

create a series of datasets that could be used in a series of annual biometrics 
challenges. Year after year, researcher performance improved on the various 
biometrics challenges, typically progressing so that after about five to ten 
years of such annual challenges, researchers had succeeded in constructing 
models that approached or exceeded human-level performance. 

The same pattern of improvement until reaching human levels of per
formance was made in challenge after challenge; this held up regardless 
of the underlying modeling technology. In particular , much of this success 
pre-dates deep learning models. Specific examples can be found in the excel
lent work of Isabelle Guyon and collaborators on a variety of challenge 
problems (Guyon et al. 2004). 

We maintain that the recent successes during 2012- 2022 in machine vision 
and natural language processing based on deep learning and its elaborations 
are merely a continuation of established patterns of successful CTF deploy
ment, with new classes of datasets and a new class of models. From this 
viewpoint , the big event of the deep learning era was the bright idea of Fei 
Fei Li and collaborators to create the IMAGENET dataset and the ILSVRC 
competition , and after that , progress in image recognition proceeded accord
ing to customary patterns. 

In short we are saying that the "secret sauce" of ML is the CTF rather 
than the specific technology. From this viewpoint , Yann LeCun made a big
ger impact by co-developing the MNIST dataset (with Corinna Cortes) and 
publishing it than by the specifics of any actual ML models he constructed 
for use with MNIST. Those early neural nets models have been superseded, 
but MNIST is still powering research papers today. 

From our perspective , Nightingale Health seeks to bring this CTF secret 
sauce into medical research , and we believe with the right CTF setup , it 
should be just as successful in medical research as it has been in other fields. 

Let us emphasize a key element of the CTF that has always been present 
in instances where CTF has succeeded. That element is not yet in evidence 
with Nightingale Health , and including this element should be considered , 
posthaste . 

The so-far missing ingredient is reward: for CTF to really work, there 
needs to be some benefit to the participants who reach the pinnacle of the 
leaderboard. For example, DARPA gave generous research awards to win
ners of the annual contest installation; while in the Netflix challenge the 
winning team split an award of $1,000,000. The rewards don't necessarily 
need to be purely monetary , but they need to be attention getting and con
vincing. One can argue that the victory by the University of Toronto team 
in the ILSVRC 2012 led indirectly to outside financial rewards to the team 
members , who now enjoy high salaries at major research institutions. 

Hence, Nightingale Health could consider ways to offer rewards. These 
could include not merely rewards for winning a challenge, but also for donat
ing data and for developing a challenge. 
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To an audience of economists , this point must seem obvious , but among 
academics this type of essential yet "crass" observation might be omitted 
because seemingly inappropriate in a "high-minded" discussion . Yet reward 
has been present (if sometimes implicitly so) in all the success stories of CTF 
we are aware of. 

The Next Decade's Paradigm Will Not Be the Last Decade's Paradigm 

Over the last decade, many machine learning systems achieved unprec
edented performance , sometimes superhuman , on an assortment of learn
ing tasks arising in a variety of disciplines. In most cases, landmark results 
were fueled by exponential growth in proprietary image, text , and speech 
data available to "big tech" hegemons : in the arrival of the cloud , powered 
by hegemon constructions of massive data centers distributed globally, and , 
despite the failure of Moore's law at the CPU level, massive performance 
boosts in individual computing power following widespread adoption of 
GPU technology . On top of this , there were numerous algorithmic and 
architectural advances introduced by the deep learning community (Sevilla 
et al. 2022). 

Nightingale 's platform aims to bring some of the last decade 's innova
tions into the medical research context. This is exciting, and very promising. 
However, just as AI researchers who were not employed at hegemons faced 
roadblocks in exploiting data and computing during the last decade, there 
may well be, during the coming decade, obstacles for medical researchers 
and their ML collaborators to follow the last decade's successful roadmap 
using Nightingale. 

For the new platform to fully follow the roadmap of the last decade, 
Nightingale must provide to its users access to massive computing and mas
sive data. In terms of computing , currently on Nightingale, a GPU hour 
costs $1. Ideally, Nightingale would allow researchers to use national clus
ters (e.g., Compute Canada) or university clusters (e.g., Stanford's Sherlock 
cluster) since these are significantly more affordable to academics. Ideally, 
Nightingale would also allow nonresearchers to use cloud computing , which 
often provides GPUs at a lower price point (e.g., preemptable GPUs) and 
would also allow integration with other cloud computing services. Thus , 
what has worked previously in empirical ML seems to require that Nightin
gale broaden its computing strategy. 

In terms of data , currently all datasets in Nightingale are labeled; Night
ingale seems to be all-in on the paradigm of supervised learning. The super
vised learning approach faces two important considerations: getting expert 
labels on data can be expensive, and there is a radically larger amount of 
unlabeled data than there is of labeled data . 

Since the beginning of this decade, thought leadership in AI has begun 
to challenge the labeled-data paradigm. In particular , recently reported 
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advances in self-supervised learning seem to show that training deep learn
ing models no longer requires large labeled datasets. To the point for those 
interested in medicine, recent work (Azizi et al. 2021) has shown the effective
ness of self-supervised learning as a pretraining strategy for medical image 
classification. Thus, current thought leadership in empirical ML seems to 
require that Nightingale broaden its data strategy, to diversify its datasets 
and allow for productive exploitation of unlabeled data. 

Medical Datasets and Artificial Intelligence 

Nightingale provides an excellent playground for ML scientists to test new 
methods and algorithms on a well-curated corpus of medical datasets, and 
allows for the adoption of new datasets after their development. In that way, 
it may serve to highlight certain particular clinical use cases that are impact
ful (global ophthalmologic health , chest radiographs for tuberculosis , and 
so on) and focus the attention of the computational field on optimization 
for those use cases. However, the two largest challenges to the development 
of impactful artificial intelligence systems are data exfiltration (i.e., getting 
data out of the medical context they are currently locked inside, such as a 
surgeon's video microscope or a hospital electronic medical record) and 
operationalization of ML models. Platforms functioning in the intermediate 
step between data exfiltration and productization , such as Nightingale , have 
a unique opportunity to shape the course of the entire ecosystem. 

First , by providing incentives for the development of large, high-quality 
datasets , and structures to manage terms of use, intellectual property , and 
compensation , Nightingale enables the use of ML to identify and address 
important clinical and public health challenges. Nightingale could provide 
incentives not only for ML researchers to vie for the top of the leaderboard 
(as described in "Common Task Framework," above), but also for medi
cal stakeholders to develop and contribute deidentified , large unlabeled , 
sparsely labeled, or coarsely labeled datasets ( as in "The Next Decade's Para
digm Will Not Be the Last Decade's Paradigm ," above) in selected high
impact areas. These incentives would reward the careful curation and dataset 
exfiltration from the Health Insurance Portability and Accountability Act 
of 1996 (HIPAA) domain to the non-HIPAA domain , two principal chal
lenges to the development and deployment of code against data. Incentives 
could be aligned with the mission of other larger organizations and given 
in the form of cash or model credits. For example , one could imagine a 
"Nightingale x PEPFAR Challenge" to generate datasets that support ML 
applications in HIV/ AIDS research. 

During dataset development , the sensitive nature of medical data and 
strict privacy regulations under HIPAA and the EU's General Data Protec
tion Regulation generate significant challenges and costs. Incentives can help 
encourage and focus efforts to overcome these barriers across institutions. 
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Furthermore , a transparent , standardized , and open framework for for
mulating terms of use, intellectual property agreements , and compensation 
would accelerate institutional participation. Nightingale's incentives could 
be aligned with the mission of other larger organizations, such as govern
ment agencies or healthcare providers , and could be given in the form of 
cash or model credits. 

Second , Nightingale could provide structures and frameworks for model 
outputs and deployment inputs to promote impact within the public health 
and healthcare environments. One of the key challenges in the development 
and deployment of ML algorithms in healthcare is the need to ensure that 
the models are able to produce reliable, interpretable, and actionable out
puts that can be used by healthcare providers and other stakeholders. This 
involves not only developing and training the models but also ensuring that 
the outputs are suitable for use in real-world settings. 

To address this challenge, Nightingale should provide structures and 
frameworks to shape the outputs of ML models and receive return inputs 
from operational deployments. This could involve the development of tools 
and frameworks to support the deployment of ML models in healthcare set
tings, as well as mechanisms for monitoring and evaluating the performance 
and impact of these models. 

For example, Nightingale could provide metrics for assessing the accu
racy, precision , and interpretability of model outputs. Nightingale could 
also provide mechanisms for incorporating feedback from healthcare pro
viders and other stakeholders into the model development process, such 
as mechanisms for soliciting and incorporating user feedback on model 
performance and outputs. 

By providing these structures and frameworks , Nightingale can provide 
an ML playground that not only allows for academic development and skill 
building but also promotes the development of ML algorithms that are 
actionable and impactful in real-world healthcare settings. 

Conclusion 

The Nightingale platform has the potential to drive significant advances 
in medical research by bringing together researchers and data donors. By 
incorporating elements of the successful CTF, such as rewards and leader
boards , Nightingale can encourage participation and drive progress in the 
field. The ability to perform compute on local clusters would significantly 
accelerate adoption. In contrast to the supervised datasets currently avail
able, methods that use unsupervised or semisupervised data are gaining in 
popularity. Nightingale could provide incentives for the development of 
large, sparsely labeled datasets in selected high-impact areas, and provide 
structures to shape the outputs of ML models and receive feedback from 
operational deployments. Positioned at the center of a medical artificial 
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intelligence research workflow, Nightingale ha s the potential to shape the 
future of artificial intelligence in healthcare and accelerate innovation in 
global public health. 
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