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Comment Tyna Eloundou and Pamela Mishkin 

Machine learning tools like large language models (LLMs) have shown 
remarkable improvements in capabilities in various natural language pro­
cessing tasks , such as text generation , summarization , and dialogue , over the 
last few years. However, developing and deploying these models in a respon­
sible and beneficial manner requires access to high-quality and diverse data­
sets that reflect the domains and contexts of interest. In the field of language 
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modeling , recent advances have highlighted the importance of using small , 
curated datasets to fine-tune LLMs that have been pretrained on massive 
amounts of unstructured web data (Ouyang et al. 2022). In this comment , we 
discuss two ways that academic researchers can contribute to the responsible 
development and deployment of useful machine learning models : creating 
and governing access to structured datasets (as exemplified by Dandelion 
and Nightingale) and examining the impacts and policy implications of 
these systems. 

OpenAI is an organization committed to ensuring that artificial general 
intelligence benefits all of humanity (OpenAI 2018). To this end , we are 
focused on building and deploying large language models such as GPT-3 , 
Codex , and DALL-E responsibly. To do so, we must carefully track how they 
are used - and misused - to inform our future research and deployment 
decisions (Brundage et al. 2022). 

One of the key challenges we face is gathering the vast amounts of data 
needed to train and fine-tune these models. Our current approach consists of 
two steps: we first train a baseline model with unstructured web data while 
taking care to ensure a minimum level of quality , and we then fine-tune 
the models using structured , high-quality data that has been annotated by 
human contractors. This two-pronged approach is essential for developing 
models that both have general language understanding and local context 
(instructions, examples, or prompts) about the use-cases that are presented 
to them . You can learn more about such techniques via projects like Instruct­
GPT (Ou yang et al. 2022), where a language model that has language under­
standing is trained to better respond to human instructions , and Sparrow 
(Glaese et al. 2022), where an information-seeking dialogue agent is made 
to behave according to particular rules and requirements. This is similar 
to how doctors learn in school: they first receive general education before 
specializing in particular domains. 

The second step of fine-tuning models is the most difficult and demand­
ing, as it requires high-quality and detailed data in domains that often 
require some level of expertise and domain knowledge . Moreover , creating 
and using such data in a responsible manner entails addressing several ethi­
cal and social issues, such as ensuring fair compensation, informed consent, 
and representativeness of the data contributors and the potential benefi­
ciaries and stakeholders of the technology. The healthcare field is one of 
the domains where such issues are particularly salient and challenging , and 
where there is a significant gap between the availability and quality of data 
and the needs and expectations of the AI development community. 

We believe that initiatives like Dandelion and Nightingale can play a vital 
role in bridging this gap and facilitating the responsible development and 
deployment of LLMs in the healthcare domain. Dandelion is a project that 
partners with large health systems to create and provide access to world­
class, high-quality medical datasets that cover various aspects of healthcare , 
such as diagnosis , treatment, and outcomes. Nightingale is a project that 
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partners with researchers to grant them access to large and diverse datasets 
and compute resources that can enable them to conduct novel and impactful 
research in various subfields of healthcare, such as epidemiology, genomics, 
and clinical trials. We're pleased to see these projects adopting best practices 
like on data governance and data documentation (Gebru et al. 2021). 

We are excited about the potential of these projects to improve the state 
of the art and the state of the practice of LLMs in the healthcare domain. 
However, we also recognize that there are still many open and important 
questions about the impacts and implications of using these systems in real­
world settings, such as their effects on the quality and equity of healthcare 
delivery, their risks and challenges for privacy and security, and their ethical 
and legal ramifications. We encourage both projects to also provide datasets 
that can help researchers and practitioners to address these questions, to 
better understand the realized impacts when models are deployed in the 
real world. 
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Comment Judy Gichoya 

Introduction 

In their chapter, Mullainathan and Obermeyer utilize a clinical use case 
for predicting sudden cardiac death from electrocardiograms (ECGs) to 
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