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Abstract

This paper estimates the social returns to investments in innovation. The disparate spillovers
associated with innovation, including imitation, business stealing, and intertemporal spillovers,
have made calculations of the social returns difficult. Here we provide an economy-wide
calculation that nets out the many spillover margins. We further assess the role of capital
investment, diffusion delays, learning-by-doing, productivity mismeasurement, health outcomes,
and international spillovers in assessing the average social returns. Overall, our estimates suggest
that the social returns are very large. Even under conservative assumptions, innovation efforts
produce social benefits that are many multiples of the investment costs.
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l. Introduction

Standards of living in advanced economies have risen dramatically over the last two centuries,
with U.S. income per-capita currently 25 times its level in 1820 (Council of Economic Advisers
2011). Scientific and technological advances, ultimately delivering valuable new products and
services, are thought to be critical drivers of these gains (Solow 1956, Mokyr 1990). Innovative
advances also appear central to improving human health and life expectancy (e.g., Cutler et al.
2006). Yet measuring the social returns to scientific and technological advance has proven
difficult. The challenge lies in the many spillover margins that appear inherent in the innovation
process and the diffuse manner by which the fruits of research investments are often realized
(e.g., Hall et al. 2010).

This paper does three things. First, it introduces a new method for calculating the average social
returns to innovation. This method integrates across the many types of spillovers that innovative
investments create. Second, this paper considers how the social returns vary according to
potentially important but not commonly addressed features of innovation. These features include
the roles of diffusion delays, capital embodiment, learning-by-doing, productivity
mismeasurement, health outcomes, and international spillovers. The robust finding is that the
social returns to innovative investments appear large. If a narrow set of innovative efforts (such
as formal R&D) drive the bulk of productivity gains, then the social returns to these investments
are enormous. If a much broader set of innovative efforts drives productivity gains, then the
social returns to these broader activities appear merely large. In light of the high social returns,
the final part of the paper discusses the prospects for increased innovative effort to accelerate

improvements in standards of living and economic growth.

The existing literature emphasizes that the social gain from a new idea may differ substantially
from the private gain captured by the original innovator (e.g., Griliches 1992, Nordhaus 2004).
The divergence between private and social returns follows from various spillovers that appear
integral to the innovation process. Positive innovation spillovers may include benefits to users
(e.g., Trajtenberg 1989), benefits to imitators (e.g. Segerstrom 1991), and intertemporal benefits
where new ideas enable additional innovations in the future (e.g., Romer 1990, Scotchmer 1991,
Weitzman 1998). One can look to examples like electricity, the computer, or the Human

Genome project -- and the new products, businesses, and industries they have spurred -- to



realize that the private gains to the initial innovators may be small compared to the productivity
or health gains that result for society as a whole. However, while such spillovers suggest that the
social returns of an innovation may substantially exceed the private returns, other forces may
lead innovators toward over-investing in new ideas. Overinvestment could occur through
business stealing (e.g., Aghion and Howitt 1998), research duplication (e.g., Dixit 1988), and/or
intertemporal costs where finding new ideas today raises costs for finding new ideas later (e.g.,
Kortum 1997, Jones 2009).

In light of these spillovers, researchers have long been interested in understanding the social
returns to innovation, with an emphasis on formal R&D investment. Case studies of specific
technologies (e.g., Griliches 1958, Mansfield et al. 1977, Tewskbury et al. 1980) have counted
up the R&D investments targeting specific products and then examined the benefits from the
technologies developed. Other literature uses regressions to examine how firm and industry
R&D investment pays off in productivity gains (e.g., Hall et al. 2010, Bloom et al. 2013). These
regressions study spillovers by linking a given firm or industry’s productivity to the R&D
performed by other firms or industries. Regression methods have also been deployed at the
national level to study how aggregate productivity gains are associated with aggregate R&D
investment, including spillovers from R&D in other countries (e.g., Coe and Helpman 1995).
Finally, macroeconomic growth models have been calibrated to data, and the social returns to
R&D calibrated under various assumptions about functional forms and their parameter values
(e.g., Jones and Williams 1998). These varied approaches typically reach broadly similar

conclusions: the social returns to R&D are large.

At the same time, each of the above approaches faces methodological difficulties. Case studies
of specific technologies raise the question of whether the results generalize to other technologies.
This concern is more acute if the case studies tend to “pick winners”, which would lead to
overstatement of the typical R&D returns. The regression methods often face challenges of
causative interpretation. Further, regression methods must delineate the scope of spillovers, and
distant spillovers or intertemporal spillovers are largely ignored. For example, these methods do
not incorporate the role of basic research and the widespread but typically delayed influences
that basic research may have in opening new avenues of commercial application (Ahmadpoor
and Jones 2017). Yet it is exactly the innovations with diffuse implications — electricity, the



computer, genetics research, machine learning — that may be especially important for society and

for understanding the returns to innovation investments.

Given these challenges, this paper introduces a new and complementary methodology. We
present new calculations for the social returns to innovation investment, building on core features
of the innovation and growth literatures. Our measures emphasize the advantages of examining
the path of GDP, which acts to aggregate and net out complicated spillovers involved in the
innovation process. The approach offers a seemingly quite general means of estimating the
average social returns. Moreover, the simplicity of the method allows us to transparently
examine the influence of other, potentially key features that are not typically addressed in studies
of the social returns to R&D. These features include embodied vs. disembodied technological
progress, diffusion rates, learning-by-doing, productivity mismeasurement, health benefits,

cross-country spillovers, and other dimensions for assessing the social returns.

The intuition for our approach is straightforward. Modern growth theory, following the work of

Robert Solow, tells us under reasonably broad conditions that the growth rate of GDP per person
will be equivalent to the growth rate in total factor productivity (Solow 1956). In the absence of
this productivity growth, per-capita income will remain constant. In advanced economies, long-
run growth in productivity is often interpreted to come from investment in new ideas, which is

the basis of modern endogenous growth theory (e.g., Romer 1990, Aghion and Howitt 1992).

Taking this approach seriously, the average returns to innovative investments are determined by
linking the aggregate cost of innovation investments to the aggregate production increase that
results. Intuitively, by looking at the net value-added gains in the GDP path, one can implicitly
net out the spillover margins. By looking at total innovation investment, one includes both
research successes and failures. A simple social returns calculation can proceed as follows. Let
income per capita be y, innovation investment per capita be x, and the discount rate be r. Ifa
year's worth of innovation investments creates a g percent increase in productivity, then the ratio

of benefits to costs is:
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The key idea here, as in endogenous growth theory, is that, by investing a GDP share x/y in
innovation today (i.e., once), we permanently raise productivity in the economy by g percent, the
present value of which is g/r. Notably, this approach suggests that the average social returns to
innovation may be enormous. For example, if we take an R&D investment orientation, with the
R&D share of GDP at its usual level in the U.S., x/y = 2.7%, and let these investments drive
productivity growth, then we have g ~ 1.8%.! Standard discount rates then imply that 1$ of
R&D investment today on average creates over $10 of economy-wide benefits in today’s
dollars.? This return is extremely large, but it follows from the basic mechanics of growth, as
understood in advanced economies. That is, a permanent gain in living standards from a
seemingly small investment in innovation will, by the above logic, tend to suggest enormous

returns.

Having established this baseline, “R&D only” analysis, the paper examines several reasons it
may be too high. First, we consider the role of diffusion, where the gains from R&D may pay
off slowly, delaying the benefits that are achieved and thus reducing their present value. Second,
we consider the role of capital deepening in accounting for some of the productivity gains and,
related, consider the role of capital-embodied technical change, where the value of R&D
investments may only be realized through investments in new types of fixed assets. Third, we
consider the possibility that productivity growth occurs without formal R&D but due to other
kinds of activities, such as new-venture creation or learning-by-doing. In each case, we calibrate
adjusted returns. All of these analyses act to reduce the estimated social returns to innovation
investments, but we will also argue that under plausible assumptions the returns still appear very
high.

The paper then examines several reasons that, under the above calculation, the (already high)
social returns estimates may be too low. We first consider the role of inflation bias, causing real
GDP growth to understate gains due to product improvements and new product introductions.

Second, we consider health, which is a main target of R&D investments and may bring large

1 We will consider the role of capital deepening and many other extensions to this simple calculation in the body of
the paper.

2 An alternative social returns calculation is the internal rate of return. This is the discount rate at which the
benefits and costs are the same. This rate of returnis r* = x% for the simple calculation above. Using the same

values for g and x/y, we then have r* = 67%.



social returns, but where mortality and morbidity are not well accounted for in standard GDP per
capita measures. Third, we consider international diffusion, where economies around the world

may also benefit from the innovation investments undertaken in frontier economies.

Finally, the paper considers the distinction between the average and the marginal social return to
innovation investments. Our calculations throughout are explicitly about the average return,
which avoids having to assume very specific production functions. However, policymakers may
naturally be more interested in the marginal investment returns. That is, policy choices will
hinge on whether additionally increasing innovation investment levels will see the same kinds of
returns that the average return calculations indicate. We therefore consider how to bridge

between marginal and average return and present specific estimates of the marginal returns.

The rest of the paper proceeds as follows. In Section 2, we introduce our methodology and
consider baseline calculations of the average social return. In Section 3, we consider reasons that
these baseline calculations may be too high, and then consider reasons the baseline calculation
may be too low. In Section 4, we consider distinctions between the average and the marginal
social return, and discuss the prospects for increased innovation investment to raise the rate of

advance in socioeconomic prosperity. Section 5 concludes.®
1. The Average Social Returns to R&D: A Baseline

In this section we introduce a baseline calculation of the average social returns to innovation
investment. This method is meant to achieve three things. First, it acts to integrate across the
many spillovers inherent to innovation. Second, it clarifies the basic logic for why the social
returns to innovation appear high. Third, it provides a foundation for discussing, and clarifying,
a range of additional and potentially first-order issues that bear on the social returns, which we

will consider in Section 3.

A. Towards the Social Returns to Innovation

3 Three appendices provide further context and results. Appendix A details the many types of spillovers that
appear inherent to the innovation process and provides examples of each. Appendix B reviews the existing
empirical literature that works to confront these spillovers and estimate the social rate of return. Appendix C
provides proofs of the formal results in the paper.



The social returns to innovation depend on the cost of innovation and the benefit that results.
That the social returns tend to appear high in various analyses* speaks to the fact that the costs
often appear low yet the gains often appear substantial and durable. In particular, a new idea,
method, design, etc., can be created at some upfront cost (i.e., paid once) but then raise
productivity more-or-less forever. For example, calculus, invented in the 171" century, was a

permanent advance in mathematics that has been used ever since.

This idea — that an upfront cost leads to permanent advance — applies conceptually to innovation
as awhole. For example, consider a software innovation that raises the productivity of workers
by p1 percent. If this were the last innovation ever produced, it would continue to provide this p1
percent gain forever. But let’s say instead that another software innovation comes along that
replaces the original software and raises the productivity of workers by an additional p2 percent.
We can think of this sequence of innovations in two ways. First, we can think of the original
innovation as producing a permanent gain of p; percent and the second innovation as, at some
further innovation cost, producing an additional gain of p2 percent. In this sense, the marginal
gain from the original innovation remains. Alternatively, we might consider the average return
to both together, adding up the innovation costs and adding up the total productivity gains so that

the innovation investments have a permanent effect in combination.

This kind of thought experiment lies behind the “case study” approach. Because innovations
interact in complex ways, and many small innovations may together advance productivity in a
given product line, separating out the marginal returns of each innovation is difficult. The case
study method thus often pools the innovation costs and benefits across many related innovations
and calculates an average social return to the broader technological advance, rather than the

marginal return of each micro-innovation (e.g., Griliches 1958).

The limitation of case studies is one of representativeness, where they are unlikely to describe
innovation investment returns in general. In particular, case studies of failures are rare, even
though failure in innovation is common (Arrow 1960; Kerr et al. 2014). By leaving out failures,
case studies may overstate the general social returns to R&D. Yet the advantages of the case
study approach may still be had, separately from this limitation, by expanding the boundaries of

4 See Appendix B for a review.



the exercise. This occurs if one applies the approach to the economy as a whole. By aggregating
across all innovation investment, one incorporates not only successful investments but also the
“dry holes” of failed investments. Total innovation costs also incorporate the potential wasteful
duplication of innovative efforts. On the benefit side, the path of aggregate productivity gains
nets out the imitative and business stealing spillovers between and across firms and industries.

The long-run path of productivity gains also accounts for intertemporal spillovers and the

benefits of basic research.
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Figure 1: Conceptual Model of the Economy-Wide Returns to Innovation Investment

B. The Average Social Returns to Innovation

To develop this idea formally, consider two thought experiments. Both provide a baseline view

of the social returns to innovation (which we extend further below). In the first thought



experiment, we “turn off” all innovative investments forever and consider the costs and benefits.
See Figure 1. On the innovative investment side, we move from the observed level of innovation
investments to no innovation investment (Figure 1A). On the output side, if productivity
advances cease with no further innovation, then we move from the observed level of growth to a
state of no further growth (Figure 1B). Thus per-capita income remains constant (Figure 1C).
This alternative, no growth state is also the outcome in modern endogenous growth theory (e.g.,
Romer 1990, Aghion and Howitt 1992), but note that the key assumption here is more general
than specific endogenous growth models.®

The average social returns to the observed level of innovative investments then follows directly.
The cost of innovation is the present discounted value of the innovation investments. This is the
present value of the rectangle in Figure 1A. The benefits of innovation are the present value of
the discounted gain in per-capita income. This is the present value of the triangle in Figure 1C.

The ratio of the benefits to the costs then gives the social cost-benefit ratio.
As shown in the appendix, the social-cost benefit ratio is extremely simple and intuitive. It is

L9l
x/y
The cost, in the denominator, is the ratio of innovation investment expenditure (x) to GDP (y).

@)

The benefit, in the numerator, is the growth rate (g) that results, discounted to the present at the
discount rate (). We are suppressing time in this expression to emphasize that the ratio of
innovation investment expenditure to GDP and the growth rate of income are approximately

constant over time.

This expression, although derived over the entire time path of innovation expenditure and the
entire time path of productivity gains, produces an interpretation based on the intuitive nature of
innovation gains. Namely, we can think of the cost benefit ratio as the cost of one year’s
innovation (x/y) producing a stream of output gains that are g percent higher. The present value

of this permanent output gain is g /r.

5 That is, if there are diminishing returns to capital, then the absence of productivity growth means no growth in
per-capita income.



As an alternative thought experiment, consider Figure 2. Here we imagine that we turn off

innovation investment for one year only (Figure 2A) rather than forever (Figure 1A). Since we

do not innovate that year, we see no gain in productivity growth that year (Figure 2B and 2C).

However, at the end of the year, we start innovating again. In particular, we undertake exactly

the same innovation projects as on the observed path. It should therefore be clear that the

economy, with exactly the same innovations, leads to exactly the same productivity levels, only

now the innovation costs occur with a one year delay and the economy arrives at each

productivity level one year later.
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Figure 2: Alternative Conceptual Model of the Economy-Wide Returns to Innovation

Investment

In this alternative thought experiment, the present value of the innovation costs on the observed

path versus the alternative path is one year’s innovation costs, or x/y. The benefits are being g
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percent richer in each future period, the present value of which is g/r. These are the present
values of the shaded areas in Figure 2A (costs) and Figure 2C (benefits). The social benefit-cost

ratio is then, again, exactly as in (1).

Finally, an alternative calculation is to measure the discount rate where the costs and benefits
would be equal (i.e., where p = 1). This internal rate of return is written
«_9Y
X
providing a social internal rate of return, as an alternative to the social benefit-cost ratio.

)

r

C. The Average Social Returns: An “R&D Only” Baseline

With the expression (1), we can now calculate a baseline average social return to innovative
investments. Taking the U.S. economy, we have g = 1.8% as the average long-run growth rate.
Using total public and private R&D investment to account for innovation investments (x), the
long-run average value of x /vy is approximately 2.7%.% Taking a discount rate of 5%, we then

have

_.018/.05

P=—ga7 133

This says that $1 of R&D investment today produces, on average, a $13.3 benefit in today’s
dollars. In other words, this baseline calculation suggest that the social returns to R&D are

enormous.

An open question here is what discount rate to choose. The lower the discount rate, the greater
the innovation benefits. The social discount rates used by governments range from 3.5% (U.K.)
to 7% (U.S.). Some argue that social discount rates should be lower still, and equilibrium real
interest rates have been trending downwards for decades (Rachel and Summers 2019). U.S. 30-
year inflation-protected government bonds point to a 1% discount rate on average over the last
decade. Using such low discount rates would further amplify the social returns, but even high

discount rates suggest the social returns are very large. See Table 1.

6 U.S. R&D expenditure is based on numerous surveys of the National Science Foundation, and include R&D
performed and funded by private businesses with at least five employees, federal and state governments,
universities, and non-profit organizations.
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As an alternative calculation, focusing on the internal rate of return, (2), and assuming again that
g =.018 and x/y = .027, we have r* = 67%. By this standard, the social returns are also
enormous. For example, if a private citizen could access an investment with a 67% annual rate
of return, that individual could become very rich very quickly. Of course, as a social return, this
rate of return is not available to an individual investor. But it may be available to society as a
whole. The question becomes whether and how society can further invest to take advantage of

this high return. See Section 5.

Overall, this simple baseline calculation based on R&D expenditure suggests that the average
social returns to innovation are very large. This result aggregates across failed and successful
R&D projects. It also incorporates the manifold spillovers involved in R&D, including
intertemporal spillovers. In magnitude, the result reinforces the common finding in the prior
literature, surveyed in Section 2, and comes in at the upper range of existing estimates. We can
now adjust this baseline calculation on numerous dimensions to assess whether it may be too

large or too small, which is the subject of the balance of the paper.

Table 1: The Average Social Returns, by Social Discount Rate

Social discount Average Social

rate Benefit-Cost Ratio
(r) (p)
1% 66.7
2% 33.3

3.5% 19.0
5% 13.3
% 9.5

10% 6.7

67% 1

I11.  Extending the Baseline

As an overarching framework for what follows, consider the following adjustment to the social

return calculation. We write

_

p= /y 3)
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where the new term, 8, provides for an upward or downward adjustment to the social return. In
this section, we first consider forces that make g less than one, so that the baseline calculation in
Table 1 is too high. We will then consider forces that make S greater than one, so that the

baseline calculation is too low.

A. Reasons the baseline social returns may be too high
1. Lags

The above baseline assumes that the payoff from R&D investments occurs immediately. Yet
there may be substantive delays in receiving the fruits of R&D investments. Other things equal,
the longer the delays until the benefits are realized, the lower the return.

A simple approach to potential delays assumes that R&D investments borne today increase
productivity permanently starting D years in the future. This leads to a straightforward
correction to the present value of the benefit stream. The calculation is the same as before, but

we now must include a discount factor where’

B=eP (4)
To make an explicit adjustment, we can consider various micro evidence. For businesses, the
literature suggests a relatively short delay between R&D investment and product introduction.
Mansfield (1971) finds a 3-year median delay. Ravenscraft and Scherer (1982) find, in a survey,
that 45% of firms report a 1-2 year delay, 40% of firms report a 2-5 years, and only 5% of firms
report a delay beyond 5 years. Pakes and Schankerman (1984) impute a delay of 1.5-2.5 years
between R&D investment and first revenues. For Compustat firms, which focus on mature firms
in mature industries, Argente et al. (2018) estimate a one-year delay between R&D and product

introduction.

The first introduction of the product is not, however, the time at which use in the market peaks.
Leonard (1971) studies 19 manufacturing industries and finds that the growth continues from the
second year up until the ninth year after the R&D investment. In mature consumer sectors, the
delays to market peak may be shorter. For example, Argente et al. (2019) find that the new

consumer products from publicly-traded firms typically hit their sales peak one year after

" The appropriate discount factor is # = r — g. This accounts for both the discount rate, r, for future income as
well as income growth, g, which expands the income over which today’s innovation will ultimately be felt.

13



introduction. All told, studies of R&D, product introductions, and product sales suggest quite
rapid linkages between up-front costs and peak market payoffs. A total delay of 3-6 years

appears reasonable, and a 10-year delay appears very conservative.

For basic research, the delays are naturally longer. Using regression analysis, Adams (1990)
suggests a 20-year lag between academic research and productivity growth in the relevant
industry. One can also link specific patents to the underlying scientific research that each patent
cites (Ahmadpoor and Jones 2017). Examining all U.S. patents indicates an average delay of 6
years from the patent application to its direct precursor science publications. To the extent that
basic research pays off indirectly (i.e., basic research leads to further research that, eventually,
becomes an input to marketplace inventions) citation network analysis suggests that even remote

basic research investments begin paying off within 20 years.

Table 2 reconsiders the baseline social returns calculations using a range of delays.® Aggregating
across the different types of research, a middle-of-the-road delay estimate may be 6.5 years, and
a conservative estimate would be 10 years.® An extremely conservative estimate would be 20
years. Using any of these delays, the average social returns to R&D still appear very large. See
Table 2. Even taking a very conservative 20-year average delay, which is well beyond what the
micro-evidence indicates, one would still see a $4.9 present value benefit for each $1 spent on
R&D.X The internal social rate of return declines relatively sharply from the baseline value of
r* = 67% with extended delays, because high internal rates of return heavily discount the future.

With a delay of 20 years, the internal social rate of return falls to 11%.

8 We use # = 5% in these calculations of the social benefit-cost ratio. With a growth rate of g = 1.8%, this value
for # assumes a high discount rate of r = 6.8%. To the extent that appropriate social discount rates are lower
than this discount rate, the social benefit-cost ratios in Table 2 are conservative.

% The National Science Foundation reports (NSF 2019) that 62.5% of recent U.S. R&D spending represents product
development (i.e., R&D targeted toward the development or improvement of specific products or processes), 20%
of spending represents applied research (i.e., research that has a specific practical aim or objective), and the
remaining 17% of spending represents basic research (i.e., without any particular application in view). Taking a
mainstream estimate of a 3-year delay for product development R&D, a 6-year delay for applied R&D, and 20-year
delay for basic R&D, the average delay (weighted across expenditure on each category) would be 6.5 years. Taking
a conservative estimate of a 5-year delay for development R&D, a 10-year delay for applied R&D, and a 30-year
delay for basic R&D, the average delay would be 10 years.

10 A more sophisticated version of this delay adjustment considers not a single delay, D, but rather uses the full
distribution of delays in the micro literature. In practice, however, the more sophisticated approach leads to
similar conclusions.
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Table 2: The Average Social Returns, for Different Benefit Lags

Delay in Corrective Average Social Average Social
Years Factor Benefit-Cost Ratio Rate of Return
(D) (B) (p) (r")
0 1 13.3 67%
3 0.86 115 29%
5 0.78 10.4 23%
6.5 0.72 9.6 20%
10 0.61 8.1 16%
20 0.37 4.9 11%

2. Incorporating Capital Investment

The baseline approach assumes that growth relies on the innovative investment, x. This
approach follows from the standard neoclassical idea that total-factor-productivity gains are
necessary to achieve positive steady-state growth. Hence, one might accrue the benefit of
growth to R&D. However, this approach implicitly ignores potentially important features,
including the contribution of capital investment. Here we will introduce capital investment

explicitly into the observed and counterfactual growth scenarios.

One can incorporate the capital investment part of productivity growth — or “capital deepening” —
under two different viewpoints. In one viewpoint, technological progress is “disembodied” from
capital inputs. In the second viewpoint, new technologies must be embodied in new capital

inputs, which bring additional costs. Consider each perspective in turn.
Disembodied Productivity Growth

In the disembodied perspective, the productivity gains from innovation are felt independently of
capital investment. We can then parse per-capita income gains into two features. First is the
direct (disembodied) gain from innovation that occurs holding capital fixed; the second would be

the capital deepening that these productivity gains further spark.

In standard neoclassical growth theory, where production is Cobb-Douglas, growth in per-capita

income follows as

gy =agr+ (1 —a)ga (%)
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where g, is the growth in per-capita income, gy is the growth in capital per person (capital
deepening), and g, represents technological progress. The term « is the capital share of income,
which empirically is approximately one-third. Thus, if technological progress follows from
innovative investments and these gains are felt in a fashion disembodied from capital

investments, then we have a very simple correction to our baseline. Namely,

It is then a simple matter to revise the estimates in Table 1. Simply multiply the social benefit-
cost ratio by two-thirds. The returns to innovative investments with this correction still appear
very large. The same is true if one applies this correction to Table 2, which further accounts for

potential delays.
Capital-Embodied Productivity Growth

Alternatively, we may believe that the economic gains from innovative investments are in large
part realized through the embodiment of these ideas in new forms of capital. For example, an
innovation in microprocessors is useful only if it is built into microprocessors themselves. The
same may be true for myriad forms of innovation that are embodied in capital equipment and
structures. If so, then the benefits from new ideas (and advances in standards of living) require

both the R&D expenditure and the investment in building the new or improved capital inputs.

In short, the costs are more than just the R&D. We can no longer make a clean separation
between the innovation and capital deepening components, and the natural correction here is to
include both investments together. The added piece is the cost of capital deepening. One can
proceed empirically here and also consider theoretical bounds on these additional costs.

Empirically, since 1960, the annual net domestic investment of the U.S. private sector has
averaged 4.0% of GDP. This net investment, which does not include R&D expenditure,
incorporates capital deepening. Viewing these costs as necessary to realize the gains of R&D,
the total costs to innovative investments would then be viewed as the summation of the R&D
investment (2.7%) and net domestic investment (4.0%), or 6.7% of GDP. Thus we could say

empirically that

16



27_040
B~67_'

This “embodied” version of capital deepening thus reduces the social returns to R&D more than
a “disembodied” innovation calculation. Nonetheless, given the baseline social returns in Table

1, such a correction still points to extremely high social returns. See Table 3.1

The above calculation can be further adjusted in several senses. First, net investment costs are
not just about capital deepening, but also include investment costs that extend the capital stock
over a growing population. The U.S. population has grown annually at 1.0% on average since
1960, and the U.S. workforce has grown at 1.5% annually. This makes the above adjustment
conservative — tending to understate the social returns. Second, capital deepening might occur
outside the net investment data from domestic businesses, including, e.g., through infrastructure
or other public investments. While private capital equipment investment may be especially
important, other investment costs, if unaccounted for, would make the above adjustment less

conservative.

We can generalize as follows. Along the equilibrium growth path of the economy, the deepening
component of investment is equivalent to the growth rate in per-capita income times the capital-

output ratio. That is,

laeep _ K
y y
where i, is the cost of investment that increases capital per worker and the other terms are
defined above. The ratio of the U.S. capital stock to U.S. GDP has averaged 3.5 since 1960.
Thus, capital deepening costs are approximately 3.5g. This suggests that the capital deepening
cost would, in total, be 3.5 x 1.8%, or 6.3% of GDP. This correction is larger than the 4.0% net

(6)

domestic investment cost taken from private businesses. Adding in the 2.7% of GDP for R&D,
the total cost of innovation (idea creation and implementation) rises to 9.0% of GDP. This

suggests that g = 0.3.

11 For the capital deepening component, the issue of lags is substantially less germane. In the embodied-
innovation perspective, the costs of the capital investment occur very close to the time of use of these embodied
ideas in the economy. Thus the lag corrections in Table 2 do not apply to most of the innovation cost under this
embodied-innovation perspective.
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Table 3 summarizes these results. The conclusion is that accounting for capital deepening will
reduce the social returns to innovation, and that embodied technical change reduces these returns
more than disembodied technical change. Nonetheless, the main conclusion is that the social

returns to innovation still appear extremely large.

Finally, note that incorporating capital investment doesn’t diminish the society wide gains.
Rather it acts to spread the gains over a broader set of investments, beyond R&D. The social
returns to capital deepening thus appear much larger than the equilibrium private rate of return to
capital investment would suggest. To the extent that embodiment is important, R&D investment
and capital investment collectively unlock large social returns. From a policy point of view,
supporting R&D and capital deepening together would may then be important to attain the high

social returns from innovative investments.

Table 3: The Average Social Returns with Capital Costs

Capital Costs to Corrective Average Social Average Social
Realize Productivity Factor Benefit-Cost Ratio Rate of Return
Gains (B) (p) ()

Disembodied Technical Change
-- 0.66 8.9 44%

Capital-Embodied Technical Change

Net Domestic Private 0.40 53 27%

Investment
All

0,
Capital Deepening 0.30 4.0 20%

3. Other Innovation Costs

The above analysis links productivity growth in the economy to R&D investment and capital
investment. To the extent that innovations come from other types of investment, one would
undercount true innovation costs and thus overstate the social returns. Here we consider these

possibilities.

One potentially important source of innovation is the effort of entrepreneurs. In particular, R&D

expenditure measures in the U.S. explicitly do not include the innovative activities of businesses
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with less than 5 employees.'? Most of these businesses are not growth-oriented, representing
self-employment or permanently small businesses like single-establishment restaurants, nail
salons, etc.; however, a small set of new businesses are focused on creating transformative
innovations (e.g., Guzman and Stern 2017, Azoulay et al. 2020). A practical adjustment to
account for these innovative startups can include total venture capital investment as an additional
innovation cost. Since 1995, total venture capital investment in the U.S. has been as high as
$130B (2018) but has often been less than $30B per year.!® On average, total venture capital
investment since 1995 is less than 0.3% of GDP. Adding all venture capital investment would
therefore raise the costs of innovation investments from 2.7% to 3.0% of GDP, suggesting =

0.9. This adjustment only modestly affects the social returns.

Additional inroads to estimating other innovation costs come from business surveys. Eurostat’s
Community Innovation Survey asks firms to compare their R&D costs with any additional
innovation costs. In the 2016 survey, these numbers are available for 28 countries (Eurostat
2019). Taking these countries as a whole, firms report that R&D expenditures amount to 55% of
total innovation costs. The non-R&D innovation costs are primarily investment in capital assets,
including equipment, machinery, and software. These costs are linked to the adoption and
diffusion of the innovations (Brouwer and Kleinknecht 1997, Evangelista et al. 1998) and can
thus be seen as a component of the capital-embodied productivity gains analysis in Section IV.B
above. Thus one could take f = 0.55 to account for these “other costs”, or one can use the
broader £ correction that already encapsulates broad forms of associated capital investment

costs, as in Table 3.
4. Learning-by-Doing and Incidental Innovation

A different challenge to the above estimates comes on the benefit side. To the extent that
productivity growth comes from other sources, assigning the productivity growth to explicit
R&D investment, new venture investment, and capital investment would overstate the social
returns to these investments. What happens if new ideas, or the spark of ideas, come outside the

above processes? Some innovative ideas may emerge from incidental inspirations among

12 5ee National Science Foundation, Science and Engineering Indicators 2018,
https://www.nsf.gov/statistics/2018/nsb20181/.
13 Source: Pitchbook/NVCA.
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workers in the course of ordinary labor activities, rather than through focused investment
expenditure. Learning-by-doing is typically seen as productivity improvements that come
through accumulated experience and skill in a production process (Arrow 1961, Bessen 2015).

Such advances might be seen as essentially “free” sources of productivity gains.

To relate this possibility to the social returns to innovation, consider three perspectives. First,
canonical examples of learning-by-doing, like airframe manufacturing (Wright 1936) suggest
that these productivity gains can be large. However, these gains typically hinge on and occur
after the introduction of a new good or production process. In this sense, learning-by-doing acts
as a kind of free innovation process that comes ex-post of necessary up-front costs, such as the
R&D investment in the airframe design or the capital investment in producing the manufacturing
machinery and facilities. From this perspective, learning-by-doing is then akin to the lag
adjustment in Section 3.A.1, and one can therefore incorporate learning-by-doing by allowing for

lags in the benefits of the up-front innovation investment costs.

Second, there may be “free ideas” that come to individuals, including individuals who do not
participate in any measured R&D or investment process. Concretely, an individual may have an
idea while driving to work, or while engaged in some work process, concerning things like a new
jet engine design, computer application, web service, or medical device. Product users may also
be an important source of new concepts (Von Hippel 1976). However, to the extent that the
initial idea may appear to come for free (i.e., outside a measured investment process) the
implementation of a new computer application, medical device, etc., will presumably bear
further development costs and/or investments in fixed assets. If so, then using a broad measure
of investment as featured in Section IV.B above, should still capture the total costs for achieving

the productivity gain.

Finally, there may be free ideas that require no investment to implement. Returning to the
learning-by-doing literature, the so-called “Horndal Effect” provides an example of productivity
gains in a Swedish ironworks that appears to occur without any formal investment (Lundberg
1961). If such gains are actually investment-free, and responsible for a substantial portion of
productivity growth, then the average returns to measured innovation investments above would
be correspondingly lower. It is difficult to assess this possibility in general. The reader can

adjust the social returns, however, in a straightforward manner, by choosing £ as the share of
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productivity growth that hinges on actual investment. Taking the broad returns in Table 3, one
could assume that half of productivity gains are achieved without relying on any R&D
investment, any new venture investment, and any capital investment, and still the average social

returns to these measured innovation investments would be large.
5. Summary

Collectively, we have considered several independent reasons that the baseline social returns
calculation may be too high. Analyzing each correction in isolation, the social returns to
innovative investments tend to remain high. Analyzing several potential corrections at once, it is
still difficult to find a result where the social returns are not high. The most important correction
appears to be how we treat capital investment, especially if the results of R&D must be
embodied in capital equipment. Incorporating long delays between the up-front investments and
the ensuing productivity gains, which can additionally incorporate learning by doing, the social
benefits still substantially exceed the costs. As we will discuss next, there are also several forces

pushing in the other direction, which suggest that the baseline calculation may be too low.

B. Reasons the baseline calculation may be too low

1. Productivity growth mismeasurement

Calculating the path of real GDP is challenging. Economists have long recognized various
problems in inflation statistics -- including substitution bias, product improvement, and the
introduction of new goods -- which undermine the accuracy of inflation indices. Since at least
the Stigler commission (Stigler et al. 1961), the economics consensus has been that inflation in
consumer and producer prices is overstated, and hence real GDP growth is understated. The
Boskin Commission found that the consumer price index overstated inflation rates by 1.10% per
year, with a “plausible range” of 0.80% to 1.60% per year (Boskin et al. 1996). The most
substantial source of bias (0.60%) found was due to the introduction of new goods and quality
changes in existing goods — i.e., outcomes of innovation itself, so that the benefits of innovation
are understated in concrete ways. The Boskin Commission’s findings and recommendations led
to changes in price measurement approaches, and net of these changes the inflation bias was
subsequently estimated to be an approximate 0.65% overstatement per year (Gordon 2000),
although quality advances and new goods problems remain particularly challenging. The

ongoing advance of computing, the Internet, and associated digital services has now led many
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economists to believe that inflation bias may be much worse again today (Goolsbee and Klenow
2018, Brynjolfsson et al. 2019).

Applying these kinds of biases to gross domestic product overall will substantially increase the
growth rate of the economy. The baseline social return to innovation will consequently increase.

The correction is

inflation bias
p=1+ / 7 (7)

Table 4 considers corrections to the baseline social returns, under various assumptions about

inflation bias. Taking the Boskin Commission’s central estimate (1.10%), which may be the
right number historically, we see that f = 1.6. Even with the more modest Gordon estimate of

inflation bias (0.65%), the social returns are elevated by more than one-third.

Table 4: The Average Social Returns, Correcting for Inflation Bias

Inflation Bias Corrective Average Social Average Social
(% per annum) Factor Benefit-Cost Ratio Rate of Retum
(B) (p) ()

0.00 1 133 67%

0.40 1.22 16.3 81%

0.65 1.36 18.1 91%

0.80 1.44 19.3 96%

1.10 1.61 215 107%

1.60 1.89 25.2 126%

2. Health outcomes

A large portion of R&D, and related capital investment, is related to improving health and
longevity. While health may influence productivity, a common target of health innovation is to
extend life. Average life expectancy in the U.S. has risen considerably, from 47.3 in 1900 to
69.7 in 1960 to 78.5 in 2018, and there has been vast progress against infant mortality.'* Among

the contributing factors to these health improvements, innovations play an important role,

¥ Infant mortality in the U.S. has fallen from 100 deaths per 1,000 live births (1915) to 26 deaths per 1,000 live
births (1960) to 5.6 deaths per 1,000 live births in 2017. As Murphy and Topel point out, in 1900 in the U.S. 18% of
males did not reach their first birthday, but by 2005 one doesn’t reach an 18% mortality rate until age 62 (Murphy
and Topel 2006).
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including the advent and advance of vaccines, antibiotics, cardiovascular treatments, diagnostic

and imaging technologies, surgical methods, and oncology products.

From a social return point of view, one could attempt to incorporate some portion of the health
gains in the total benefits of innovation. Alternatively, one could remove health R&D from the
cost side to produce an average return to non-health-related innovation. On the cost side, about
20-25% of government-financed R&D flows through the National Institutes of Health. In the
private sector, approximately 18% of private-sponsored R&D in the U.S. in 2016 came from
pharmaceuticals and medicines alone.® A broader collective estimate calculates that total
medical and health related R&D in the U.S. has risen from $143 billion to $182 billion from
2013 to 2017, amounting to approximately 30% of total U.S. R&D expenditure.'® Adjusting
R&D to remove health expenditure will cause the baseline social return to (non-health-related)
innovation to consequently increase. The correction is

B=—— ®)

x — health R&D

Table 5 considers corrections for alternative measures of health R&D investment. Taking an

estimate where health expenditures are 20% of total R&D, the social returns to non-health
related innovation rise by 25%. This estimate is somewhat conservative in terms of potentially
understating health R&D costs. But it may be non-conservative in that it assumes that these
health benefits stand fully outside productivity increases; e.g., they support longevity or the

health of the retired individuals, as opposed to being investments in worker productivity.

Adjusting instead on the benefit side, the most direct correction is to incorporate the value of
living longer. This is a difficult calculation to make, even in principle. Economists often rely on
the value of a statistical life, which can be based on observed expenditure to reduce the risk of
death. Using this method and valuing life at $3 million in 1990 dollars, Nordhaus (2005) finds
that rising life expectancy has produced annual gains for individuals that exceeds the measured
growth in the consumption of goods and services.!” Murphy and Topel (2006) further find

15 National Science Foundation 2018, Table 2, https://nsf.gov/statistics/2018/nsf18312/.

16 Source: Research America 2018 (https://www.researchamerica.org/sites/default/files/Policy_Advocacy/2013-
2017InvestmentReportFall2018.pdf) and NSF Science and Engineering Indicators 2018
(https://www.nsf.gov/statistics/2018/nsb20181/).

17 Nordhaus uses a somewhat conservative value of life measure, compared to other studies and to U.S.
government practice in performing cost-benefit analyses.
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enormous welfare gains in the United States from both increased longevity and higher quality of
health while alive. In their estimation, the social benefits from improved health are several times

the increased expenditure on health care overall.

Table 5: The Average Social Returns, Accounting for Health

Corrective Average Social Average Social
Factor Benefit-Cost Ratio Rate of Return
(B) (p) (")

Social returns for non-health-related innovation
Health R&D/Total R&D (%)

0 1 13.3 67%
20 1.25 16.7 83%
25 1.33 17.8 89%
30 1.43 19.0 95%

Social returns including benefits of life extension
Health Health
Consumption Consumption
Share (%) Growth rate (%)

25 1.0 1.19 15.8 79%
30 1.5 1.36 18.1 90%
40 2.0 1.74 23.2 116%
50 2.5 2.39 31.9 159%

Explicitly adjusting the social return calculation is somewhat difficult, however, because one
needs not just the change in value from improved health but also a different baseline definition of
real consumption that incorporates the value of being alive. That is, real GDP per capita is now
higher in every period because of this “health consumption”, which we denote h. As we show in

the appendix, an appropriate correction to the social return is

b= (1 * 1 ihsh %) ©)

where g, is the growth rate in health consumption and s, is the share of health consumption in
the augmented GDP measure. This correction shows that adding positive growth in health
consumption can only increase the social returns to innovation. The amplification factor is

increasing in both the growth rate of this health consumption and in the share of health
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consumption in augmented GDP. Nordhaus (2005) estimates that g, =~ 2% in the later half of
the 20™ century, and one might take s, = .25 as a conservative value. Table 5 considers
adjustments for various values. These estimates are especially speculative given the challenges
of the exercise but suggest that the social returns may go up substantially when accounting for
health benefits.

The above returns credit the increase in longevity to innovations and, more particularly, to the
broad range of R&D costs borne by society. Of course, several key advances in longevity have
come from public health interventions, including the advance of clean water supplies in the early
20™ century and anti-smoking campaigns in the later 20" century. Yet these kinds of efforts
were in turn based on research insights — e.g., Pasteur’s germ theory of disease with regard to the
importance of clean water, and widespread research about the harms of smoking. Cutler et al.
(2006) study the historical gains in life expectancy and, considering its various potential causes,
argue that “knowledge, science and technology are the keys to any coherent explanation.” At the
same time, public health interventions, just like the innovations of safety glass, airbags, and other
life-saving safety features in automobiles, are rooted in research and coupled with follow-on
investment. This perspective further suggests that incorporating capital-investment (see Section
[11.A) may be appropriate for assessing social returns.

3. International spillovers

We have focused on R&D expenditure in the United States. However, the benefits of innovation
in one place often spread across borders, both because ideas spillover directly and because ideas
are embodied in goods and services that are traded across borders. These international spillovers
mean that the innovation in the U.S. brings additional spillover benefits beyond U.S. standards of
living. They also mean that some of the U.S. gains are due to innovations that come from other

countries.

To examine these international spillovers, one can broaden the lens to a set of advanced

economies. Here we consider the G-7 and the OECD.'® While it is difficult to say which

18 The G-7 includes Germany, Japan, Great Britain, France, Italy, Canada, and the USA. The OECD has 35 member
countries, including the G-7, non-G-7 members of the European Union, Turkey, Mexico, Israel, and South Korea.
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country is responsible for what portion of innovative benefits, we can look at the innovation

expenditure and per-capita GDP paths in these economies collectively.

The U.S. economy invests relatively heavily in R&D (2.7% of GDP). By contrast, total R&D
investment as a share of total GDP is somewhat smaller for both the G-7 countries as a whole
(2.5% of total GDP since 2000) and for the OECD members as a whole (2.2% of total GDP since
2000).1° At the same time, income growth per-capita is higher in the G-7 and the OECD than in
the U.S. economy. Looking since 2000, per capita income growth rates across the G-7 averaged
2.2% and across the OECD averaged 3.5%. Table 6 considers the implications for the average

social returns.

Because R&D investment has declined compared to the baseline, and per-capita income growth
rates have risen, the social returns to R&D investment appear higher. One may further want to
include capital deepening as an important aspect in realizing these innovation gains. There is
little difference, however, since 2000, in the rates of gross domestic capital formation between
the U.S. and the OECD average. Thus, this additional correction, allowing for the role of capital
embodiment, will be similar to that in Table 3. As in Table 3, a broader and more conservative
way to capture capital deepening is to allow for economy-wide deepening that maintains the
overall capital-output ratio. Because output is rising faster on average in the G-7 or OECD, this
correction calls for greater net capital investment than in the U.S. economy. We also consider
this correction in Table 6. Net of this greater investment cost, we still see an increase in the

social returns compared to analyzing the U.S. alone.

Going further, international spillovers of innovation do not stop at the boundaries of the OECD
members. The growth in standards of living in developing countries, including China and India,
also benefits from innovations in advanced economies. This is true both for productivity gains
and health benefits. These advances will be typically felt with a more substantial delay, as
developing countries catch up later in many technologies, but with the OECD representing just

17% of the world’s population, the potential scale of these spillovers is large. While we do not

1% These numbers are calculated using OECD data (https://data.oecd.org/rd/gross-domestic-spending-on-r-d.htm).
R&D investment outside the U.S. has been increasing among the G-7 and among OECD members over time.
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attempt to calculate spillovers beyond the frontier economies, such broader spillovers suggest

that the international spillovers corrections in Table 6 are conservative.

Table 6: The Average Social Returns, Advanced Economies as a Whole

Average Average

R&D Net FC; rowth Corrective Social Social
ate per .

(%GDP) Investment Capita Factor Benefltj Rate of

(%GDP) 0 (3] Cost Ratio  Return
(%) .
(p) ()

Panel A: USA

Baseline 2.7 -- 1.8 -- 13.3 67%

Net Domestic Private Inv. 2.7 4.0 1.8 -- 5.3 27%

All Capital Deepening 2.7 6.3 18 -- 4.0 20%

Panel B: G-7

Baseline 2.5 -- 2.2 1.32 17.6 88%

Net Domestic Private Inv. 2.5 4.0 2.2 1.26 6.8 34%

All Capital Deepening 2.5 7.7 2.2 1.08 4.3 22%

Panel C: OECD

Baseline 2.2 -- 35 2.38 31.8 159%

Net Domestic Private Inv. 2.2 4.0 35 1.59 8.5 57%

All Capital Deepening 2.2 12.3 3.5 1.21 4.8 24%

Note: The corrective factor g applied here is the ratio of the social returns to the relevant row for
the U.S. economy in Panel A.

C. Summary

We have examined several reasons that the baseline calculation of the average social returns to
innovation investments may be too high or too low. Taking just the conservative corrections, the
social benefits of innovation investments appear to exceed their costs, and substantially. Adding
in natural corrections in the upward direction — due to inflation bias, health gains, or international
spillovers — further increase the social benefit-to-cost ratio. Overall, it appears that a
conservative estimate of the average social gains is about $5 in benefit per $1 invested.
Considering reasonable amounts of inflation bias or health benefits can easily push the average
benefit to $10 or even $20 per $1 invested. These gains are just in terms of the U.S. economy.
Incorporating international spillovers extends the benefits further. In sum, analyzing the average

returns form a wide variety of perspectives suggests that the social returns are remarkably high.
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V. The Average Return vs. the Marginal Return

The analysis in Sections 2 and 3 are explicitly about the average social return to innovation
investments. By focusing on the average return, we have gained several advantages. We
deployed an aggregate-level analysis that can include all R&D costs, including successes and
failures, and integrate across complex spillovers inherent to the innovation process. The method
can also be leveraged in a transparent manner to assess forces that are not well addressed in the
social returns to R&D literature. These include issues of capital embodiment, lagged effects,
productivity measurement, health benefits, and international spillovers. By focusing on the
average returns, we stepped past difficult conceptual and empirical issues in how to assign
returns to the various components. Overall, we find that the average social returns to innovative

investments appear very large.

At the same time, from a policy perspective, we may be particularly interested in the marginal
returns. That is, we are interested not just in the average social return to what society already
does, but also in the social return to undertaking additional investment in innovation. In this
section, we consider the extent to which the average social returns are instructive regarding the
marginal social returns. Both micro and macro considerations help inform this question, as

follows.
A. Empirical Studies on the Margin

A direct, empirical argument for high marginal returns comes from existing micro literature on
the social returns to formal R&D. These studies mainly investigate how variation in R&D
expenditure (i.e., marginal variation) within firms and industries predicts future productivity
growth of these firms and industries. These studies tend to find large social returns to increasing
formal R&D, both through spillovers across firms within an industry and through technological
spillovers on firms in technologically-related industries (e.g., Hall et al. 2010). While these
studies use regression methods and face difficulties in interpretation, some papers advance causal
identification strategies and find large social returns from marginal increases in R&D

expenditure by businesses (Bloom et al. 2013).2° Appendix B reviews this complementary

20 See also Azoulay et al. (2019) for a causal empirical analysis that finds high returns to increased NIH funding.
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literature. Overall, the social rates of return seen in these firm and industry studies, like the

average returns seen in our broader calculations, show that the social returns appear very high.
B. Micro-Reasoning on the Margin

Two, related conceptual perspectives can help explain why one would expect the average social
returns and marginal social returns to both be high — and even similarly high. In particular, we

can write the social returns as

Tsocial = rprivate + rspillovers
for a given project.

Empirically, the calculations indicate that rg,.;4; appears, on average, much larger than standard
private rates of return, r,,ipq¢e. This implies that 7g,;;0vers has a large positive mean. It then
follows under many distributional assumptions relating 7,,.iyqte aNd Tspiniovers that the marginal
social returns will remain high. For example, if the spillover from a given project is drawn
independently from the private return, or if the spillover is drawn as some multiple of the private
return, then the marginal social return would remain in excess of the marginal private return. To
the extent that most of the social returns are in the spillovers (as suggested by our calculations), it

is then natural that the average and the marginal social returns will both be high.

A related point follows from the inherent uncertainty in innovation. As Arrow emphasized, it is
typically unclear at the start whether a new R&D project is likely to bear fruit (Arrow 1962).
Even when one gets close to market applications, failure is a regular occurrence. For example,
most entrepreneurial ventures fail (Kerr and Nanda 2009), and those who bet on new ventures —
venture capitalists — have substantial trouble predicting which investments will succeed. Kerr et
al. (2014) studied a prominent venture capital firm and found that the partners’ initial scoring of

investment opportunities were almost entirely non-predictive of the future returns to each startup.

This uncertainly is presumably even more acute for basic research, where failure appears very
common and the ultimate applications of ideas are hard to predict. For example, a basic research
insight like Einstein’s general relativity turned out to be an essential tool underlying the Global
Positioning System (GPS), which in turn is essential to many technology applications, including

new business models like Uber and Lyft (Ahmadpoor and Jones 2017). Similarly, basic research
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insights into extremophile bacteria in Yellowstone National Park provided the essential gene
replication technologies that underpin the biotechnology industry (Azoulay and Li, forthcoming).
The connections between basic research and its ultimate applications appear broad, deep, and
hard to predict (Ahmadpoor and Jones 2017, Azoulay et al. 2019).

Overall, the uncertain nature of innovation suggests that it is difficult to know the marginal
return to an R&D investment, especially for basic research, applied research with uncertain
endpoints, or bets on transformative business models. This uncertainty makes it difficult for
investors (private or public) to credibly assess the expected returns to such innovation projects.
If we are unable to predict the returns of such projects, then the marginal returns to additional
investment in such projects may not be too different from the average return of the investments

undertaken.
C. Macro-Reasoning on the Margin

A final and more explicit approach to assessing the marginal return to innovation is to use
growth models. While the average return generalizes across a wide class of growth models,
specific calculations of the marginal return will be model-dependent. Here we consider the
marginal returns by considering the two primary types of innovation models that feature

prominently in the endogenous growth literature.

The original approach to endogenous growth theory emphasizes that the rate of advance
increases linearly in the level of R&D effort (Romer 1990, Aghion and Howitt 1992). In

particular, assume for simplicity that

ga =vLg (10)
where Ly is the number of R&D workers. Intuitively, this leads to the following result, which

we show formally in the Appendix.

Lemma 1: For the knowledge production function (10), the marginal social return to R&D is

alr
x/y
That is, the marginal return to additional R&D effort is the same as its average return. This

(11)

Pmarginal =

result is intuitive and follows because there are no diminishing returns to R&D effort. When an
extra unit of effort at R&D creates a linear increase in the growth rate, the marginal return is
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identical to the average return. Thus under classic, Romer-style endogenous growth models, the
marginal return to additional R&D, which may be the relevant policy question, appears large and

exactly in line with the calculations featured in prior sections of this paper.

At the same time, there are strong empirical arguments in the growth literature that call for an
alternative model of how innovative inputs map into productivity growth. Namely, empirical
evidence points to growing research effort as a requirement to drive a constant growth rate in
productivity (Jones 1995, Kortum 1997, Jones 2009, Bloom et al. 2020). The macro facts

suggest a relationship of the form

ga = 6A)° T Lg(t)° (12)
which generalizes (10) on two dimensions. First, it allows for varying degrees of intertemporal
spillovers: as the level of productivity, A(t), advances with time, further growth may become
easier or harder according to the parameter 8. Second, this generalization allows for varying

degrees of diminishing returns to R&D effort at a point in time, via the parameter . This model

produces the steady-state solution where g, = ﬁn and n is the growth rate in effort applied to

R&D.?

This empirically-grounded knowledge production function leads to the following generalization

of the marginal social return to innovation investments, which we show formally in the appendix.

Lemma 2: For the generalized knowledge production function in (12), the marginal social return
to R&D is

_ o gjr

pmargmal - 1+ (O’ _ 9)(g/r) x/y

That is, the marginal return to additional R&D effort is a multiplicative factor of the average

(13)

return we have calculated in Sections 2 and 3. Connecting to our prior notation, we define this

multiplicative factor as B4 gina, Where

o
Bmarginat = 1+ (@—-0)(g/r)

(14)

21 The steady-state solution requires that 8 < 1, which means that the degree of positive intertemporal spillovers
cannot be too large.
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This result has several straightforward properties. First, it reproduces the Romer-style marginal
return when ¢ — 1 and 8 — 1. Second, other things equal, increasing the degree of
intertemporal spillovers (increasing 0) raises the marginal return. Third, other things equal,

steeper diminishing returns to research effort (reducing o) tends to lower the marginal return.?

We can take one step further and calibrate the marginal returns. The marginal return depends on
several empirically measured variables (g, , x, y, which we have used to determine the average

return) and two unknown parameters (o, 8). Thus we appear to have two parameters to calibrate.

However, keeping in mind that the steady-state growth rate in this model is given by g, = ﬁn,

we can write
g
=2(1- 1
o n( 0) (15)

where we also observe the R&D effort growth rate n. Thus, we have in effect only one

parameter to choose.?

Table 7: The Marginal Social Returns

Marginal Social Marginal

Inter_temporal Implied_ E_ffort Marginal Return Benefit-Cost Social Internal
Splllgvers Elasticity Factor Ratio Rate of Return
( ) (O-) (ﬁmargmal) (pmarginal) (r%arginal)

-0.75 1.58 0.86 11.4 101%
-0.5 1.35 0.81 10.8 87%
-0.25 1.13 0.75 10.0 73%
0 0.90 0.68 9.0 58%
0.25 0.68 0.59 7.8 45%
0.5 0.45 0.46 6.1 30%
0.75 0.23 0.28 3.7 16%

Table 7 presents calibrations of B4, gina: @s Well as the marginal social return. We use the

values for g and r as in Section 2 and use n = 2%, which is the growth rate of the U.S. labor

22 This result requires 8 < 1 and g < r as conditions for the existence of steady-state growth. Note also that it is
possible that the marginal return exceeds the average return. This can occur, for example, if there are increasing
returns to research effort at a point in time (6 > 1) and the intertemporal spillovers are not too small.

23 If we believe we have good information about the degree of intertemporal spillovers, 8, then we can infer o. Or
conversely we could infer 0 if we believe we have evidence on o.
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force since 1960. We then consider different ranges of intertemporal spillovers from

substantially negative (8 = —0.75) to substantially positive (6 = +0.75).

Table 7 suggests that the marginal social returns to additional R&D tend to be high. They
diminish when there are steep diminishing returns to additional R&D. That is, as additional
R&D effort becomes increasingly duplicative of existing R&D, or more broadly additional R&D

workers at a point in time are increasingly ineffective, the marginal returns drop.?*

The literature does not provide clear empirical guidance on the degree of intertemporal spillovers
(0). In models where we “fish out” the pond of ideas or, more generally, the innovative search
process becomes more costly as we advance, we expect 8 < 0 (Kortum 1997, Jones 2009).
However, to the extent that new ideas or tools (e.g., calculus, computers) become fruitful inputs
into innovative search, we might expect 8 > 0 (Weitzman 1988). Using a model of economic
growth and population growth over the very long run, Kremer (1993) provides analysis that
suggest a value of 6 in the 0.1 to 0.4 range, which would suggest large marginal returns to

additional innovative effort, but it’s not clear that such values apply in the modern era.

Embedded in the possibility of diminishing returns at the macro level are two underlying notions.
First, there may be limited additional innovative lines to pursue, given the stock of current
knowledge. Second, there may be limited additional innovative talent in the population.
However, micro-evidence appears inconsistent with these constraints. As discussed above,
studies of the returns to marginal increases in R&D by firms or in basic research at the NIH point
to high marginal returns (Bloom et al. 2013; Azoulay et al. 2019). These findings are
inconsistent with substantial “idea constraints™ in those settings. Regarding “people constraints,”
there appear to be large opportunities to expand the innovative talent pool in the US. Expansions
in innovative labor could occur through immigration channels (see Kerr and Kerr, this volume)

and through childhood policies (see Van Reenen, this volume). Key constraints on innovative

24 An interesting feature of this calibration is that more positive intertemporal spillovers make the marginal returns
to additional innovation decline. While positive intertemporal spillovers seem directly to be an advantage to the
social returns, the calibration here requires that large positive intertemporal spillovers be offset by increased
diminishing returns (or vice versa). This is required to match observed growth rates. An implication is that, even if
one thinks there are steep diminishing returns to additional effort, the marginal social returns to additional effort
can still tend to be high. For example, taking ¢ = 0.23 (see Table 7), one is assuming that increasing the
investment in innovation by 100% would increase innovative output by only 17%. Yet the internal social rate of
return is still 16% per annum (see Table 7); large, positive intertemporal spillovers makes this additional effort still
highly valuable.
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human capital appear through limited exposure to these career pathways, not in available talent
(Bell et al. 2019a, 2019b; Azoulay et al. 2020). Immigration, education, and career-exposure
policies suggest substantial short-run and long-run potential to cultivate additional innovative
capacity and accelerate improvements in standards of living.

V. Conclusion

This paper considers estimates of the social returns to investments in innovation. We have
introduced a transparent method that incorporates both innovative successes and failures, while
also incorporating manifold externalities at work in the innovation process, including imitation,
business stealing, congestion, and intertemporal spillovers. The approach can further engage a
range of first-order issues that are often not considered in assessing the social returns. These
dimensions include the role of capital investment, diffusion delays, productivity

mismeasurement, and health outcomes among others.

Overall, we find that the average social returns to innovation investments appear very large. If
formal R&D and new venture creation drive the bulk of productivity gains, then the social
returns to these investments appear enormous. If a much broader set of investments, including
capital embodiment, are needed to fulfill these productivity gains, then the social returns to these
broader activities still appear large. Even under very conservative assumptions, it is difficult to
find an average return below $4 per $1 spent. Accounting for health benefits, inflation bias, or
international spillovers can bring the social returns to over $20 per $1 spent, with internal rates
of return approaching 100%.

We further consider how these average returns may relate to the marginal return of additional
investment in innovation. Using various perspectives, motivated by the micro and macro
literatures on innovation, there are good reasons to believe that the marginal returns are also
high. The implication is that policies to support further innovation investment are broadly well-
motivated. Innovation investments can credibly raise economic growth rates and extend lives,
paying for their costs many times over. And because the social returns exceed the private

returns, public policy has a central role, and opportunity, in unleashing these gains.
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Appendix A: Spillovers and the Social Returns to Innovation

The society-wide gains from an innovation may differ substantially from the private gains to the
innovator. The difference comes from the many potential “spillovers” that can follow from the
creation and introduction of new ideas. In this appendix, we discuss the range of these potential

spillovers, which in turn make the measurement of the social return to innovation challenging.
Imitative Spillovers

The innovative investments made by one firm may not only raise the investing firm’s
productivity, but also raise the productivity of other firms. In particular, other firms can imitate
the advance (e.g., Segerstrom 1991). For example, consider computer manufacturers. When a
more advanced microprocessor, memory chip, or monitor is created, competing firms will see
and learn from these innovations and improve their own products. These “imitative” knowledge
spillovers increase the social returns to innovation, even as imitation by competitors may reduce
the private return to the original innovator. Beyond product innovations, process innovations —
such as Henry Ford’s assembly line, Geoff Hinton’s artificial intelligence algorithms, or the
WHO’s surgical checklist — can also be learned and imitated by others, extending the benefits far
beyond the original innovator.

User Spillovers

An important, second potential spillover is the benefit that accrues to users (e.g., Trajtenberg
1989). For example, more advanced computing machinery will presumably increase the
productivity of the downstream firms that purchase and deploy these more advanced machines.
This user benefit is not likely to be fully captured by the upstream innovator: in particular, the
users who buy the product presumably expect a benefit in excess of the product’s price. User
spillovers can occur between firms in a vertical supply relationship. They can also occur for the
end user — the consumer — creating consumer surplus that is not captured by the innovating firm.
The downstream benefits may be especially large when the upstream producers are competitive

and imitate each other’s innovations (e.g., Petrin 2002).
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Intertemporal Spillovers

A potentially central but difficult to estimate spillover is intertemporal in nature, where a given
advance may influence the capacity for future advances (e.g., Romer 1990, Scotchmer 1991,
Weitzman 1998). This intertemporal element could involve opening research avenues in a given
product line: a specific advance in jet engine design may inspire a stream of future jet engine
innovations. The spillovers may also be far more general. For example, technologies like
electricity, computers, and mobile phones serve as platforms for enormous arrays of future
innovations. Taking smartphones as one example, these tools have spurred the innovation of
millions of new software applications.?> Mobile phones have also sparked the creation of
transformative business models, including mobile payments and the ride-sharing industry.

When the intertemporal spillovers on future innovation are broad, it becomes difficult to measure
the social returns to the original innovation. With general purpose technologies like mobile
phones, the Internet, computers, lasers, or electricity, it is difficult even to enumerate the full set
of future applications that build upon them. A question like “what is the social return to the

Internet?” is difficult to answer because the applications are so varied.

This difficulty is also acute with basic research. By definition, basic research is not directed at
specific marketplace innovations. Rather, it is intended to advance understanding and introduce
new ideas upon which future applications may build. Essentially, the marketplace returns to
basic research are all in the intertemporal spillovers. And while basic research is an uncertain
exercise riddled with failure, it also produces insights that are ultimately essential to marketplace
innovations and socioeconomic prosperity. For example, without basic research breakthroughs
in genetics — from Mendelian inheritance to Watson and Crick’s structure of DNA to Kary
Mullis’s polymerase chain reaction — there would be no biotechnology industry and many of our
most advanced medical treatments would not exist. Advances in mathematics, chemistry, solid-
state physics, material science, and statistics, to name just a few fields, underpin substantial

marketplace applications (Ahmadpoor and Jones 2017). Asking “what is the social return to

25 |n 2019, there are 2.47 million apps available on the Android platform and 1.80 million apps available on the
Apple platform.
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learning the structure of DNA?” or “what is the social return to calculus?”’ are obviously

difficult, because, once again, the applications are so varied.

The above discussion suggests that the intertemporal spillovers are largely positive, as an
advance can facilitate future advances. But it is also possible that intertemporal spillovers are
negative. The main reason for a negative intertemporal spillover is that we may find discovery
of new ideas increasingly difficult. For example, if ideas are fruit on a tree, we may naturally
pluck the low-hanging fruit first. Then future innovation will become harder to achieve. There
is substantial micro and macro evidence along these lines, where innovation requires more effort
with time (C. Jones 1995; B. Jones 2009; Bloom et al. forthcoming). But it remains an open

question whether the intertemporal spillovers are on net positive or negative.
Business Stealing

Returning to firms, additional issues could limit the social return to innovation. In particular, in a
competitive context it is possible that the social returns are actually below the private return.
This effect comes from “business stealing”, where the advance of one firm may come in part by
stealing business from other firms (e.g., Aghion and Howitt 1998). Concretely, consider a small
innovation that allows a firm to produce a piece of machinery at a slightly lower cost than all the
other firms in a competitive market. This innovating firm may then grow to take over the market
and see an enormous private return, but the social return may actually be very small. More
generally, any time a firm or industry is growing at the expense of other firms and industries,
looking narrowly at the private R&D returns to the advancing firm or industry will tend, other

things equal, towards overstating the social returns.
Duplication

A final kind of negative spillover comes within the R&D process itself, when research teams
duplicate each other’s efforts (e.g., Dixit 1998). For example, many firms may simultaneously
seek to create the same new technology. Similarly, multiple basic research teams may race
toward the same experimental result. Because research teams do not internalize their effect on

the other teams, there may be too much entry on a given research line.
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Appendix B: Empirical Estimates of the Social Returns to R&D: EXxisting Literature

This appendix reviews existing approaches to calculating the social returns to R&D. We review
technology case studies, firm and industry level studies, and country-level studies. This
literature use a variety of methods and provides a series of informative findings. The typical
finding is that the social returns appear very large. At the same time, each approach has
methodological limitations.

Technology case studies

The “case study” approach compares R&D costs with their associated benefits for specific
technologies and sectors. Griliches (1958), in a seminal contribution, considered the
development of hybrid corn in the United States. The R&D costs targeting hybrid corn are
counted up over several decades. The benefits are calculated as the increased corn output that
results, net of increased input costs. Both the R&D costs and the production benefits are
summed up at a point in time using an assumed discount rate. In Griliches’s central estimate, the

social returns appear very large: 1$ of R&D costs provides a $7 net present value benefit.?®

Other case studies have examined numerous agriculture innovations (e.g., Evenson 2001) and
small sets of industrial innovations — including mechanical, chemical, electronics, and consumer
product innovations (Mansfield et al. 1977, Tewksbury et al. 1980). Bresnahan (1986) studied
mainframe computers in financial services. Trajtenberg (1989) studied CT scanners and their
benefits for health care. While estimates vary, these studies typically show large social returns.
For example, studies of public agricultural research suggest social returns typically above 40%
(Evenson 2001). The findings across 37 industrial innovations studied in Mansfield et al. (1977)

and Tewksbury et al. (1980) suggest a median social rate of return of 71%.

The primary challenge for case studies is whether they generalize. Hybrid corn, mainframe
computers, and CT scanners were successful innovations. Case studies of failures are rare, even
though failure in innovation is common (Arrow 1960; Kerr et al. 2014). By leaving out failures,
case studies may overstate the general social returns to R&D. On the other hand, case studies

%6 Griliches argues this estimate is conservative. He uses a high discount rate (10%) and other conservative
assumptions to argue that the social returns are at least $7 per $1 spent. This equates to an internal rate of return
of at least 35-40%.

43



focus on narrow innovations or applications. The social returns for far-reaching innovations --
electricity, lasers, computers, and gene sequencing -- are very hard to calculate and yet may have
the highest social returns of all. Thus, whether the case study evidence overstates or understates

the average social returns is unclear.
Firm and industry analyses

A separate literature uses regression methods to study the social returns to R&D. In these
regressions, the dependent variable is typically the output or productivity of the firm or industry.
The explanatory variables are R&D expenditures. At the firm level, a private return is estimated
by looking at how a firm’s own R&D expenditure predicts that firm’s output or productivity
growth. Social returns are incorporated by further examining how the focal firm or industry’s
output growth depends on the R&D investments by other firms or industries. This cross-firm or
cross-industry spillover is estimated in the regression context by including “outside R&D” as a

separate predictor of a given firm or industry’s outcome.

Regression approaches often find substantial social returns. Hall et al. (2010) review the
regression evidence and suggest that private returns to R&D are most likely in the 20-30% range.
Estimates of the cross-firm or industry spillovers tend to be additionally positive, but these
estimates vary considerably across studies and are often imprecise. For example, some studies
have suggested large returns can be captured from outsider R&D (Griliches and Lichtenberg
1984; Griffith et al. 2004), while others have suggest that there can be little or no return from
outsider R&D (Bernstein and Nadiri 1989; Wolff and Nadiri 1993; Bernstein and Mohnen 1998).

The regression approach embodies a number of assumptions. First, to interpret a regression
coefficient as a rate of return, one must assume specific production functions relating R&D to
productivity growth. Second, one must make assumptions about lags, since the output growth
today may depend not just on last year’s R&D expenditure, but on R&D projects begun in prior
years. In practice, regression methods typically assume a very rapid payoff of R&D. Third, one
must make assumptions about the scope of spillovers, where firms or industries that are nearer in
technology may have more spillover potential. Hall et al. (2010) review the various assumptions
authors have used on these dimensions, and the variety of assumptions may help explain variant

results.
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The regression results also do not imply causation. A positive correlation between R&D
expenditures and firm output could be due to reverse causation or omitted variables. Firms with
high output growth may choose to do substantial R&D, so that the causation runs backwards.
And good technology prospects may cause all firms to do more R&D and also see output
increases; the apparent spillover from “outside R&D” may then be a spurious association driven
by common technology opportunities. Thus interpreting private or social returns from simple

regressions is not straightforward.

In light of these issues, two studies are notable for attempting to causatively estimate the social
returns. Bloom et al. (2013) use changes in federal and state-level R&D tax incentives, which
change the R&D costs of firms. These authors show that R&D expenditures go up when a firm’s
tax costs go down. The resulting change in R&D investment in turn drives greater firm growth
and greater spillovers on other firms. Bloom et al. (2013) estimate a private return of 21% and a

social return of 55%.2’

A limitation for all regression models of spillovers is that they must take a stand on the boundary
of spillovers. Anything “further outside” the outside R&D measures is, by construction, ignored.
One omission is basic research, including that conducted in universities and government
laboratories. These R&D investments are left out of industry studies but may have important
effects. Azoulay et al. (2019) tackle basic research spillovers in the context of biomedical
innovation. Using shocks to National Institutes of Health funding allows this study to make a
causative interpretation. They find that an additional $10 million dollars in NIH funding leads to
2.7 additional private sector patents. By imputing market values to these patents, the authors
calculate a commercial return of at least $2 per $1 spent by the NIH. The social returns, which
would require assessing the net health advantages of these innovations, would presumably be
higher. An additional important finding is that half of the patents come in disease areas outside

the target of the NIH funding, which points to the broad scope of basic research spillovers.

27 An important feature of this study is that it confronts two dimensions of R&D spillovers. The effect of ‘outside
R&D’ is in principal a mixture of two forces above. First, there may be knowledge spillovers, where technology
advances in one firm are absorbed by other firms, raising these other firms’ productivity. Second, there may be
business stealing, where the gains by one firm may come at the expense of other firms’ business. Bloom et al.
(2013) distinguish these channels by separately considering firms that are close together in technology space
(allowing knowledge spillovers) and firms that are close together in product space (allowing business stealing). The
finding that the social returns are 55% nets out both channels, suggesting that knowledge spillovers dominate.
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Country-level analyses

Regression models can also be conducted at the national level. Here the dependent variable is
national total factor productivity, and the R&D input is the total R&D expenditure within the
country. Cross-country spillovers are examined by including other countries’ R&D as a separate
explanatory variable. Coe and Helpman (1995) study 22 high-income countries. They find that
a strong positive relationship between R&D expenditure and productivity growth at the national
level. Taking the association as causative, the own rate of return to R&D averaged 123% in G-7
countries and averaged 85% in 15 other high-income countries. Cross-country spillovers also
appear substantial, adding another 30% to the returns. Several studies consider alternative
regression specifications to Coe and Helpman (1995) and alternative national-scale settings or
sets of countries. The nation’s returns to R&D always appear positive in these studies, but the
magnitudes vary considerably, with some studies finding very large returns (e.g., Kao et al.
1999) and others finding more modest returns (Nadiri and Kim 1996, Westmore 2013).

An important advantage of aggregation to the national level is that it can include all R&D
(including basic research expenditure) and net out R&D spillovers across firms and industries,
including knowledge spillovers and business stealing effects. The “own return” in a national
regression is thus conceptually much closer to a social return than the narrower technology, firm,
or industry level analyses. The cross-country aspect of Coe and Helpman (1995) and ensuing
studies adds a further dimension of spillover, where the benefits of innovations extend beyond

national boundaries.

The disadvantage of country-level regression approaches are similar to above, especially with
regard to causative identification. One may be particularly concerned at the national level about
spurious associations that disrupt interpretation. For example, R&D investment is responsive to
business cycles, leading to reverse causation problems (Ouyang 2011, Aghion et al. 2012). More

broadly, omitted variables may bias the correlations.

An alternative macroeconomic approach is model driven. Here authors use specific growth

models to calculate the marginal return of additional R&D spending. Jones and Williams (1998)
take this approach and show under fairly broad theoretical conditions that private returns to R&D
seen in the micro literature will tend to understate the social returns. They conclude that optimal

R&D investment is 2-4 times greater than observed investment. Many ensuing studies build
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specific endogenous growth models and calibrate them to micro and macro evidence (e.g., Jones
and Williams 2000, Sener 2008, Grossman et al. 2016). This work arrives at the similar broad
conclusion where the marginal social returns to additional R&D are high and that advanced

economies underinvest in R&D.
Summary

Using different methods and data, the existing literature suggests that the social returns to R&D
are high. At the same time, the scope of spillovers considered is often limited, especially with
studies focused on specific technologies, firms, and industries. Intertemporal spillovers, which
may play out in diffuse ways and with long delays, are typically ignored. And each of the above
methods has specific limitations. Despite these differences and limitations, the diversity of
approaches seen across the literature reach similar conclusions: the social returns appear very
high. The complementary calculation in this paper, which addresses several limitations, further
indicates that high social returns to innovation investments appear robust.

Appendix C: Formal Results

A. The Baseline Average Social Returns

Here we derive the baseline estimate for the social rate of return to aggregate investment in
innovation. The average social returns are calculated by comparing the observed growth path
with the counterfactual growth path that would emerge in the absence of innovation investments.
We will look at the benefits in per-capita income terms. For the observed growth case, we see
the path of GDP per capita, y(t), and the path of innovation investment per capita, x(t). For the
counterfactual case, we have an alternate path of GDP per capita, y(t), given an alternate path of

investment, x(t).

The social returns, p(t), are calculated by comparing the ratio of the net present value of the

benefits, B(t), to the net present value of the costs, C(t). Namely,

B
PO = 2o
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Let's say the counterfactual path begins at some time t,. Then, comparing the observed and

counterfactual investment paths, the present value of the innovation benefits is

o)

Bm9=f y(6) — P(D)]e "t dt
t

0

and the present value of innovation costs is

C(ty) = foo[x(t) — %(t)]e "¢t dt

0

To proceed to our baseline estimate, we first must define a counterfactual of interest. In
particular, we want to consider the average return to all innovation investment, aggregating
across the many spillovers associated with this process. As a thought experiment, we can do this
by “turning off” innovation at time t,. Thus, by definition, we write X(t) = x(t) fort < t,, and

we write x(t) = 0 for t > t,.

The remaining question concerns the counterfactual path of income per capita. For a simple
baseline, we write y(t) = y(t) for t < t, and we write y(t) = y(t,) fort > t,. Thatis, we
assume that per-capita income stops growing in the absence of further innovation investments.
This baseline counterfactual path embeds a set of assumptions, and relaxing those assumptions is
the subject of Section IV. But note that, while simplistic, this counterfactual path is broadly
consistent with neoclassical growth theory, where (1) following Solow, growth in per-capita
income requires gains in productivity and (2) following endogenous growth theory, gains in

productivity come from explicit investments in innovation.

For simplicity, take the stylized facts of a balanced growth path, where the observed path of y(t)
grows at a constant rate g and measured innovation investment (i.e., R&D) is an approximately
constant share of GDP, and thus also grows at rate g. The present value of the benefits of

innovation are then

B@) =) [-= ]

and the present value of the costs of innovation are
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C(to) = x(to) [-—]

It then follows that the social benefit cost ratio (the amount of benefit per unit of cost) is

L9l

x/y
where we have dropped the time notation, t,, given that we are looking at a balanced growth
path, where x(t)/y(t) is constant. Alternatively one can describe the social rate of return, r*.

This is the discount rate for which the benefits would equal the costs (p = 1). That is,

A.1 Discrete Time Analog

As an alternative derivation, we can consider a discrete time analog. Here innovation is not
“turned off” forever but rather for just one period. This approach may better clarify that our
counterfactual path doesn't change the intertemporal spillovers from innovation, as this

counterfactual preserves the exact same path of productivity gains, but with a one period delay.

In particular, let there be a series of investments, x;, that improve productivity, A;. Asa
counterfactual, we imagine that in some year t,, no such investments are made and thereafter
exactly the same investments are made as along on the observed path, only one period later.
That is, we consider the innovation investment path where X, = x, fort < t,; X, = 0 fort =
to; and X; = x,_, fort > t,. Since these are truly identical investments (i.e., the same
innovation projects), we imagine that they must have the same ultimate effect on productivity.
Thus it must be, ultimately, that A, = A,_;. Now, in neoclassical growth theory, we have y,/A;

equal to a constant. This implies that, ultimately, y, = y,_;.

In a simple, "immediate innovation effect" model, we have y, = y, fort < ty; and 9, = y;_4
fort > t,. We take this as our baseline counterfactual case, commensurate with the baseline

approach in Section 2.

What are the social returns? The net present value of the difference in investment costs along the
observed path and counterfactual paths is
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T
Cto = Xt [r — g]

And the net present value of the difference in the benefits along the observed and counterfactual
growth paths is

9
By, = yt, [T — g]

Then, along a balanced growth path we have, once again,

_9/r

P =Xy
B. Social Returns with Health Benefits

To incorporate health benefits into the social returns, we first expand the definition of GDP to
include a “health consumption” component, which represents the flow value of being alive.
Denote this health consumption flow as h, and define “augmented GDP per capita” as y*, which

includes this health consumption. That is,
y'=y+th

Similarly, denote the growth rate of augmented GDP per capita as g*. Based on the above

definition of augmented GDP per capita, it follows that

g =g —sp) + gnsn

where s, = h/y” is the share of health consumption in augmented GDP and g, is the growth
rate of h.

The true social returns to innovation will then be

wngr
x/y”

which makes two adjustments compared to the baseline calculation of the social returns to
innovation. First, the relevant benefit measure is based on g*, which incorporate progress in
health. Second, the relevant cost measure is still total innovation expenditure, x, but it now

viewed as a share of the augmented GDP per capita measure, y*.
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Using the expressions for y* and g*, the health-augmented social rate of return to innovation can

be written as

Sh 9n\9/7
= (12
P ( 1—=sng/x/y
as presented in the text.
C. Proof of Lemmas

Lemma 1: For the knowledge production function (10), the marginal social rate of return to

. g/r
R&D is Pmarginal = m .

Proof:

The output path of the economy is Y (t) = A(t)Ly(t), with workers paid a competitive wage
w(t) = A(t). The R&D expenditure path is X(t) = w(t)Lg(t). In per-capita terms, income per

Lg(t)

capita is y(t) = A(t) and R&D expenditure per capita is x(t) = A(t) oL

We compare the observed balanced growth path with a counterfactual path in which R&D
expenditure per capita is raised by v percent. Comparing the observed income path, y(t), and the
counterfactual income path, y(t), the net present value of the benefits of increasing innovation

investment is

B(to) = oo()7(13) —y(®)e " 0dr = foo(/i(t) — A(t))e " 0de (16)
t

to 0

where the counterfactual path begins at time to. Comparing the observed innovation expenditure
path, x(t), with the counterfactual innovation investment path, x(t), the net present value of the

costs of increasing innovation investment is

C(ty) = oC)(a?(t) — x(t))e gt

(17)

oo

= (x/y) | (AO1 +v) = A(t))e "t

to
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Lr(t)
L(t)

and is a constant that is proportionally 1 + v higher on the counterfactual growth path (which is

where the resource allocation, = x/y, is a constant on the observed balanced growth path

also balanced in this case).

To consider the social returns to R&D, we can then integrate these expressions. Using the
Romer-style knowledge production function, (10), we have?®
A() = A(to)e =)

A(t) = A(ty)eYA+VILr(t=to)

for the observed and counterfactual paths of productivity. The net benefits from increased

innovation investment are then

A(to) vyLg ]
r—yLglr — (1 +v)yLg

and the net costs from increased innovation investment are

B(to) =

1 [ A(ty) ur
x/y|r— yLRl [r -1+ v)yLR]

The social return to any adjustment of size v is then

C(to) =

o, = B(to) _ YLr/7T
v C(ty) x/y
where we note that the steady state growth rate on the observed path is g = yLr. Thus we have

g/r
x/y

Pmarginal =

which was to be shown.

Lemma 2: For the generalized knowledge production function in (12), the marginal social return

[ g/r

to R&D is Pmarginal = mx/y'

Proof:

28 Recall that the Romer-style growth models require constant population for a balanced growth path.
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Using the same approach as in Lemma 1 will not work here, because in general the
counterfactual path A(t) is not simply a constant, proportional change in the growth rate, as in
the Romer model. However, the counterfactual path still has a closed form solution. In

particular, we now have the generalized knowledge production function (12)

A(t) = SAM L (£)7 (12)
This knowledge production function is a separable, non-linear differential equation. Separating

and integrating both sides, we have solutions of the form

t to t
f A@)%dA(t) = | 6Lx(0)%dr+ | §Lx(x)%dx (18)

—00 tO
On the counterfactual path, the number of R&D workers follows

~ _ (Lg(®), t < to}

Lr(t) = {(1 FO)Lp(E),  E3>t,
Where L (t) = Lz(t,)e™*~t) grows at a constant exponential rate n. We therefore integrate

(18) and solve for the counterfactual productivity path as

A = A(te)[1 + (1 +v)7 (et — 1)]ﬁ (19)

1
(1—6)6@(%)"}@
an

where A(t,) = A(t,) =

The path A(t) cannot be integrated easily into a net present value. However, one can still
produce an analytic solution for the marginal social return as follows. First, write the social

return as

B(t,)

T T

( (t) — A(t)) e Tt-to)qt
A1 +v) - A®)) et dt “x/y [1 + Q(v)]

where
f: vA(t)e Tt gt

ft‘: (A(t) - A(t)) e~ Tt=todt

We seek the marginal return, where v is small. While the limit liné Q(v) is not defined in the
v

QW) =

above form, we can instead use L'Hopital's rule to write
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) t°° A(t)e Tt tdt 4 [ t‘: v —a‘gg) e Tttt

0

limQ(v) = lim - (20)
=0 V-0 foo 0A(t) e-T(t—to) 4t
to 0V

The derivative of the path A(t) with respect to v, using (19), is

0A(t)  A(to)

ov 1-86

We can then integrate out the expressions in (20), noting that lin%fi(t) = A(t), and take the limit
v

o (1 +v)7~1(e =) — 1)[A(£)/A(ty)]”

of Q(v) as

r—0g
a9

limQ(v) =
v-0
With some algebra, we can thus write

_ o g/r
Pmarginal = 1+(c—-0)(g/r)x/y

as was to be shown.
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