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1

Are technological innovations and new business starts driving economic 
growth? Prominent innovators and entrepreneurs express diff ering views. In 
2011, Peter Thiel lamented that “we wanted fl ying cars, instead we got 140 
characters” (Thiel 2011). That same year, Marc Andreessen took the oppo-
site view, arguing that “software was eating the world,” a trend that made 
him “optimistic about the future growth of the U.S. and global economies” 
(Andreessen 2011). The ensuing decade has provided evidence to support 
both the optimistic and pessimistic views of the role of innovation and entre-
preneurship in economic growth.

The academic literature is likewise divided. Several authors have docu-
mented recent sluggish productivity growth rates (Bloom et al. 2020; Gor-
don 2000) and declines in business dynamism (Decker et al. 2014). Some 
scholars go even further than Thiel and believe that not only has innovation 
underperformed over the past several decades, but that it will be diffi  cult or 
impossible to achieve high levels of growth in the future (Cowan 2011; Gor-
don 2012, 2016, 2018). Another group disagrees with these bleak forecasts 
for the future, identifying high levels of entrepreneurial growth potential 
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(Guzman and Stern 2020) and pointing to the almost unimaginable pos-
sibilities arising from technologies such as artifi cial intelligence, advanced 
genetic engineering, fi nancial technology, and clean energy— technologies 
for which the economic impact has yet to be fully realized (Mokyr 2018). In 
fact, some are concerned that future innovation will be suffi  ciently rapid to 
cause unemployment and lower wages, for instance as a result of artifi cial 
intelligence or robots (e.g., Acemoglu and Restrepo 2020). Scholars with 
a historical perspective dismiss the technological pessimists and note how 
often past predictions of long- term stagnation have proven wrong (Mokyr, 
Vickers, and Ziebarth 2015). Reviewing the literature, it truly can seem that 
we are living in both the best of times and the worst of times.

In short, we live in an era in which innovation and entrepreneurship seem 
ubiquitous, particularly in regions like Silicon Valley, Boston, and North 
Carolina’s Research Triangle Park, yet many metrics of economic growth 
have been at best modest over recent years. At the time of this writing, we 
are in a pandemic that has consistently challenged our ability to create and 
scale innovative solutions to pressing problems. While economists have long 
posited a relationship between innovation, entrepreneurship, productivity 
growth, and economic output (Abramowitz 1956; Schumpeter 1942; Solow 
1956, 1957), the confl icting observations above led us to question just how 
much we actually know about the role of innovation and entrepreneurship 
in driving economic growth. This lack of consensus is particularly problem-
atic given the extent to which private and public resources are increasingly 
being targeted toward programs and policies whose objective is to leverage 
innovation and entrepreneurship as a source of growth.

Thiel’s memorable expression gives one clue as to why both the optimistic 
and pessimistic views can coexist: we expected dramatic innovations in fi elds 
like transportation to dramatically change our physical lives, but instead 
we have seen far more innovation in information technology (IT) as our 
lives move online. Though not well understood, this heterogeneity is critical. 
By construction, the impact of innovation and entrepreneurship on overall 
economic performance refl ects the cumulative impact of  innovation and 
entrepreneurship across sectors. Given the wide variation across sectors, 
understanding the potential for growth in the aggregate economy depends 
on understanding the potential for growth in each individual sector.

This insight motivates the work in this volume, where we leverage industry 
studies to identify specifi c examples of productivity improvements enabled 
by innovation and entrepreneurship, whether via new production technol-
ogies, increased competition, new organizational forms, or other means. 
Taken together, we can then understand whether the contribution of innova-
tion and entrepreneurship to economic growth is likely to be concentrated 
in a few sectors or more widespread. More specifi cally, we sought to answer 
the following questions:
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• What is the relationship between innovation/entrepreneurship and eco-
nomic growth in specifi c industrial sectors?

• How has the relationship between innovation/entrepreneurship and 
economic growth changed over time?

• How much do policies, programs, and specialized institutions (such 
as venture capital) meant to encourage innovation/entrepreneurship 
ultimately spur economic growth?

• Does innovation/entrepreneurship aff ect economic performance and 
social progress through channels other than measured productivity and 
economic growth, and if  so, how can these eff ects be measured?

We commissioned studies from experts on 12 diff erent industries: manu-
facturing, IT, agriculture, energy, transportation, retail, services, the creative 
sector, government, health care, housing, and education. While innovation 
and entrepreneurship in some of these sectors have been well studied by 
economists (e.g., energy, health, IT), others have been less examined (educa-
tion, housing). In this introduction, we draw out some of the lessons learned 
by comparing across these very diff erent types of industries.

The ideas in each of these industry studies were discussed and refi ned at 
a pre- conference held in July 2019 in Cambridge, MA. Fittingly for a col-
lection of studies on the role of innovation and entrepreneurship, formal 
presentations and discussions were held at the Computer History Museum 
in Mountain View, CA, in January 2020. In addition to the 12 industry stud-
ies, the conference included a panel of academic and government economists 
on the role of public policy in promoting innovation and entrepreneurship 
and a keynote address, as well as three fi reside chats and two panels of prac-
titioners consisting of entrepreneurs, venture capitalists, and policymakers.

Below, we fi rst describe each of  the twelve industry studies, highlight-
ing similarities and diff erences across sectors, as well as the conclusions of 
the policy panel. Next, we give a broad overview of the practitioner com-
ments. We then draw out common themes. Finally, we close by addressing 
the extent to which our conclusions from this conference have been altered 
or reinforced in light of the 2020 COVID- 19 pandemic and the resulting 
economic situation.

Outline of Chapters

In this volume, we organize the industry studies into three groups: “pro-
ductivity driver” sectors, which include manufacturing, IT, agriculture, and 
energy; the “on- demand” sectors, comprising transportation, retail, profes-
sional services, and the creative sectors; and the “cost disease” sectors, which 
consist of government, health care, housing, and education.

As a preview of  these industry studies described below, we fi rst sum-
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marize key metrics for each sector in table I.1. Ben Jones revisits many of 
these metrics in his concluding chapter. For this table, we defi ne a “sector” 
using two- digit North American Industry Classifi cation System (NAICS) 
codes, although as the detailed industry studies make clear, it is often far 
from obvious where the boundaries of one sector end and another begin, 
especially when trying to account for innovative activities. In the fi rst two 
columns of table I.1, we present metrics that give a sense of the importance 
of each sector: each sector’s share of gross domestic product (GDP) from 
the Bureau of Economic Analysis and each sector’s share of employment 
from the Bureau of Labor Statistics Quarterly Census of Employment and 
Wages. In all, the sectors studied in this volume cover more than 75 percent 
of US GDP and almost 80 percent of employment.

The next two columns present common measures of innovativeness. The 
fi rst of these measures is the patenting rate, defi ned as the number of patents 
issued to fi rms in each sector per 1,000 employees. The patenting rate is a 
measure of each sector’s innovative output. Data on patenting are from the 
US Patent and Trademark Offi  ce (USPTO); we link patents to sectors using 
a crosswalk developed in Goldschlag, Lybbert, and Zolas (2020) that maps 
USPTO- assigned patent classifi cations to NAICS codes. Over all the sectors 
studied, fi rms produce just under one patent for every 1,000 employees. The 
second measure is research and development (R&D) intensity, defi ned as 
the amount of R&D spending per employee; this is a measure of innovative 
input. Data on R&D spending come from the Census Bureau and National 
Science Foundation’s Business R&D and Innovation Survey (BRDIS). 
While BRDIS does not collect R&D data for all sectors, over the six sectors 
for which we have data, fi rms spend about $21 on R&D for every employee.

The fi nal column presents a measure of  the level of  entrepreneurship 
in each sector, the establishment entry rate. This is calculated by dividing 
the number of new establishments in each sector by the average number of 
establishments in that sector. Data on establishment entry rates are from 
the Census Bureau’s Business Dynamics Statistics. While these data are not 
available for the agricultural or government sectors, for the other 10 sectors, 
the establishment entry rate is 0.10.

Table I.1 reveals extreme heterogeneity across sectors for these measures 
of innovation and entrepreneurship. The sectoral patenting rate varies by 
more than two orders of magnitude. The R&D intensity exhibits a similar 
range across sectors. The most dynamic sectors have an establishment entry 
rate more than twice as high as that of the least dynamic sectors, although 
establishment dynamics appear to be weakly negatively correlated with our 
measures of innovativeness.

While informative, these statistics can provide only the roughest of 
sketches about the state of innovation and entrepreneurship in each sector. 
Each of the next 12 chapters in this volume contains a detailed industry 
study that puts these numbers into context.
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Productivity Drivers

We begin by examining four “productivity driver” sectors. These are sec-
tors that have undergone substantial innovation- driven change to increase 
measured productivity. Additionally, each of  these sectors represents a 
general- purpose technology (Bresnahan 2010) and thus facilitates innova-
tions in other sectors, including the on- demand sectors we describe below.

First, Erica Fuchs, Christophe Combemale, Kate Whitefoot, and Britta 
Glennon present results on the manufacturing sector, which has experienced 
dramatic innovation, particularly in the form of widespread mechaniza-
tion. While manufacturing looks diff erent in the US today than it did half  
a century ago, the economic statistics are underwhelming. Manufactur-
ing accounts for 66 percent of  US R&D but only 12.5 percent of  value 
added. The authors argue that this is largely because manufacturing R&D 
investments made in the US are increasingly realized overseas. Most of the 
largest manufacturing fi rms operate internationally, and the increasing off -
shoring of supply chains raises numerous questions about the calculation 
of national innovation and productivity statistics. The authors also empha-
size the importance of  heterogeneity across the manufacturing sector, as 
manufacturing statistics include industries as diverse as automobile manu-
facturing, pharmaceuticals, and animal slaughtering. Not surprisingly, the 
amount of  R&D conducted and value added varies dramatically across 
sectors. In her discussion at the conference, Kathryn Shaw emphasized the 
fi rm dynamics that underlie the observed patterns of R&D and productivity 
in manufacturing, as increasingly low productivity fi rms are exiting, leaving 
the high- productivity and high R&D fi rms, which also tend to be multi-
nationals. Shaw also noted that much of the R&D conducted by traditional 
manufacturing fi rms, such as IBM, are in fi elds only tangentially related to 
manufacturing, such as artifi cial intelligence, making it diffi  cult to know 
what to classify as manufacturing.

Perhaps the most obvious sector when discussing innovation- driven pro-
ductivity growth is IT. This sector is examined by Chris Forman and Avi 
Goldfarb in chapter 2. IT holds a special place, because improvements in 
IT are often behind innovation and entrepreneurship in other sectors. For 
example, in the on- demand sectors examined below, IT has already revo-
lutionized fi rms to dramatically reduce frictions, in some cases facilitating 
nearly instantaneous fulfi llment of consumer needs. The successes in the IT 
sector over the past half  century have been well documented, in particular, 
massive improvements in computing power and the networking of comput-
ers through the Internet. And more recently, these successes have revolution-
ized business models, such as software as a service, and they have changed 
connections across industries through the Internet of Things. While IT has 
rightly been held up as the model of  dynamism, Chris Forman and Avi 
Goldfarb argue in chapter 2 that the IT sector is increasingly showing signs 
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of becoming mature and less dynamic. With a deep dive into patent data, 
they show that the IT sector has become increasingly geographically concen-
trated in Silicon Valley, patents increasingly come from a smaller number of 
fi rms, and those fi rms increasingly tend to be incumbents. In his conference 
discussion, Erik Brynjolfsson reminded us that patents are an imperfect 
measure of innovation, and this may be particularly true for software. Nev-
ertheless, Brynjolfsson highlighted several other metrics that tell a similar 
story to that of Forman and Goldfarb. Namely, high- IT industries are more 
concentrated using various measures, and the often- intangible assets that are 
complementary to IT are increasingly found in superstar fi rms.

In chapter 3, Julian Alston and Phil Pardey examine the agriculture sec-
tor. Agriculture is a sector that has already undergone many of the mas-
sive productivity changes currently occurring in the manufacturing and IT 
sectors and thus provides a useful case study for thinking about the future 
of innovation and entrepreneurship. Alston and Pardey survey the many 
labor- saving technologies in agriculture implemented over the past century, 
and consequently the dramatic decline in labor working in agriculture, the 
small decline in land used for agriculture, and the increase in agricultural 
inputs (e.g., pesticides and herbicides) and capital (farm machinery). In 
many respects, the transition in US agriculture over the twentieth century 
resembles the manufacturing sector in recent decades, with large increases in 
mechanization and productivity, the sector increasingly fi lled with workers 
having low human capital, and much of the low value- added production 
shifting overseas. One unique feature of the agricultural sector is that the 
government has kept detailed statistics on agricultural output and R&D 
inputs for a much longer time than it has in most other sectors, making it 
possible to construct detailed estimates of the return to R&D. These esti-
mated returns are massive, with estimated median internal rates of return 
ranging across studies from 12 to 41 percent per year, and benefi t- cost ratios 
ranging from 7 to 12. Notably, these estimated returns are calculated over 
many years, and it can take decades for R&D to manifest itself  in the pro-
ductivity statistics. Alston and Pardey also review adoption lags for numer-
ous agricultural technologies, and likewise fi nd 30– 50 years between when a 
technology is introduced and when it is widely adopted; hybrid corn as stud-
ied by Griliches (1957) and, more recently, genetically engineered crops are 
the rare exceptions that were adopted remarkably quickly. The authors also 
analyze numerous more recent technologies, including precision agriculture, 
variable rate seeding and fertilizer, the use of satellite imaging, auto- steering 
on tractors, and more, and they fi nd much slower adoption rates. In his com-
ment on chapter 3, included in this volume, Brian Wright elaborates on many 
of the facts documented by Alston and Pardey, particularly emphasizing the 
infl uences behind US public support of agricultural research and innova-
tion. Wright also speculates that, over time, farmers have realized that they 
appropriate a relatively small share of the returns to public research in agri-



8       Michael J. Andrews, Aaron K. Chatterji, and Scott Stern

culture, and they have instead turned their attention to lobbying for market- 
distorting policies that favor their interests. Such a hypothesis is consistent 
with the slowdown in the increase of corn yields following the adoption of 
biofuel mandates in the early 2000s.

The energy sector, analyzed by David Popp, Jacquelyn Pless, Ivan Haščič, 
and Nick Johnstone in chapter 4, is another sector in which innovations are 
best viewed over long time scales. The energy industry is characterized by 
high fi xed costs, and so most of the major actors are large incumbent fi rms. 
The industry is undergoing a structural transformation, however, and so 
both of those patterns, the gradual pace of change and the dominance of 
established fi rms, may be changing. In particular, costs of renewable energy 
production have been falling rapidly, with the cost of a kilowatt hour of elec-
tricity from solar power in 2017 being only about 30 percent of what it was 
in 2010, and several sources of renewable energy are now nearly competitive 
with fossil fuels on price. While it has taken decades for the costs of these 
new technologies to become close to competitive with conventional sources, 
progress has not been steady, with most innovations (as measured by pat-
ents) occurring when conventional energy prices are high. Green energy thus 
provides perhaps the cleanest example of induced innovation. Clean energy 
technologies do have some drawbacks relative to conventional sources, such 
as their intermittency, which highlights the importance of energy storage 
and transportation as well as grid management technologies. The latter in 
particular relies on improvements in IT and, as the authors show using 
venture capital data, has opened the door for small, young, entrepreneurial 
fi rms to become important players in the energy sector. In his conference dis-
cussion, Hunt Allcott compared the recent rise of fracking and clean energy 
technologies to historical cycles in the energy market, especially the 1970s 
oil shock, documenting similar patterns of increasing innovation as energy 
prices rise. Building on this historical perspective, Allcott then asked several 
important questions: First, how predictable are energy- sector policies, such 
as cap and trade? And second, are researchers currently too focused on poli-
cies that reduce static distortions at the expense of policies that could reduce 
dynamic disincentives to innovate?

The On- Demand Economy

We next examine the on- demand economy. These are sectors in which 
general purpose technologies from the productivity driver sectors, often 
information and communication technologies (ICTs), have changed how 
sectors deliver their products, dramatically reducing the speed at which con-
sumers can acquire a product or increasing the geographic scope over which 
transactions can occur.

Perhaps the most obvious on- demand sector is transportation. Transpor-
tation is also one of Thiel’s (2011) primary examples illustrating the inno-
vation slowdowns in recent decades: since the retirement of the Concorde 
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supersonic jet, “the travel time across the Atlantic Ocean . . . for the fi rst 
time since the Industrial Revolution, is getting longer rather than shorter.” 
Derrick Choe, Alex Oettl, and Rob Seamans describe the innovations that 
have occurred in the transportation sector. While passenger travel times for 
transoceanic travel have been nearly constant over the past several decades, 
the transportation sector as a whole has made major strides incorporating 
sensors and other IT technologies. Choe, Oettl, and Seamans focus on ware-
housing, one part of the transportation sector in particular that has been 
transformed by these technologies. The importance of delivering goods to 
consumers has not diminished in importance in recent decades. Last mile 
delivery services account for an increasing share of  employment in the 
transportation sector, and the use of logistics technologies and autonomous 
vehicles inside warehouses have allowed fi rms to sharply decrease delivery 
times. The authors also review several other recent technologies that would 
have been impossible without underlying IT innovations, most notably ride 
sharing apps and self- driving cars. Many (although certainly not all) of 
the remaining hurdles to widespread adoption of self- driving cars are not 
technological but rather legal and regulatory, hurdles that ride sharing apps 
were able to sidestep initially but with which they are increasingly forced 
to reconcile. In his comment on chapter 5, included in this volume, Gilles 
Duranton takes a step back to examine the broader transportation sector. 
Duranton identifi es four features that make the transportation sector unique 
and aff ect how innovation occurs in that sector: the presence of externalities, 
especially congestion, accidents, and pollution; the fundamental role of pub-
licly provided goods, namely, infrastructure; the durability of assets; and the 
fact that transportation aff ects nearly all other sectors of the economy. While 
Choe, Oettl, and Seamans document substantial innovation in warehousing 
and passenger transport, the features identifi ed by Duranton tend to slow 
the rate of innovation in the broader transportation sector.

Innovations in the transportation sector that have changed how goods 
are delivered to consumers have consequently ushered in massive changes 
in the retail sector as well. Francine Lafontaine and Jagadeesh Sivadasan 
investigate retail in depth. The “retail apocalypse” has been well publicized, 
with massive closures of retail establishments and drops in retail employ-
ment since the late 1990s. The authors show, fi rst, that some of these losses 
in traditional retail have been regained, particularly in employment. Much 
of this is driven by “big box” stores, which accounted for a growing share of 
retail sales until about 2009, when they plateaued or experienced a modest 
decline. In contrast, e- commerce continues to account for a growing share 
of all retail sales, although by 2017 this share was still less than 7 percent. 
But the more important trend is the rise of  restaurants. The number of 
restaurant establishments and restaurant employment has increased dra-
matically since the early 2000s, more than off setting losses in retail. While 
Americans have been eating a growing share of meals away from the home 
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for decades, the recent growth in restaurants is enough to radically change 
the commercial landscape, with the explosion of restaurants occurring in 
all types of locations and across all restaurant categories. In her comment, 
included in this volume, Emek Basker focuses on how retail has been clas-
sifi ed in administrative data, how this classifi cation has changed over time, 
and how it aff ects how we view the patterns documented by Lafontaine and 
Sivadasan, especially in light of the rise of online retail. Basker also further 
dives into the heterogeneity in the retail apocalypse. While Lafontaine and 
Sivadasan highlight the rise of  restaurants, Basker points out that other 
customer- facing establishments, such as gyms and nail salons, have also 
experienced dramatic growth over the past decade.

As many traditional retail establishments close and the manufacturing 
sector shrinks as a share of  employment, numerous authors have docu-
mented the growth in the service sector (Fuchs 1980; Buera and Kaboski 
2012; Eckert, Ganapati, and Walsh 2019; Delgado and Mills 2020). One 
might expect this to be a sector of the economy beset by Baumol’s cost dis-
ease; after all, how much more productive is a barber or hairdresser today 
relative to 50 years ago? But Mercedes Delgado, Daniel Kim, and Karen 
Mills show in chapter 7 that the services sector is indeed innovative. They 
identify one subset of the services sector that has been growing especially 
rapidly, which they call “supply chain traded services.” These are services 
sold to businesses or government in the process of producing a separate fi nal 
product and include such fi elds as programming, design, and logistics. The 
key insight is that many of the jobs that make our high- tech and IT- intensive 
economy what it is, which allow fi rms to scale rapidly and serve disparate 
customers, are themselves service jobs. While these jobs are relatively new, 
the fi rms that perform the jobs tend to be incumbents. In fact, many are 
fi rms that used to mainly be manufacturing fi rms (for instance, IBM used to 
be known for manufacturing mainframes but now is primarily a consulting 
and data analysis fi rm) and manufacturing incumbents now have almost 
a third of their employees and 40 percent of their payroll in supply chain 
traded services. In his comment, included in this volume, Sharat Ganapati 
focuses on the spatial aspects of servicifi cation. A large non- tradable local 
service sector limits the extent to which industries can cluster in one loca-
tion; as services become more tradable, this may be expected to unleash 
larger agglomeration economies. At the same time, Ganapati notes that wage 
growth in the supply chain traded services sector has been growing faster 
than employment, suggesting that the labor force for this sector may still be 
fairly immobile.

Next, in chapter 8, Joel Waldfogel discusses the arts, media, and the cre-
ative sector. Ironically, this is the sector that Baumol and Bowen (1966) 
described when they introduced the concept of the cost disease: for example, 
a Beethoven string quartet takes the same amount of labor to perform today 
as it did in the early nineteenth century. While this may be true, thanks to 
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improvements in recording and streaming technologies, a much larger audi-
ence can now listen to any given performance. Decreasing costs of produc-
tion and distribution of media content are valuable for at least two reasons. 
First, there is now “infi nite shelf  space,” facilitating a long tail of content 
that appeals to consumers with niche tastes. Second and more importantly, 
when the appeal of  new content is unknown at the time of  production, 
increasing the amount of new content makes it more likely that hits will be 
discovered. Consider the success of  independently published books such 
as Fifty Shades of Gray (James 2011) or music by artists like Ed Sheeren 
(Davis 2019), both of which would have been unlikely to fi nd a large audi-
ence without distribution platforms like Amazon or YouTube, respectively. 
Waldfogel refers to this second benefi t as “the random long tail.” Building 
on the analysis of Aguiar and Waldfogel (2018), which examined the ben-
efi ts of digitization in the recorded music industry, Waldfogel estimates that 
digitization has increased sales by about 10 percent in the movie industry, 
50 percent in television, and 10 percent in books and, moreover, that the ben-
efi ts of the random long tail are four to thirteen times larger than the benefi ts 
of the “conventional” long tail. Waldfogel also examines the creative labor 
market and fi nds that total earnings of  creative workers are rising while 
average earnings per worker are falling, consistent with a larger number of 
part- time or hobbyist creatives who are now able to sell their content. In 
his comment on chapter 8, included in this volume, Gustavo Manso builds 
on these observations of the creative labor market, noting that lower aver-
age earnings for artists is consistent with experimentation: individuals can 
more easily enter the creative market; learn whether they are likely to suc-
ceed; and if  not, exit to other types of employment. Thus digitization may 
paradoxically be associated with both lower average earnings and higher 
lifetime earnings for artists; Manso (2016) documents similar fi ndings in 
entrepreneurship more broadly.

The Cost Disease Sectors

Finally, we examine the sectors affl  icted by Baumol’s cost disease (Baumol 
1967; Baumol and Bowen 1966), defi ned as those sectors in which it has 
been diffi  cult to increase labor productivity. In contrast to the on- demand 
sectors, the cost disease sectors have so far been largely unable to leverage 
IT or other general purpose technologies to improve productivity at scale.

In chapter 9, Joshua Bruce and John de Figueiredo examine perhaps the 
ultimate cost disease sector: the government. While the federal government 
is a massive funder of innovation, innovation within government itself— 
that is, organizational, regulatory, and policy innovation— is much harder 
to measure. In terms of the innovation funded by the federal government, 
more than 40 percent of R&D dollars go to the Department of Defense, 
27 percent go to Health and Human Services, and 12 percent goes to the 
Department of Energy. That leaves only about 10 percent of federal R&D 



12       Michael J. Andrews, Aaron K. Chatterji, and Scott Stern

to go to all other programs, including NASA, the National Science Founda-
tion (NSF), and agricultural research. The distribution of federal scientists 
and federally funded patents is similar. What is striking is how little federal 
research is conducted in such areas as education, housing, and the social 
sciences, not just as a share of the overall federal research budget, but in 
absolute terms as well, even though these areas concern major federal poli-
cies. In his comment, included in this volume, Manuel Trajtenberg steps away 
from the analysis of direct federal funding of intramural research to discuss 
how the federal government has adopted information and communication 
technologies to function more eff ectively; these types of  innovations, as 
noted by Bruce and de Figueiredo, are diffi  cult to capture in offi  cial statis-
tics. Nevertheless, Trajtenberg sketches several case studies, including the 
government’s use of digital technologies in the health and transportation 
sectors, highlighting the crucial role of the government in aff ecting innova-
tion in several other sectors outlined in this volume.

One sector that has received massive amounts of  research spending 
from both the federal government and private sources is the health sector. 
But this research tends to overwhelmingly be directed toward new drugs, 
with a relatively small share of  research directed toward health services. 
In chapter 10, Amitabh Chandra, Cirrus Foroughi, and Lauren Mostrom 
investigate the health sector, with a particular focus on venture capital– led 
entrepreneurship. They report that 60 percent of venture capital (VC) invest-
ment in health is directed to fi rms working on pharmaceuticals, 20 percent 
to fi rms working on medical devices, and only 20 percent to fi rms working 
on all aspects of health- care delivery and infrastructure. In contrast to the 
government sector, in which it is diffi  cult to measure innovation, in the health 
sector, numerous measures of innovation inputs and outputs are available: 
Chandra, Foroughi, and Molstrom make use of data on patenting, academic 
publications, and public research spending, in addition to the aforemen-
tioned VC investment. Overall, the authors conclude that it is likely more 
diffi  cult to fi nd economically attractive projects in the health sector than 
in other sectors: VC funding tends to grow more slowly and is directed at 
earlier- stage fi rms in health than in other sectors. The geographic concentra-
tion of health innovations is increasing over time, measured both by patents 
and publications. The authors present suggestive evidence that many useful 
innovations that are created away from “health innovation hubs” like Boston 
and San Francisco are not developed, because venture capitalists and other 
potential funders do not know about them. Given the challenges that the 
private sector faces in identifying and funding attractive projects, does the 
public sector fi ll the gap? The National Institutes of Health (NIH) allocates 
a larger share of funding to basic science than does private industry, a neces-
sary condition for effi  cient expenditure of public funds. But when it comes 
to translational research that is directly linked to a disease, the distribution 
of  NIH funding is indistinguishable from private funding. Additionally, 
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the NIH allocates a larger share of funding to pharmaceuticals, and less to 
health- care delivery, than does the private sector. Together, these facts raise 
the possibility that public funding is not working to resolve market failures 
in the health- care sector. At the conference, Heidi Williams discussed some 
of the inferential diffi  culties in determining whether health innovation is 
becoming more ineffi  cient. She also placed the increasing concentration of 
health innovation in context by comparing it to other sectors, including 
computing (as also highlighted by Forman and Goldfarb in chapter 2 of 
this volume), biology/chemistry, and semiconductors.

In chapter 11, Ed Kung investigates the housing sector. This sector is also 
one that has seen little R&D spending or measurable innovation. While there 
has been little change in how housing units are constructed, numerous real 
estate technology fi rms have appeared, either tools to use the Internet for 
housing searches like Zillow or online home- sharing platforms like AirBnB. 
While these new fi rms do not increase the productivity of housing construc-
tion, they do increase the match quality between home buyers and sellers, 
and Kung argues that this can represent substantial gains to consumer sur-
plus. Kung also considers potential explanations for the lack of innovation 
in the construction of new housing units. In particular, note his survey of 
the literature on policy’s role in restricting innovations in housing. Land- use 
regulation can stifl e the supply of new housing and depress incentives to 
innovate in the sector; Hsieh and Moretti (2019), for instance, conclude that 
land use restrictions have reduced the GDP growth rate by as much as one 
third. In her comment on chapter 11, included in this volume, Jessie Hand-
bury notes that while higher match quality between home buyers and sellers 
increases welfare, this is refl ected in higher sale prices and hence exacerbates 
issues related to housing aff ordability. The solution is an expansion in the 
housing supply, but both Kung and Handbury note that innovation in 
the production of housing stock is unlikely without policy reforms, such as 
a reform of the aforementioned zoning and land use regulations.

In the fi nal sector study, Barbara Biasi, Dave Deming, and Petra Moser 
discuss the education sector. They overview the expansive literature docu-
menting the importance of human capital for promoting innovation and 
entrepreneurship. But in spite of the massive importance of the education 
sector, as well as the large share of the economy it encompasses, there is very 
little formal R&D devoted to education. In fact, the Congressional Research 
Service reports that the Department of Education has the smallest R&D 
budget of any federal agency in fi scal years 2018– 2020, about 1/3 of 1 per-
cent of the R&D budget allocated to the Department of Defense (Congres-
sional Research Service 2019). When researchers have studied the use of new 
technologies in the education sector, such as the use of computers in class-
rooms, the results have been uninspiring at best (Chatterji 2018). Instead of 
technological innovations, most innovation in the education sector over the 
past 150 years has been institutional or pedagogical in nature. For instance, 
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universal primary school and high school and the expansion of colleges has 
sought to close the “leaky pipeline” and provide skills to potential innovators 
and entrepreneurs. Meanwhile, programs like gifted and talented programs 
and an expanding menu of college majors seek to improve match quality 
between students’ interests and abilities and the skills that are taught. In her 
comment on chapter 12, included in this volume, Eleanor Dillon highlights 
some diffi  culties that anyone attempting to improve the education sector’s 
ability to produce innovators will face. In particular, most innovators come 
from a small number of elite colleges; it is not clear that expanding access to 
college at non- elite institutions will lead to much of an increase in patenting. 
Dillon sees more hope in bringing programs that develop entrepreneurial 
skills to a wider set of  colleges. She highlights in particular the role that 
vocational education could play in developing innovative skills in sectors 
outside the high- tech sectors in which universities typically patent.

Remarks by Panelists

In addition to the industry- specifi c studies, we also conducted a panel 
made up of innovation scholars with experience in the policy space to off er 
their cross- sectoral perspectives and insights into how policy aff ects inno-
vation and entrepreneurship. Remarks by these panelists are included as 
chapters in this volume.

Karen Mills and Annie Dang provide a brief  survey of the diff erent kinds 
of government policies to promote innovation and entrepreneurship. Many 
government policies are designed to aid small fi rms, but of course, not all 
small fi rms promote economic growth equally. Mills and Dang discuss 
“smart” policy to promote innovation and entrepreneurship that is targeted 
specifi cally to the high- growth small fi rms. These policies frequently look 
diff erent from policies designed to help other kinds of small fi rms, which 
they classify as “main street” fi rms, like restaurants and coff ee shops; “sup-
plier” fi rms that primarily act as vendors to large fi rms or the government; 
and non- employer fi rms. In particular, high- growth fi rms will be aff ected 
by diff erent policies that aff ect access to capital (e.g., policies that aff ect 
venture capital and R&D tax credits instead of bank loan guarantees), dif-
ferent policies for advice and education (e.g., startup academies instead of 
small business development centers), and diff erent policies that aff ect the 
local ecosystem (e.g., accelerators and incubators instead of Main Street 
associations).

In her panel remarks, Lucia Foster focuses on the role of  government 
agencies in producing the innovation and entrepreneurship data used by 
researchers and policymakers to design the kinds of  smart policies that 
Mills and Dang describe. Foster discusses three approaches that the Census 
Bureau takes toward measurement. First, the Census Bureau has multiple 
large- scale projects to produce innovation and entrepreneurship statistics 
from administrative data, which are data collected by government agencies 
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for nonstatistical reasons. Second, the Census Bureau conducts numerous 
surveys designed explicitly to elicit information on innovative and entrepre-
neurship activities. While survey data is less comprehensive than administra-
tive data, there is greater fl exibility to ask diff erent questions as technologies 
and the structure of the economy change. Finally, the Census Bureau applies 
indirect inference to document changes in innovation and entrepreneurship; 
in other words, the Bureau identifi es patterns in productivity or business 
entry and exit that are predictive of innovative activity.

Chapter 13, the fi nal chapter of the volume, is a synthetic contribution 
from Ben Jones, who undertook the task of explicitly linking these industry- 
level studies to the broader question of the potential sources and barriers to 
economic growth in the medium term. Jones leverages the industry studies to 
highlight the striking variation across sectors in their recorded levels of inno-
vation and entrepreneurship, and he proposes a framework to explain this 
variation based on the interplay among demand, supply, and institutional 
factors. One important question is whether the diff erences across sectors are 
preordained or whether policymakers can infl uence outcomes. Demand and 
supply factors may in large part be determined by basic human preferences 
or the laws of nature, but to a large extent, they also appear to be sensitive 
to policy. For instance, in sectors for which it is possible to defi ne intellec-
tual property, patent laws and other forms of intellectual property can be 
used to alter the supply of innovators, and funding of basic research can 
also increase the supply of innovations in diff erent sectors. Policies such as 
direct buyer mechanisms can be used to increase the demand for innovations. 
Jones also notes that policy can be used either to increase or impede the 
scalability of innovations. For instance, privacy rules reduce the ability of 
innovations in health services to diff use widely, whereas ride- sharing services 
like Uber were able to expand rapidly while they remained outside existing 
regulations of the taxi industry. Overall, Jones appears optimistic that policy 
can be used to promote innovation in sectors in which it is currently lag-
ging, although the relationship between demand, supply, and institutional 
features is nuanced, and determining the best policy is not likely to be easy.

Practitioner Perspectives

This conference was also unique in featuring participation from 11 practi-
tioners from the innovation and entrepreneurship space to give their insights 
into the role of innovation and entrepreneurship in driving the future of 
economic growth. The following individuals contributed their perspectives 
to the conference, listed in the order in which they spoke:

• Katie Finnegan has long and broad experience at the intersection of 
technology and retail. In 2012, she founded the e- commerce fi rm 
Hukkster, which was later acquired by Jet .com, where she served in a 
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leadership role. In 2016, she became Vice President of Incubation at 
Walmart .com and cofounded Walmart’s incubator, Store No. 8. Most 
recently, she is the founder and principal of Katie Finnegan Consulting.

• Alexsis de Raadt St. James is an investor and venture capitalist with 
substantial experience working with technology fi rms. She has founded 
numerous companies and nonprofi ts, including the Althea Foundation, 
which seeks to support ideas that demonstrate social impact; and Youth 
Business America, Inc., which provides fi nancial mentoring and loan 
capital to entrepreneurs who lacked funding from traditional sources. 
Alexsis is currently the managing partner of Merian Ventures, an early- 
stage venture fi rm focused on investing in women- founded fi rms. Alex-
sis is the US- UK Fulbright Commissioner and sits on several boards.

• Jose Mejia grew up in rural Venezuela and moved to the US when he was 
16. Since then, Jose has been a senior vice present at Juniper Networks, 
chair and CEO of Medis Technologies, and president of Lucent Tech-
nologies’ Worldwide Operations and Customer Support/Installation 
organization. Jose currently sits on the board of numerous software ser-
vice fi rms, including RapidSOS. Jose has received the Ellis Island Medal 
of Honor, awarded by the US Congress to distinguished immigrants, 
and been named the Engineer of the Year by the Hispanic Engineer 
National Achievement Awards Corporation.

• James Cham is a principal at Bloomberg Beta, which invests in fi rms that 
attempt to shape the future of work. Prior to Bloomberg Beta, James 
has served as a principal at Trinity Ventures and a vice president at Bes-
semer Venture Partners. He serves on the boards of numerous fi rms and 
has spent time working as a consultant and software developer.

• Barb Stuckey is a longtime innovator in the food and restaurant indus-
try. Barb has been involved in the food industry in some form or another 
since spending time in her best friend’s parents’ Chinese restaurant in 
suburban Baltimore while growing up. Since then, she has worked 
for Kraft Foodservice, Brinker International (which operates Chili’s, 
among other restaurants), and Whole Foods. Barb is currently the presi-
dent and chief innovation offi  cer at Mattson, one of the largest develop-
ers of new foods and beverages. Barb is widely recognized as an expert 
in foods trends and product development, is the authors of a book on 
food science for the general public (Stuckey 2012), and is featured in the 
New Yorker article “The Bakeoff ” (Gladwell 2005).

• Dr. Arati Prabhakar is the former head of the US Defense Advanced 
Research Projects Agency (DARPA) from 2012 to 2017 and is currently 
the founder and CEO of Actuate, a nonprofi t organization funding 
R&D to solve societal problems. In 1984, she became the fi rst woman 
to receive a PhD in applied physics from CalTech. She was the head of 
the National Institute of Standards and Technology (NIST) from 1993 
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to 1997 and has held numerous positions in government, nonprofi t, and 
private research organizations.

• Dr. Chris Kirchhoff  is currently a senior fellow at the Schmidt Futures 
Foundation. He began his career on staff  of the Space Shuttle Colum-
bia Accident Investigation and went on to serve numerous advisory 
positions to the Department of Defense in Iraq, writing the US gov-
ernment’s history of the confl ict (Special Inspector General for Iraq 
Reconstruction 2009), which the New York Times called “the Iraq Pen-
tagon Papers.” He founded and led the Pentagon’s Silicon Valley Offi  ce, 
Defense Innovation Unit X, which harnesses emerging commercial 
technology for national security innovation.

• Dr. Bob Kocher is currently a partner at Venrock focusing on health- care 
IT and services instruments. A trained physician and Howard Hughes 
Medical Institute fellow, He was a partner at McKinsey & Company, 
where he led the McKinsey Global Institute’s healthcare economic 
program. After that, he joined the Obama Administration as Special 
Assistant to the President for Healthcare and Economic Policy on the 
National Economic Council, where, among other things, he helped 
shape the Aff ordable Care Act, the “Let’s Move” childhood obesity 
initiative, and the Health Data Initiative.

• Dr. Jean Rogers is the chief  resilience offi  cer at the Long- Term Stock 
Exchange. She founded and served as the CEO for the Sustainability 
Accounting Standards Board. Prior to that, she worked with Deloitte 
and at Arup, a global engineering consultancy.

• Dr. Ilan Gur is the founder of the Lawrence Berkeley National Labora-
tory’s Cyclotron Road and the CEO of Activate .org, both of  which 
manage fellowship programs that support entrepreneurial scientists. 
Prior to that, Gur founded multiple science- based startups and served as 
a program director at the Department of Energy’s Advanced Research 
Projects Agency, ARPA- E.

• Sal Khan is the founder and CEO of Khan Academy, a free online edu-
cation platform. He also founded the Khan School Labs, a brick- and- 
mortar school designed to experiment with educational approaches, 
and he sits on the board of the Aspen Institute. In 2012, Time Magazine 
named him one of the 100 most infl uential people in the world (Gates 
2012).

While we do not attribute specifi c views to specifi c practitioners (some of 
whom elected to speak off  the record), several common themes emerged.

First, most practitioners expressed optimism about the abilities of our 
current innovation and entrepreneurial system to eff ectively drive growth in 
certain domains. For instance, US science and high- tech R&D is second to 
none in the world, and this manifests itself  in, for instance, US dominance in 
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biopharmaceuticals and ICTs. But outside these domains, most concluded 
that the US faces severe challenges. One challenge is translating high- quality 
science to practice, especially when there is no well- defi ned career path for 
individuals with a technical background. This can lead to diff erent parts of 
the US innovation system working well in isolation but ultimately measuring 
up to less than the sum of their parts.

Second, many expressed their frustration with the diffi  culties in making 
innovation and entrepreneurship democratic. Some sectors, of course, are 
more democratic than others. But especially in highly technical fi elds, most 
innovators and entrepreneurs come from similar backgrounds, and most are 
white and male. While some were concerned about issues of representation 
for their own sake, most worried that the homogeneity of backgrounds likely 
deprives the economy of diverse and radical new ideas— the leaky pipeline 
problem discussed in chapter 12 by Biasi, Deming, and Moser.

Finally, several of the practitioners expressed concern that the good eco-
nomic times of the previous several years meant that many younger entre-
preneurs never developed the skills to succeed during adversity. During good 
economic times, funding for projects is more readily available, which also 
makes it challenging for funders to distinguish great ideas from the merely 
good ones. These practitioners expressed concern that, were economic 
conditions to change, the innovation and entrepreneurship system had not 
developed the requisite resilience. Unfortunately, within 2 months of the 
conference, these concerns were realized, as we discuss in the fi nal section 
of this introduction.

Broad Lessons

While the individual chapters contribute on their own to our understand-
ing of the prospect for innovation and entrepreneurship across various sec-
tors of the US economy, the ability to compare and contrast the fi ndings 
that arise from this collection of sectoral studies also allows us to draw some 
broader, if  still tentative, lessons.

Heterogeneity and the “Vannevar Bush Sectors”

The most striking takeaway from this volume is that there are several 
sectors in which innovation and entrepreneurship are proceeding at a rapid 
pace, in line with the proclamations of the technological optimists (although 
even in those sectors, the authors in this volume point out several potential 
headwinds), while in other sectors, the amount of innovation and entrepre-
neurship is very low. We can see this clearly in table I.1 (displayed earlier in 
this introduction): the manufacturing sector produces 5.6 patents for every 
1,000 employees, while the education sector produces 1.6 patents for every 
100,000 employees. The detailed industry studies are necessary to move 
beyond these headline numbers to examine within- industry heterogeneity. 
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For example, while health care performs poorly on the patenting metrics 
presented in table I.1, our data for the health- care sector are for health- care 
services; as Chandra, Foroughi, and Mostrom show in chapter 11, biotech, 
pharmaceuticals, and medical devices see the vast majority of health- care 
venture funding.

The detailed industry studies are also valuable for helping us understand 
potential reasons that some sectors see so much more innovation and entre-
preneurship than others. One possible explanation for the observed het-
erogeneity is that sectors experiencing little innovation are already quite 
advanced (Baumol 1967; Baumol and Bowen 1966), or are “fully grown,” 
to use Vollrath’s (2020) phrase. While this may be part of the explanation 
and deserves further study, we do not believe it can completely explain the 
patterns that we observe. Instead, we note that the sectors that have seen 
successful innovation and entrepreneurship have been science- based (the 
productivity drivers: IT, energy, and agriculture) or have been able to incor-
porate technologies from those fi elds (manufacturing and the on- demand 
sectors). In the sectors for which progress has been more mixed, such as 
health care, the parts of the sector that rely on science have typically seen 
large advances (i.e., biotech, pharmaceuticals, and medical devices), whereas 
those that do not have largely stagnated (health- care delivery, fi nancing, 
non- pharmaceutical health interventions).

While the sector- specifi c studies in this volume do not allow us to make 
causal claims about why some sectors have been more innovative than 
others— after all, technological opportunities are not evenly distributed 
across sectors— we fi nd it telling that the innovative sectors are those for 
which an innovation system is well established. By “innovation system,” we 
mean not only well- funded public institutions to conduct R&D, although 
such an institution is certainly in place for the innovative sectors (i.e., the 
NSF, NIH, and numerous large R&D projects funded by the Department 
of Defense and Department of Energy), but also well- defi ned research jobs, 
career ladders, rewards for innovative success (such as intellectual property), 
and an ecosystem in place to develop and support high- growth entrepre-
neurs.

We term these sectors for which an established innovation system is in place 
the “Vannevar Bush sectors.” US innovation policy today hews remarkably 
closely to the proposals laid out by Bush in his famous report, Science: The 
Endless Frontier (Bush 1945b), as exemplifi ed by the major US research 
institutions identifi ed above. The modern IT industry likewise refl ects Bush’s 
vision for recording, storing, accessing, and sharing the world’s knowledge 
(Bush 1945a).

While we again stress that causation is diffi  cult to establish, the evidence 
leads us to suspect that constructing innovation systems for the non– 
Vannevar Bush sectors will lead, after a long delay, to technological and 
entrepreneurial opportunities in these areas. Jones reaches a similar conclu-
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sion in his synthetic chapter (chapter 13) when he notes that the institutional 
environment— and hence the innovation system embedded in it— is often 
malleable, and that in many cases, innovation outcomes appear quite elastic 
to the institutional environment. Many of the non– Vannevar Bush sectors 
are focused in the social sciences, and more specifi cally, on determining how 
to innovate complicated systems with many stakeholders. It is up to future 
researchers and policymakers to determine what the equivalent of the NIH 
for education or housing might look like. But at present it appears that, to 
a fi rst order, we aren’t even trying to build such a system for these sectors.

Measurement Challenges

One challenge with determining the role of innovation and entrepreneur-
ship in economic growth relates to measurement. Indeed, there are challenges 
both with quantifying innovation- related activities as well as with quantify-
ing productivity and growth. As Foster describes in her panel remarks, US 
statistical agencies are both hardworking and creative at tackling the mea-
surement challenge, but there remain fundamental challenges associated 
with creating defi nitive ways to measure new things. We are certainly not the 
only people to note the diffi  culties with measuring these types of activities; 
see for instance the recent Brookings Institution initiative (Hutchins Center 
on Fiscal and Monetary Policy 2019).

When it comes to quantifying innovation, several chapters in this volume 
make extensive use of patent data. This is especially true in chapter 2 by For-
man and Goldfarb on the IT sector and, to a lesser degree, in chapter 10 by 
Chandra, Foroughi, and Mostrom on the health- care sector. Notably, these 
are two sectors in which the ability to protect innovations via patents (on 
molecular compounds in the health sector and software in the IT sector) was 
questionable until fairly recently and is still on uncertain ground. Of course, 
patents are at best an incomplete and imperfect measure of the universe of 
innovations. But this is likely to be a much larger problem in some sectors 
than others. For instance, in both the education and government sectors, 
many improvements take the form of organizational changes, which are not 
generally patentable.

Productivity and growth are likewise harder to measure in some sectors 
than others. While statistical agencies have more than a century and a half  
of experience quantifying output improvements in manufacturing and agri-
culture, there is less agreement on how to measure successful government 
or good education. For instance, in the education sector, a large debate 
surrounds the use of teacher value added measures to assess input quality 
(Bitler et al. 2019; Chetty, Friedman, and Rockoff  2014a,b, 2017; Jackson, 
Rockoff , and Staiger 2014; Rothstein 2017) and of testing data to assess 
educational outcomes (Ballou and Springer 2015; Carrell and West 2010; 
Shavelson et al. 2010). It is clear that no consensus exists on which measures 
to use comparable to that related to measuring productivity in, say, manu-
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facturing (Syverson 2011). Relating to the previous lesson, it is probably not 
a coincidence that we see so little innovation- driven growth exactly in the 
sectors for which identifying and quantifying improvements— and reward-
ing the people who make those improvements— is most diffi  cult.

While it is often diffi  cult to measure how innovations in some sectors 
contribute to productivity growth, innovations in many sectors are, by 
construction, not refl ected in standard measures of growth like GDP. This 
is particularly apparent with Internet- related technologies. The Internet 
undoubtedly makes fi rms more productive, but it also provides valuable free 
services to consumers, which are not captured in GDP data (Brynjolfsson 
and Oh 2012; Byrne, Fernald, and Reinsdorf 2016; Goolsbee and Klenow 
2006). Other approaches are therefore needed to quantify the value of inno-
vations in IT, as well as in sectors as diverse as education (the value of better- 
educated citizens is not counted in GDP), energy (a cleaner environment 
is not included in standard GDP calculations), or health care (health- care 
innovations improve quality of life far above and beyond their contributions 
to output). Chapter 8 by Waldfogel in this volume is therefore a valuable 
contribution, as he moves beyond traditional productivity accounting to 
discuss how technological changes in the creative sectors have led to an 
increase in consumer surplus.

Classification Challenges

Closely related to measurement challenges are challenges of classifying 
where in the economy innovation and entrepreneurship are occurring. The 
in- depth sectoral studies approach taken in this volume allows the authors 
of each chapter to move beyond crude industry classifi cations, document-
ing how each sector is both aff ected by innovations in upstream sectors 
and aff ects performance in downstream sectors. For instance, in chapter 12, 
Biasi, Deming, and Moser make clear that innovations in the education 
sector aff ect every other sector by supplying future innovators and entre-
preneurs. And as we note above, IT now pervades nearly every industry. 
Chapter 11 by Kung and chapter 5 by Choe, Oettl, and Seamans document 
that the emergence of on- demand housing and rides are among the most 
important recent innovations in housing and transportation, respectively. 
Whether these innovations are classifi ed as occurring in the IT sector or in 
the housing or transportation sector is in some sense irrelevant; they will 
shape the way we consume housing and transportation services regardless 
of their offi  cial classifi cation.

But how innovations are classifi ed matters a great deal for statistical agen-
cies and, consequently, for policy. Table I.1 shows how naively relying on 
NAICS codes, which are the standard industry classifi cation used by the 
US government, may lead to distorted conclusions about where innova-
tive activity is occurring. For example, the NAICS code for health includes 
only health- care services; as Chandra, Foroughi, and Mostrom (chapter 10) 
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show, health- care services have seen little innovation compared to biotech, 
pharmaceuticals, or medical devices. As another example, the NAICS codes 
for manufacturing include such activities as automobile and aviation manu-
facturing; automobiles and aircraft experience regular innovation, while 
there has been little measured innovation in transportation infrastructure, 
making the transportation sector appear middling in table I.1.

This issue is no less challenging at the fi rm level: should Netfl ix be classi-
fi ed as a media and entertainment fi rm, or as an IT fi rm? E- commerce fi rms 
similarly fall between the transportation, retail, and IT sectors. As Fuchs 
et al. show in chapter 1, offi  cial classifi cations of the manufacturing sector 
include fi rms from a wide array of seemingly disparate sub- industries, from 
animal slaughtering to oil refi ning, and Lafontaine and Sivadasan (chap-
ter 6) show that, for a long time, offi  cial classifi cations of the retail sector 
included restaurants. Nor do fi rms remain in one sector over their entire 
lifetimes; in chapter 7, Delgado, Kim, and Mills highlight several fi rms that 
began as manufacturing fi rms but are now primarily in the supply chain 
traded services sector.

To the extent that our data are collected by industry- specifi c censuses or 
surveys, that offi  cial statistics are organized by industry, or that policy is 
targeting specifi c sectors, taxonomical issues threaten both our ability to 
study innovation and entrepreneurship- driven growth as well as to design 
policies to improve it.

Challenges of Place

We have mentioned that, while the health- care sector is innovative in pro-
ducing new drugs and medical devices, it has struggled to improve deliv-
ery of health- care services to those who need it. The problem of delivering 
products to potential users is likewise a major challenge in the delivery of 
government services. Even in the IT sector, arguably the largest bottleneck to 
growth is providing the infrastructure to allow consumers to take advantage 
of new innovations. Indeed, this issue seems so ubiquitous that it is worth 
considering the extent to which failures of innovation and entrepreneurship 
to generate economic growth are really problems about urban economics 
and economic geography, that is, challenges related to place.

As we noted, even in the best of cases it can be diffi  cult to draw a line 
between diff erent sectors. But this is especially the case when the delivery of 
goods and services is involved. The problems in transportation, retail, and 
housing all relate to the fact that agents on diff erent sides of a transaction 
are in diff erent places. As Kung reviews in chapter 11 on housing, frictions 
related to relocating resources through space (for instance, due to strict zon-
ing laws) can have large economic costs. And we expect these kinds of fric-
tions to be especially damaging to innovation and entrepreneurship in sec-
tors that involve many stakeholders; the more parties there are to coordinate, 
the more costly relocation frictions will be. In this sense, we see issues in the 
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housing and transportation sectors as aff ecting innovation throughout all 
other sectors, in the same way that the performance of the education and 
IT sectors aff ect all other sectors.

Issues of place may also matter for innovation and entrepreneurship if  
the type and quality of ideas generated depend on where people are located. 
Two chapters in this volume, chapter 2 on IT by Forman and Goldfarb and 
chapter 10 by Chandra, Foroughi, and Mostrom on the health sector, make 
the point that patenting in these sectors has become increasingly geographi-
cally concentrated in recent decades, and this is likely to be problematic if  
individuals from outside the major sectoral innovation hubs are excluded 
from the innovation process. At a time when the concentration of overall 
patenting is the highest it has been in a century and a half  (Andrews and 
Whalley 2021), this is likely to be an issue for the other sectors as well. And 
innovation and entrepreneurship may be even more spatially concentrated 
than these statistics suggest: Guzman and Stern (2015) show that even in 
highly innovative regions, entrepreneurship is clustered in a few zip codes.

Some important open questions relate to quantifying the costs of spatial 
concentration of innovation and entrepreneurship. Others relate to under-
standing whether non- innovative regions can better reap the rewards of 
innovation and entrepreneurship- driven growth through policies to promote 
such growth in those regions or by better diff usion of innovations created in 
other places, for instance, through better transportation and communication 
technologies (Glaeser and Hausman 2020).

The Future Is Already Here

Several times during the conference, we were reminded of science fi ction 
writer William Gibson’s famous quip: “The future is already here— it’s just 
not very evenly distributed” (Gibson 1999). While making concrete predic-
tions about the future path of innovation and entrepreneurship is typically 
a good way to appear foolish in the eyes of  future readers, it seems safe 
to conclude that the innovations that will most profoundly shape the next 
decade already exist, at least in a nascent form.

For many of the most impactful technologies of  the past, there was a 
long lag between the fi rst introduction of the technology and when its use 
became widespread. This is most clearly seen in this volume in chapter 3 by 
Alston and Pardey on agriculture. While hybrid and genetically engineered 
crops diff used fairly quickly, reaching more than 80 percent adoption within 
a decade or two of their introductions, other technologies like the tractor 
took almost half  a century to see similar levels of adoption. One reason for 
this, as David (1990) famously points out, is that for the most important 
innovations, widespread adoption is more complicated than simply switch-
ing from one technology to another; changes in organization, in the use of 
complementary technologies, and in the behavior of customers, suppliers, or 
rivals also must take place. In addition to examples from agriculture, clean 
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energy (discussed by Popp et al. in chapter 4) and autonomous vehicles 
(discussed by Choe, Oettl, and Seamans in chapter 5) are other technologies 
with long gestation periods that have seen slow but steady improvements 
in performance and appear poised to make meaningful impacts on future 
economic growth in the coming decades.

While we are thus living in the future, it is also the case that we are living 
in the past, with the current distribution of economic activity across sec-
tors determined at least in part by historical innovations. We see this most 
clearly once again in agriculture, which used to employ almost a third of the 
entire US population in 1916; today only about 1.5 percent of the popula-
tion is in agriculture. This dramatic change is largely driven by productivity 
improvements in the agricultural sector, most notably mechanization and 
biological innovations. A similar story is playing out today in manufac-
turing. While the manufacturing sector is clearly highly innovative, many 
of those innovations decrease manufacturing’s share of employment and 
GDP. Moreover, as the manufacturing sector continues to shrink as a share 
of GDP, productivity improvements in manufacturing will have a limited 
ability to increase aggregate productivity growth. Such observations help 
forecast where the future of economic growth is likely to occur. As we noted 
above when discussing heterogeneity across sectors, we do not see this as a 
reason to celebrate low rates of innovation, nor do we believe that the rate 
and direction of economic growth are entirely determined by past innova-
tions. Instead, we believe there are opportunities to increase the rate of 
innovation in sectors that account for a growing share of the economy but 
have historically received little investment in innovation and entrepreneur-
ship, namely, sectors like services, housing, education, and the government.

Innovation and Entrepreneurship during the 2020 COVID- 19 Pandemic

Shortly after the conference took place, the novel coronavirus SARS- 
Cov- 2 caused a pandemic, leading to shelter- in- place orders throughout the 
US and the cancellation of most in- person activities. While it is far too early 
to assess the long- term eff ects of the pandemic on innovation and entre-
preneurship across diff erent sectors, here we off er some initial observations 
based on events that occurred throughout the remainder of 2020.

Those sectors that had already embraced general- purpose technologies 
to achieve past productivity growth— namely, our productivity driver and 
especially on- demand sectors— were able to respond reasonably well to the 
pandemic, highlighting that innovation can drive not only growth but also 
resilience. For instance, online retailers like Amazon saw large gains in share 
prices as consumers minimized shopping in- person, by necessity rapidly 
accelerating the trend toward online shopping; in chapter 6, Lafontaine and 
Sivadasan provide a brief  overview of the large adverse eff ect of COVID- 19 
on brick- and- mortar retail establishments and restaurants. Many supply 
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chain service sector jobs were also able to switch to online work with minimal 
disruption. The online delivery of media and entertainment content allowed 
media platforms to weather the storm as well.

Our impression is that the transition to a pandemic economy appears to 
have been more diffi  cult for the cost disease sectors, which have historically 
struggled to incorporate innovations from other sectors. School closures 
forced the education sector to embrace online education technologies at a 
rate and scale that would have been unthinkable prior to the pandemic. It is 
far too early to know how the adoption of these technologies has aff ected 
educational outcomes, much less the extent to which they will continue to 
be used when the pandemic subsides. Finally, in the health- care sector, the 
pandemic brought into sharp relief  the gap between health- care innovation 
and delivery, echoing themes from chapter 10 by Chandra, Foroughi, and 
Molstrom: the SARS- Cov- 2 genome was sequenced in record time, and tri-
als for vaccines and antiviral therapies were launched rapidly, but sourcing, 
manufacturing, and distribution of “low tech” health- care materials like 
masks and other personal protective equipment proved diffi  cult in the early 
stages of the pandemic.

Of course, we do not yet know whether the choices of  participants in 
diff erent sectors to adopt new technologies in the face of the pandemic will 
prove to be permanent or transitory, nor whether the events of  the past 
year will induce the development of new technologies in sectors that had 
previously struggled to innovate. Obtaining answers to these questions will 
shed light on the future role of innovation and entrepreneurship in driving 
economic growth across sectors.

References

Abramovitz, Moses. 1956. “Resources and Output Trends in the United States since 
1870.” American Economic Review 46(2): 5– 23.

Acemoglu, Daron, and Pascual Restrepo. 2020. “Robots and Jobs: Evidence from 
US labor markets.” Journal of Political Economy 128(6): 2188– 2244.

Aguiar, Luis, and Joel Waldfogel. 2018. “Quality Predictability and the Welfare Ben-
efi ts from New Products: Evidence from the Digitization of Recorded Music.” 
Journal of Political Economy 126(2): 492– 524.

Andreessen, Marc. 2011. “Why Software Is Eating the World.” Wall Street Journal, 
August 20. Accessed May 29, 2020. https:// www .wsj .com /articles /SB 1 0 0 0 1 4 2 4 0 5 3 
1 1 1903480904576512250915629460.

Andrews, Michael J., and Alexander Whalley. 2021. “150 Years of the Geography of 
Innovation.” Forthcoming in Regional Science and Urban Economics.

Ballou, Dale, and Matthew G. Springer. 2015. “Using Student Test Scores to Mea-
sure Teacher Performance: Some Problems in the Design and Implementation of 
Evaluation Systems.” Educational Researcher 44(2): 77– 86.

Baumol, William J. 1967. “Macroeconomics of Unbalanced Growth: The Anatomy 
of Urban Crisis.” American Economic Review 57(3): 415– 26.



26       Michael J. Andrews, Aaron K. Chatterji, and Scott Stern

Baumol, William J., and William G. Bowen. 1966. Performing Arts: The Economic 
Dilemma. Cambridge, MA: MIT Press.

Bitler, Marianne, Sean Corcoran, Thurston Domina, and Emily Penner. 2019. 
“Teacher Eff ects on Student Achievement and Height: A Cautionary Tale.” 
NBER Working Paper No. 26480. Cambridge, MA: National Bureau of  Eco-
nomic Research.

Bloom, Nicholas, Charles I. Jones, John Van Reenen, and Michael Webb. 2020. 
“Are Ideas Getting Harder to Find?” American Economic Review 110(4): 1104– 44.

Bresnahan, Timothy. 2010. “General Purpose Technologies.” In Handbook of the 
Economics of Innovation, Vol. 2, edited by Bronwyn H. Hall and Nathan Rosen-
berg. Amsterdam: Elsevier.

Brynjolfsson, Erik, and JooHee Oh. 2012. “The Attention Economy: Measuring the 
Value of Free Digital Services on the Internet.” Proceedings of the International 
Conference on Information Systems.

Buera, Francisco J., and Joseph P. Kaboski. 2012. “The Rise of the Service Econ-
omy.” American Economic Review 102(6): 2540– 69.

Bush, Vannevar. 1945a. “As We May Think.” The Atlantic, July. Accessed March 30, 
2021. https:// www .theatlantic .com /magazine /archive /1945 /07 /as -we -may -think 
/3 03881 /.

———. 1945b. Science: The Endless Frontier. Washington, DC: US Government 
Printing Offi  ce.

Byrne, David M., John G. Fernald, and Marshall B. Reinsdorf. 2016. “Does the 
United States Have a Productivity Slowdown or a Measurement Problem?” Brook-
ings Papers on Economic Activity.

Carrell, Scott E., and James E. West. 2010. “Does Professor Quality Matter? Evi-
dence from Random Assignment of Students to Professors.” Journal of Political 
Economy 118(3): 409– 32.

Chatterji, Aaron K. 2018. “Innovation and American K– 12 Education.” Innovation 
Policy and the Economy 18: 27– 51.

Chetty, Raj, John N. Friedman, and Jonah E. Rockoff . 2014a. “Measuring the Impact 
of Teachers I: Evaluating Bias in Teacher Value- Added Estimates.” American Eco-
nomic Review 104(9): 2593– 2632.

———. 2014b. “Measuring the Impact of Teachers II: Teacher Value- Added and 
Student Outcomes in Adulthood.” American Economic Review 2014(9): 2633– 79.

———. 2017. “Measuring the Impact of Teachers: Reply to Rothstein.” American 
Economic Review 107(6): 1685– 1717.

Congressional Research Service. 2019. Federal Research and Development (R&D) 
Funding: FY2020. CRS Report R45715, November 26.

Cowen, Tyler. 2011. The Great Stagnation. New York: Dutton.
David, Paul. 1990. “The Dynamo and the Computer: An Historical Perspective 

on the Modern Productivity Paradox.” American Economic Review: Papers and 
Proceedings 80(2): 355– 61.

Davis, Clint. 2019. “Music Stars Who Were Discovered on YouTube.” The Delite, 
December 16. Accessed August 19, 2020. https:// www .thedelite .com /music -stars 
-who -were -discovered -on -youtube.

Decker, Ryan, John Haltiwanger, Ron Jarmin, and Javier Miranda. 2014. “The Role 
of Entrepreneurship in US Job Creation and Economic Dynamism.” Journal of 
Economic Perspectives 28(3): 3– 24.

Delgado, Mercedes, and Karen G. Mills. 2020. “The Supply Chain Economy: A New 
Framework for Understanding Innovation and Services.” Research Policy 49(8).

Eckert, Fabian, Sharat Ganapati, and Conor Walsh. 2019. “Skilled Tradable Ser-



Introduction: Beyond 140 Characters    27

vices: The Transformation of U.S. High- Skill Labor Markets.” Federal Reserve 
Bank of Minneapolis Institute Working Paper 25.

Fuchs, Victor. 1980. “Economic Growth and the Rise of  Service Employment.” 
NBER Working Paper No. 486. Cambridge, MA: National Bureau of Economic 
Research.

Gates, Bill. 2012. “Salman Khan.” Time, April 18. Accessed May 28, 2020. http:// 
content .time .com /time /specials /packages /article /0 ,28804 ,2111975 _2111976 
_2111942 ,00 .html.

Gibson, William. 1999. “The Science in Science Fiction.” Interview on NPR Talk of 
the Nation, November 30.

Gladwell, Malcolm. 2005. “The Bakeoff .” The New Yorker, August 28. Accessed 
May 27, 2020. https:// www .newyorker .com /magazine /2005 /09 /05 /the -bakeoff .

Glaeser, Edward L., and Naomi Hausman. 2020. “The Spatial Mismatch between 
Innovation and Joblessness.” Innovation Policy and the Economy 20: 233– 99.

Goldschlag, Nathan, Travis J. Lybbert, and Nikolas J. Zolas. 2020. “Tracking the 
Technological Composition of  Industries with Algorithmic Patent Concor-
dances.” Economics of Innovation and New Technology 29(6): 582– 602.

Goolsbee, Austan, and Peter J. Klenow. 2006. “Valuing Consumer Products by the 
Time Spent Using Them: An Application to the Internet.” American Economic 
Review: Papers and Proceedings 96(2): 108– 13.

Gordon, Robert J. 2000. “Does the ‘New Economy’ Measure Up to the Great Inven-
tions of the Past?” Journal of Economic Perspectives 14(4): 49– 74.

———. 2012. “Is US Economic Growth Over? Faltering Innovation Confronts the 
Six Headwinds.” NBER Working Paper No. 18315. Cambridge, MA: National 
Bureau of Economic Research.

———. 2016. The Rise and Fall of American Growth: The U.S. Standard of Living 
since the Civil War. Princeton, NJ: Princeton University Press.

———. 2018. “Declining American Economic Growth Despite Ongoing Innova-
tion.” Explorations in Economic History 69: 1– 12.

Griliches, Zvi. 1957. “Hybrid Corn: An Exploration in the Economics of Techno-
logical Change.” Econometrica 24(4): 501– 22.

Guzman, Jorge, and Scott Stern. 2015. “Where Is Silicon Valley?” Science 347(6222): 
606– 9.

———. 2020. “The State of  American Entrepreneurship: New Estimates of  the 
Quantity and Quality of Entrepreneurship for 32 U.S. States, 1988– 2014.” Ameri-
can Economic Journal: Economic Policy 12(4): 212– 43.

Hsieh, Chang- Tai, and Enrico Moretti. 2019. “Housing Constraints and Spatial 
Misallocation.” American Economic Journal: Macroeconomics 11(2): 1– 39.

Hutchins Center on Fiscal and Monetary Policy. 2019. “Productivity Measurement 
Initiative.” Washington, DC: Brookings Institution. Accessed August 20, 2020. 
https:// www .brookings .edu /productivity -measurement -initiative/.

Jackson, C. Kirabo, Jonah E. Rockoff , and Douglas O. Staiger. 2014. “Teacher 
Eff ects and Teacher- Related Policies.” Annual Review of Economics 6: 801– 25.

James, E. L. 2011. Fifty Shades of Gray. Fifty Shades Ltd.
Manso, Gustavo. 2016. “Experimentation and the Returns to Entrepreneurship.” 

Review of Financial Studies 29(9): 2319– 40.
Mokyr, Joel. 2018. “The Past and the Future of Innovation: Some Lessons from 

Economic History.” Explorations in Economic History 69: 13– 26.
Mokyr, Joel, Chris Vickers, and Nicolas L. Ziebarth. 2015. “The History of Tech-

nological Anxiety and the Future of Economic Growth: Is This Time Diff erent?” 
Journal of Economic Perspectives 29(3): 31– 50.



28       Michael J. Andrews, Aaron K. Chatterji, and Scott Stern

Rothstein, Jesse. 2017. “Measuring the Impacts of Teachers: Comment.” American 
Economic Review 107(6): 1656– 84.

Schumpeter, Joseph A. 1942. Capitalism, Socialism and Democracy. New York: 
Harper & Brothers.

Shavelson, Richard J., Robert L. Linn, Eva L. Baker, Helen F. Ladd, Lind Darling- 
Hammon, Lorrie A. Shepard, Paul E. Barton, Edward Haertel, Diane Ravitch, 
and Richard Rothstein. 2010. “Problems with the Use of Student Test Scores to 
Evaluate Teachers.” Economic Policy Institute Briefi ng Paper 278.

Solow, Robert M. 1956. “A Contribution to the Theory of  Economic Growth.” 
Quarterly Journal of Economics 70(1): 65– 94.

———. 1957. “Technical Change and the Aggregate Production Function.” Review 
of Economics and Statistics 39(3): 312– 20.

Special Inspector General for Iraq Reconstruction. 2009. Hard Lessons: The Iraq 
Reconstruction Experience. Washington, DC: US Government Printing Offi  ce.

Stuckey, Barb. 2012. Taste What You’re Missing. New York: Simon & Schuster.
Syverson, Chad. 2011. “What Determines Productivity?” Journal of Economic Lit-

erature 49(2): 326– 65.
Thiel, Peter. 2011. “What Happened to the Future?” Founders Fund.
Vollrath, Dietrich. 2020. Fully Grown: Why a Stagnant Economy Is a Sign of Success. 

Chicago: University of Chicago Press.




