
This PDF is a selection from a published volume from the 
National Bureau of Economic Research

Volume Title: Big Data for Twenty-First-Century Economic 
Statistics

Volume Authors/Editors: Katharine G. Abraham, Ron S. 
Jarmin, Brian Moyer, and Matthew D. Shapiro, editors

Volume Publisher: University of Chicago Press

Volume ISBNs: 978-0-226-80125-4 (cloth), 
978-0-226-80139-1 (electronic)

Volume URL: 
https://www.nber.org/books-and-chapters/big-data-twenty-first

 -century-economic-statistics

Conference Date: March 15-16, 2019

Publication Date: Februrary 2022

Chapter Title:  From Transaction Data to Economic Statistics: 
Constructing Real-Time, High-Frequency, Geographic 
Measures of Consumer Spending

Chapter Author(s):  Aditya Aladangady, Shifrah Aron-Dine, 
Wendy Dunn, Laura Feiveson, Paul Lengermann, Claudia 
Sahm

Chapter URL: 
https://www.nber.org/books-and-chapters/big-data-twenty-first
-century-economic-statistics/transaction-data-economic-statist
ics-constructing-real-time-high-frequency-geographic-measur
es

Chapter pages in book: p. 115 – 145



115

4.1  Introduction

Access to timely, high- quality data is crucial for the ability of policymakers 
to monitor macroeconomic developments and assess the health of the econ-
omy. Consumer spending—70 percent of overall GDP—is key in policy 
deliberations about the economy. Existing offi  cial statistics on consumer 
spending are extremely useful, but they have limitations. For instance, the 
offi  cial retail sales data from the Census Bureau’s surveys are only published 
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for the nation as a whole and only at a monthly frequency.1 The monthly 
fi gures are available two weeks after the end of  the month and are sub-
ject to substantial revisions. Until recently, for analysis of regional shocks, 
researchers and policymakers had to rely on other data sources, such as the 
quarterly regional accounts from the Bureau of Economic Analysis (BEA), 
or household expenditure surveys like the Consumer Expenditure Survey. 
These more detailed data sources have limited sample sizes at smaller geog-
raphies and are only available a year or two after the fact. Our new real- time 
geographic data on spending data allow for better monitoring of shocks at 
the regional level and have the potential to serve as an early warning system 
to policymakers. Indeed, research on the Great Recession, such as Mian, 
Sufi , and Rao (2013), has shown that consumption declines were larger and 
appeared sooner in areas with subsequent collapses in house prices. Our 
prior research shows other examples of how real- time geographic data are 
useful for studying economic events, such as Hurricane Matthew, sales tax 
holidays, and legislative hold on disbursement of Earned Income Tax Credit 
(EITC) in Aladangady et al. (2016, 2017, 2019, respectively).

The question motivating our research is whether alternative data sources 
can provide a timelier and more granular—but still reliable—picture of 
consumer spending. A promising new source of information on retail spend-
ing is the massive volume of data generated by consumers using credit and 
debit cards and other electronic payments.2 Industry analysts and market 
researchers have long tapped into such transaction data to observe retail 
shopping behavior and market trends. Recently, economic researchers have 
also begun to use these and other nontraditional data, such as scanner data 
or online fi nancial websites, in empirical studies of  consumption.3 These 
new data can off er timely and extremely detailed information on the buyers, 
sellers, and items purchased, yet they also pose myriad challenges, including 
protecting the privacy of individuals and businesses, ensuring the quality of 
the data, and adjusting for nonrepresentative samples.

In this project, we develop a comprehensive research dataset of spending 
activity using transaction data from First Data Merchant Services LLC 
(First Data, now Fiserv), a global payment technology company that pro-
cesses $2 trillion dollars in annual card transaction volumes. We fi lter, aggre-

1. In September 2020, the Census Bureau began publishing 12- month percent changes (not 
seasonally adjusted) in state- level retail sales estimates. They used existing Census surveys as 
well as private Big Data sources. See for more details: https:// www .census .gov /retail /state 
_retail _sales .html. The Bureau of Economic Analysis, the Bureau of Labor Statistics, and 
other statistical agencies have also begun using private data sources. Many of those eff orts are 
detailed in this volume. 

2. Moreover, cards—as we use in our new series—are now the prevailing method of payment 
for most retail purchases in the United States. Survey data from fi nancial institutions indicate 
that total card payments were $6.5 trillion in 2017 (Federal Reserve Board 2018).

3. Some recent examples are Mian, Rao, and Sufi  (2013) using credit card company data, 
Farrell and Grieg (2015) using accounts from a large bank, as well as Baker (2018) and Gelman 
et al. (2014) using data from apps used by households.
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gate, and transform the card transactions into economic statistics. To protect 
the anonymity of all merchants and customers, we are restricted from access-
ing the transaction- level data. Instead, we worked with Palantir Technol-
ogies from 2016 to 2019—First Data’s technology business partner—to 
build the new, fully- anonymized series to our specifi cations.4 We currently 
have created estimates of daily retail spending from 2010 to the present for 
several industry categories, at the national, state, and metropolitan statisti-
cal area (MSA) level.

Our merchant- centric data on spending is, in some ways, conceptually 
similar to the Census Bureau’s Monthly Retail Trade Survey (MRTS). As 
with the Census survey, our transaction data are organized by the classifi -
cation of the merchant making the sale. We adopt the same industry cat-
egories as the MRTS, which allows us to compare the national estimates 
from our new dataset to the corresponding Census estimates. However, an 
important diff erence in our approach is how we construct our sample. The 
Census Bureau uses a statistical sampling and survey design of tax records 
to select its sample of about 13,000 employer fi rms that own or control one 
or more retail establishments. The survey is used to produce estimates that 
are representative of all retail activity in the United States.5 In contrast, First 
Data’s client merchants that we use are not necessarily representative of all 
retailers, and some First Data client merchants do not permit us access to 
their data. In this paper, we describe the multi-stage process we developed 
to obtain high- quality, representative estimates of spending that are used 
for economic analysis at the Federal Reserve.

Despite being constructed from very diff erent underlying raw data sources 
and methods, our new spending series and the Census retail sales data exhibit 
remarkably similar time- series patterns. The strong correlation of our new 
national series with the offi  cial statistics validates the soundness of our meth-
odology and the reliability of our estimates. It showed that our new series 
was of high enough quality to use in policy analysis.

In this paper, we present two examples of how our new series could have 
been used to inform policy. First, we show how our series provided valuable 
insights on economic activity during the 2019 government shutdown, when 
the publication of offi  cial statistics was delayed. During a time of heightened 
uncertainty and fi nancial market turbulence, it was crucial for policymakers 
to fi ll this information gap. Months before the Census data became avail-
able, we were able to see that spending slowed sharply early in the shutdown 

4. Specifi cally, Palantir suppresses any spending estimate based on fewer than 10 merchants 
or where a single merchant comprises over 20 percent of the total transaction volume. In addi-
tion, some merchants also have “opt out” agreements with First Data, and their transaction 
data are not used in any of the analyses.

5. For more details on the survey construction, see the Census Bureau’s “Monthly Retail Trade 
Survey Methodology,” https:// www .census .gov /retail /mrts /how _surveys _are _ collected 
.html. wNote also that a merchant in First Data is similar conceptually to an establishment 
in Census.
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but rebounded soon after, implying that the imprint of the shutdown on 
economic activity was largely transitory.

Second, we describe how we used the geographic detail in our daily data 
to track the eff ects of Hurricanes Irma and Harvey on spending. We showed 
that the hurricanes signifi cantly reduced—not just delayed—consumer 
spending in the aff ected states in the third quarter of 2017. Although the 
level of  spending quickly returned to normal after the storms, very little 
of the lost activity during the storm was made up in the subsequent weeks. 
Thus, on net over the span of several weeks, the hurricanes reduced spend-
ing. This episode was an example of  how it is possible to create reliable 
estimates of the eff ects of a natural disaster in real time.

The remainder of this paper is organized as follows. In section 4.2, we 
describe the transaction data from First Data. Section 4.3 details the meth-
odology we use to construct our spending series from the raw transaction 
data. In section 4.4, we compare our new series with offi  cial estimates from 
the Census Bureau as a data validation exercise. Finally, in section 4.5 we 
show how we used the transaction data to track consumer spending during 
the government shutdown in early 2019 and in the weeks surrounding Hur-
ricanes Harvey and Irma in 2017. Section 4.6 concludes.

4.2  Description of the Transaction Data

Our daily estimates are built up from millions of card swipes or electronic 
payments by customers at merchants that work with First Data. The total 
dollar amount of the purchase and when and where it occurred are record-
ed.6 Only card or electronic transactions at merchants that work with First 
Data (or one of their subsidiaries) are included in our data. Cash payments 
as well as card payments at First Data merchant clients that do not allow 
further use of their data are also omitted. Geography of spending is deter-
mined by the location of the merchant, which may diff er from the location 
of the purchaser.

First Data (now Fiserv) is a global payment technology company and one 
of the largest electronic payment processors in the United States. As of 2016, 
First Data processed approximately $2 trillion in card payments a year. First 
Data serves multiple roles in the electronic payments market. As a merchant 
acquirer, First Data sells card terminals to merchants and signs them onto 
First Data’s transaction processing network. As a payments processor, First 
Data provides the “plumbing” to help credit card terminals process payment 
authorization requests and settlements (irrespective of whether they are on 
First Data card terminals). Transactions at both types of merchant- clients 
are included in our data.

6. The name and zip code of the merchant are in the raw data. Bank Identifi cation Numbers 
(BINs) can be mapped to the card numbers and in some cases we have a fl ag as to whether the 
card was present for the transaction (in store) or not (online). While these data are initially 
recorded by First Data, they are only available to us in an aggregated and anonymized form.
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Figure 4.1 illustrates the role of payment processors in a credit card trans-
action. When a consumer makes a purchase at a First Data merchant, First 
Data serves as the intermediary between the merchant and the various credit 
card networks. When a consumer swipes a card at a merchant’s point- of- 
sale system, the processor sends the transaction information through the 
credit card network to the consumer’s bank, which then decides whether 
to authorize the transaction. That information is then relayed back to the 
point- of- sale system and the transaction is either approved or denied. When 
the transaction is settled, the fi nal transaction amount (for example, includ-
ing tip) is transferred from the customer’s account to the merchant’s account. 
There may be a lag of several days between authorization and settlement due 
to individual bank procedures. These two dates and the transaction amounts 
at authorization and settlement are in our data.7

7. For January 2012 to the present, First Data reports both authorization and settlement 
dates and amounts. The authorization date should be the same as the purchase date. Thus, the 
most accurate representation of a purchase is the authorization timestamp and the settlement 
amount. The settlement amount is more accurate than the authorization amount because it 
would include tips, which are typically not in the authorization amount. When available, we 
combine data from both authorizations and settlements to characterize each transaction. The 
date of the transaction is the timestamp of the authorization request (when the credit card 
was swiped) and value of the transaction is the settlement amount (so as to include tip, or any 
revision in the original authorization amount). When a valid authorization time stamp is not 
available, we use both the time stamp and value of the settlement. From January 2010 until 
January 2012, First Data only reports transaction settlement dates and amounts. Due to batch 
processing by consumers’ banks, the settlement date can be days after the actual purchase data. 
We used the older database to extend our time series back to 2010 by adjusting the timing of 
transactions with only settlement data according to the average diff erence in timing between 
settlement and authorization.

Fig. 4.1 The role of payment processors in credit card transactions
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First Data has details about every card transaction including the authori-
zation and settlement amount and date, merchant address, merchant name, 
and merchant category code (MCC).8 Even though First Data only covers 
a portion of purchases made with cards, the number of consumer spending 
transactions we observe with these data is quite large. According to the 2017 
Diary of Consumer Payment Choice, consumers use credit and debit cards 
for 30.3 percent of their payments, in dollar value, while they use cash for 
just 8.5 percent of dollars paid (Greene and Stavins 2018). For the catego-
ries that we focus on—retail goods and restaurant meals—the card share 
of transactions is even higher. For example, it is nearly twice as high among 
groceries. (Cohen and Rysman 2013).

In this paper, we focus on a subset of First Data transactions at retailers 
and restaurants, which we refer to as the “retail sales group.” The retail sales 
group is a key aggregate from the Census Bureau that the Federal Reserve and 
other macroeconomic forecasters track closely, because these data inform 
the estimates for about one third of personal consumption expenditures.9 
To create a comparable subset in our data, we map the available MCCs to 
3- digit North American Industry Classifi cation System (NAICS) categories 
in the Census data. We use a mapping tool developed by staff  at the Census 
Bureau and the Bureau of Economic Analysis, shown in appendix A.

Because First Data has business relationships with merchants, not con-
sumers, our data provide a merchant- centric view of spending. While tech-
nically a customer initiates a transaction and the data have an anonymized 
identifi er for each credit and debit card, we do not observe the purchases that 
individuals make at merchants who are not in the First Data network. More-
over, we have information on merchants, not customers. Our merchant- 
centric orientation is the same as Census Retail Sales, which surveys fi rms. 
In contrast, other data sources on spending like the Consumer Expenditure 
Survey are household- centric. Both have advantages and disadvantages.

8. First Data client merchants decide their own MCC identifi cation. MCC is an industry 
standard, but the accuracy of MCC assignments is not integral to the payment processing. 
Palantir staff  have found cases when the assigned MCC is inconsistent with the type of busi-
ness that the merchant does (based on the name of the merchant). A client merchant can also 
have multiple MCCs—for example, a grocery store with an affi  liated gas station could have one 
MCC for terminals in the grocery and one for terminals at the gas pumps.

9. The retail sales group is the subset of  retail and food service industries in the Census 
retail sales survey that are also used to estimate approximately one third of aggregate personal 
consumption expenditures in the National Income and Product Accounts. It includes the fol-
lowing NAICS categories: 4413—Auto Parts, Accessories, and Tire Stores, 442—Furniture 
and Home Furnishings Stores, 443—Electronics and Appliance Stores, 445—Food and Bever-
age Stores, 446—Health and Personal Care Stores, 448—Clothing and Clothing Accessories 
Stores, 451—Sporting Goods, Hobby, Book, and Music Stores, 452—General Merchandise 
Stores, 453—Miscellaneous Store Retailers, 454—Non- store Retailers, 722—Food Services 
and Drinking Places. It is worth noting that First Data also has ample coverage of several 
other NAICS categories not included in the retail sales group: 444—Building Material and 
Garden Equipment and Supplies Dealers, 447—Gasoline Stations, 721—Accommodation, 
713—Amusement, gambling, and recreation industries.
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4.3  Methodology

In this section, we describe the methodology we instructed Palantir to 
use to fi lter, aggregate, and transform the raw transaction data into daily 
spending indexes for diff erent industries and geographies. One of the major 
challenges with using nontraditional data like these for economic analysis 
is that we do not have a statistical sample frame. Our set of merchants is 
not representative of all US merchants, and it does not come with a well- 
established method to statistically reweight the sample, as in the Census 
survey. We had to develop new procedures that would yield usable statistics.

4.3.1  Filtering with 14- Month Constant- Merchant Samples

First Data’s unfi ltered universe of merchant clients and their associated 
payment transactions are not suitable, on their own, as economic statistics of 
retail spending. In the absence of a statistical sampling frame, the fi ltering 
of transactions is an important fi rst step in the analysis of these nontradi-
tional data. The fi ltering strategy is necessary to remove movements in the 
data resulting from changes in the First Data client portfolio, rather than 
those driven by changes in economic activity.

As shown in fi gure 4.2, there are vast divergences in year- over- year changes 
in the unfi ltered sum of retail sales group transactions and in the equivalent 
Census series. The huge swings in the First Data series in 2014 and 2015 
refl ect their business acquisitions of other payment processing platforms. 
The unfi ltered index of all merchants and all transactions includes the true 
birth and death of merchants; however, it also refl ects choices by individual 
merchants to start, end, or continue their contract with First Data as their 
payment processor.

Fig. 4.2 Unfi ltered sum of retail sales group transactions
Source: First Data and Census, authors’ calculations.
Note: Not seasonally adjusted.
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The fi rst challenge for our fi lter is the considerable entry and exit of mer-
chants in the transaction data. Some instances of this so- called merchant 
churn are to be expected and refl ect economic conditions. For example, the 
decision to open a new business or to close an existing one is a normal occur-
rence that should be refl ected in our statistics. In fact, the Census Bureau has 
adopted formal statistical procedures to capture these “economic births and 
deaths” in its monthly estimates of retail sales. Our unfi ltered data include 
merchant churn based on those economic decisions; however, the data also 
include a large amount of  merchant churn related to First-Data-specifi c 
business decisions, which should be excluded from our spending measures. 
Specifi cally, the decision of a merchant to contract with First Data as their 
payment processor should not be included in economic statistics. Given 
the rapid expansion of  First Data over the past decade, client merchant 
churn is a big problem in the unfi ltered data and must be eff ectively fi l-
tered from our spending series. To address this phenomenon, we developed 
a “constant- merchant” sample that restricts the sample to a subset of First 
Data merchants that exhibit a steady fl ow of transactions over a specifi c 
time period. Our method is aggressive in that it fi lters out economic births 
and deaths over that period, along with the First Data client churn. A future 
extension of  our work is to create a statistical adjustment for economic 
births and deaths, but even without it, our current fi lter delivers sensible 
economic dynamics. Given the rapid expansion in First Data’s business, and 
the economic growth in the retail sector overall, it would be far too restric-
tive to select merchants that transact in the full data set from 2010 onward. 
At the other extreme, using very short windows for the constant- merchant 
approach, such as comparing transactions one day to the next or even one 
month to the next, would also be problematic because of strong seasonal 
and day- of- week patterns in retail spending.

To balance these tradeoff s, we combine a set of 14- month windows of 
constant- merchant samples. Each sample is restricted to include only those 
merchants that were “well- attached” to First Data (criteria described below) 
over the 14 months ending in the reference month of a given spending esti-
mate. We need only 13 months to calculate a 12- month percent change but 
including an additional month at the start of the fi ltering window ensures 
that merchants who begin to register First Data transactions in the middle 
of a month do not enter the 12- month percent change calculations. We do 
not include a 15th month at the end of each window because it would delay 
our spending estimates for the most recent month and defeat a key purpose 
of making timely economic statistics available.

To give a concrete example—shown in the fi rst row of fi gure 4.3—the 
constant- merchant sample of January 2017 is the subset of well- attached cli-
ent merchants that transacted in each month from December 2015 to Janu-
ary 2017. The sample for December 2016—in the second row—is based on 
transactions from November 2015 to December 2016. The same merchant 
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may appear in multiple overlapping monthly samples, but it will depend on 
the merchant’s transaction behavior within each 14- month window.

An implication of  this method of  constructing 14- month constant- 
merchant samples is that, for any calendar month, we have multiple samples 
from which to estimate spending in a given reference month. For instance, 
the shaded area in fi gure 4.3 shows the 14 diff erent merchant samples that 
we use to estimate spending in December 2015. The reference months for the 
constant- merchant samples shown in fi gure 4.3 range from December 2015 
to January 2017. We discuss below how we combine the estimates across the 
separate merchant samples into a single time series. This overlapping sample 
methodology is applied independently to each 3- digit NAICS category and 
geography.

4.3.2  Additional Criteria for Selecting “Well- Attached” Merchants

We applied several other fi ltering criteria for selection into each 14- month 
constant- merchant sample:10

1. Misclassifi ed MCCs to NAICS mapping: Some merchants were deter-
mined by Palantir to be paired with inaccurate MCCs and were subsequently 
dropped from our analysis. For example, MCC code 5962 (Merchandising 
Machine Operators) was found to contain many merchants that should be 
classifi ed as Travel Vendors.

2. Batch processors: Merchants cannot have more than 40 percent of their 
transaction volume concentrated in one day in a month. This cutoff  is well 
above the typical transaction distribution for extreme days such as Black 
Fridays and the days before Christmas. The goal of this fi lter is to remove 
merchants who batch their transactions over several days for processing.

10. The underlying raw sample (before fi ltering) excludes merchants that have opted out 
of having their data shared. We also control for the introduction of new payment processing 
platforms by imposing a three- month lag before merchants on the new platform can appear in 
the sample because merchants often exhibit volatile behavior in the data when a new platform 
comes online. Three small platforms with several data quality issues are dropped from our 
sample.

Fig. 4.3 Illustration of overlapping of 14- month constant- merchant samples
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3. Minimum monthly spending/transaction days: Merchants must trans-
act more than four days and clear at least 20 dollars in every month of 
the sampling window. This fi lter removes merchants who eff ectively leave 
the First Data platform but still send in occasional transactions to avoid 
inactivity/early termination fees. It also removes any merchants that may 
be batching transactions at a lower frequency that were not captured above.

4. Growth outliers: The 12- month percent change in each merchant’s sales 
must be within the inner 99.99 percent of the distribution of growth rates 
of merchants at that NAICS 3- digit industry and geography combination.

Table 4.1 shows how our fi ltering techniques aff ect the number of First 
Data merchants and transactions in our series. Specifi cally, we report the 
fraction of spending removed from our sample in each fi ltering step for the 
14- month window for January 2017. The denominator throughout is the 
unfi ltered set of merchants in the retail sales group that do not have opt- out 
agreements with First Data. Our fi nal, fi ltered sample, shown in the last row 
of the table, accounts for a little over half  of the dollar transaction volume in 
the unfi ltered data, but it refl ects a set of merchants with a stable attachment 
to First Data, and for whom sales growth appears well- measured by the data.

4.3.3  Combining Constant- Merchant Samples

After applying the fi ltering methods described above, we combine our 
adjusted 14- month constant- merchant samples to produce a daily index of 
spending growth and then monthly estimates of growth for each NAICS 
3- digit industry and geography. The technical details here will be of interest 
to researchers who are applying our techniques to other data. For others, 
much of this section can be skipped. Since the transaction data at a specifi c 
merchant in our 14- month constant- merchant sample are daily, we can-
not simply back out an index by cumulating the average monthly growth 
rates from our 14- month samples. That approach would have been the most 
natural if  we were using monthly transaction data. Instead, for a given day 

Table 4.1 Filtering steps—14- month window ending January 2017

Filter criteria applied in the step  

Cumulative dollar 
volumes remaining 

(percent of raw sample)  

Cumulative merchants 
remaining 

(percent of raw sample)

Misclassifi ed MCCs to NAICS mapping 86.7 89.5
Batch processors 85.2 81.5
Minimum monthly spending/transaction days 85.2 80.2
14- month constant- merchant sample 52.7 29.1
Growth outliers  51.4  29.1

Note: Table shows fraction of merchants and associated transaction volumes that meet each successive 
fi ltering criterion in the 14- month window from December 2015 to January 2017.
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we take a weighted average of the level across the 14- month samples that 
include that day. The weights remove level diff erences across the samples due 
to client- merchant churn. The result is a single, continuous daily index for 
each NAICS 3- digit industry and geography.

More precisely, we scale each successive 14- month sample by a factor, ft, 
such that the average of spending over the fi rst thirteen months of the series 
is equal to the average spending of those same thirteen months in the preced-
ing, and already scaled, 14- month sample.11 These factors are multiplicative; 
ft = s=0

t 1 qt s where qt = ( k=1
13

i t k ait k
t ) / ( k=1

13
i t k ait k

t 1 ) and ait
t+ j denotes 

the estimate of daily sales on day i of month t from the 14- month sample 
series ending in month t + j. Then, we average together the 14 indexes that 
cover each day’s spending to get our daily spending series:12

xit =
1

14 j=0

13

ft+ jait
t+ j.

We obtain estimates of  monthly growth from our daily indexes. See also 
appendix C.

In our method, each month’s estimate relies on multiple constant- 
merchant samples, so the most recent month’s estimate will revise as addi-
tional samples are added over time. Figure 4.4 shows the magnitudes of the 
revisions between the fi rst growth estimate for a month (vintage 0) and its 
fi nal estimate (vintage 13) when all the merchant samples are available. The 
dots and bars refl ect the average revision at each vintage and its 90 percent 
confi dence intervals. The revision is the fi nal estimate of a month’s growth 
rate (at vintage 14) minus the growth estimate at a specifi c vintage (from 
1 to 13). The fi gure covers the period from April 2011 to December 2017. 
The range of revisions, particularly for the fi rst few vintages, is high, with a 
90 percent confi dence interval of around plus or minus 0.8 percentage point. 
The average revision is near zero, so early estimates are not biased. It is worth 
noting that the preliminary estimates of monthly retail sales growth from 
Census have roughly comparable standard errors to our estimates.13 As we 
make further refi nements to our data estimation methods, we anticipate that 
the revision standard errors will shrink (for further details, see appendix).

In the fi nal step, we create dollar- value estimates. Benchmarking is an 
important step when using a nonrepresentative sample and incomplete data. 
If  some industries are over-  or underrepresented among First Data mer-
chants relative to all US merchants, or if  use of noncard payments for spend-

11. Prior to this step, and as described in appendix B, we make a statistical adjustment to 
the fi rst and fi nal month of each 14- month sample. The adjustment attempts to correct bias 
due to our inability to perfectly fi lter new and dying merchants at the beginning and end of the 
sample. The notation for variable a in the equation above refl ects the series after the correction 
has been applied.

12. For days in the months at the start or end of the existing data span, we average together 
whatever indexes are available for that period, which will be less than 14.

13. The standard deviation of the revisions to the preliminary Census monthly growth rate 
is 0.4 percentage point, as compared to 0.5 percentage point in the First Data.
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ing diff ers across industries, a simple aggregation of our industry indexes 
would not accurately refl ect overall growth.

The Economic Census—conducted every fi ve years—is the only source 
of retail sales data with suffi  cient industry and geographic detail to serve as 
our benchmark. The most recent census available is from 2012. With each of 
our industry indexes for a specifi c geography, we set the average level in 2012 
equal to the level in the Economic Census for that industry and geography.14 
We then use our daily indexes from First Data transactions to extrapolate 
spending from the Census level in 2012. Our fi nal spending series in nomi-
nal dollars refl ects the Census levels, on average, in 2012 and the First Data 
growth rates at all other times. This approach provides spending indexes in 
which the nominal shares of each industry are comparable to those across all 
US merchants, not just First Data clients. Then, to construct total spending 
indexes for the Retail Sales Group, or any other grouping of retail indus-
tries, we simply sum over the benchmarked industry indexes that compose 
the desired aggregate. We use this benchmarking procedure to create levels 
indexes for national- , state- , and MSA- level spending.

Prior to benchmarking, the Economic Census also allows us to check 
how well the First Data indexes cover the universe of sales in the country. 
For each year, the “coverage ratio” of each index is computed by dividing 

14. For those geography- NAICS code pairs for which the 3- digit NAICS code is suppressed 
in the Economic Census, we impute them using the number of fi rms in that industry and region. 
When the First Data index is suppressed for 2012, we instead normalize the fi rst full year of 
the First Data index to the Economic Census level for that region- industry that is grown out 
using the national growth rates for the 3- digit NAICS.

Fig. 4.4 Revision properties of First Data retail sales group monthly growth rates
Source: First Data, authors’ calculations.
Note: Black dots show the mean revision to monthly seasonally adjusted growth rates, and 
bars show the 90% confi dence interval; that is, 1.65 times the standard deviation.



Constructing Real-Time Measures of Consumer Spending    127

the total First Data sales that are used in the creation of the index by the 
total estimated sales in the region.15 Figure 4.5 shows that the coverage ratio 
of the national retail sales group has increased from roughly 5.5 percent in 
2010 to 8.3 percent in 2018. However, the coverage is not uniform across the 
country. Figure 4.6 plots the coverage ratio of the retail sales group in each 
state in 2018. Some states, such as North Dakota and Iowa, both have low 
coverage at 3.7 percent, while others have higher coverage such as Nevada 
with 15.1 percent and Alaska (not shown) with 11.6 percent.

15. For years other than 2012, estimates from Economic Census for a specifi c industry and 
geography are grown out using national growth estimates for that industry from the Census 
Monthly Retail Trade Survey.

Fig. 4.5 First Data coverage of national retail sales group sales
Source: First Data and Census, authors’ calculations.

Fig. 4.6 First Data coverage of Economic Census retail sales group sales by 
state, 2018
Source: First Data and Census, authors’ calculations.
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4.3.4  Seasonal Adjustment

In order to use our monthly spending indexes for time- series analysis, we 
also need to fi lter the indexes to remove regular variation related to week-
days, holidays, and other calendar eff ects. After exploring several alternative 
strategies, we have taken a parsimonious approach: We seasonally adjust the 
data by summing the daily transactions by calendar month and running the 
monthly series through the X- 12 ARIMA program maintained by the Cen-
sus Bureau. An advantage of this method is that it is also used to seasonally 
adjust the Census retail sales data, which we use for comparison with our 
own monthly estimates. We do not seasonally adjust our daily estimates; 
instead, we include day of the week and holiday controls when using them 
in analysis.16

4.4  Comparing Our Spending Measures with Official Statistics

An important step in the development of our new spending indexes has 
been making comparisons to offi  cial Census estimates of retail sales. Because 
the Census survey is administered to fi rms with at least one retail establish-
ment, it is a useful benchmark against which to compare the indexes that 
we derive from aggregating the First Data merchant- level data. The Census 
surveys roughly 13,000 fi rms monthly, with the full sample being reselected 
every fi ve years.17 Firm births and deaths are incorporated quarterly.

Even if  we have isolated the true signal for economic activity from First 
Data transactions, we would not expect a perfect correlation with the Cen-
sus series. In reality, the First Transaction data off er an independent, albeit 
noisy, signal of economic activity. Moreover, the Census estimates are also 
subject to measurement error, such as sampling error. Figure 4.7 shows the 
12- month percent change in the national retail sales group from the First 
Data indexes and Census retail sales. Our spending indexes and the Census 

16. Seasonal adjustment of the daily data is more challenging, partly because the methods for 
estimating daily adjustment factors are not as well established. That said, working with daily 
data off ers some potential advantages in this regard. As pointed out by Leamer (2014), with 
daily data we can directly observe the distribution of spending across days of the week, and this 
allows for a relatively precise estimation of weekday adjustment factors. Indeed, we fi nd that 
retail transaction volumes vary markedly by the day of the week—the highest spending days 
appear to be Thursday, Friday, and Saturday, and the lowest spending day by far is Sunday. 
Interestingly, there also appears to be a slow shift in the composition of spending by day of 
week, toward Fridays and Saturdays and away from Mondays and Tuesdays. This pattern is 
likely capturing trends in the timing of shopping activity, though it may also be partly due to 
an unobserved change in the composition of merchants represented in our sample.

17. The Census Bureau’s initial estimate of retail sales for a month comes from the “Advance” 
Monthly Retail Trade Survey, which has a smaller sample of fi rms, roughly 5,000. The results 
from the Advance survey are released for a specifi c month about two weeks after the month end. 
The MRTS for that same month is released one month later. Because fi rms are often delayed 
in their responses, the MRTS can undergo major revisions as additional fi rms report sales in 
subsequent months or in the annual retail sales survey, released each March.
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estimates clearly share the same broad contours, as one would expect from 
two noisy estimates of the same underlying phenomenon.

Figure 4.8 shows three- month percent changes in seasonally adjusted ver-
sions of both Census and First Data series. While the co- movement between 
the series is certainly weaker than the 12- month NSA changes in fi gure 4.7, 
the broad contour of growth in the two series remains quite correlated even 
at a higher frequency. The standard deviation of the growth rates is also 
similar.

The results in this section have made us confi dent that we are, in fact, mea-
suring monthly growth in consumer spending well. Furthermore, the signal 
derived from the First Data series provides a read on spending that is timelier 

Fig. 4.7 National retail sales group (12- month percent change)
Source: First Data and Census, authors’ calculations.
Note: Not seasonally adjusted. 

Fig. 4.8 National retail sales group (3- month percent change)
Source: First Data and Census, authors’ calculations.
Note: Seasonally adjusted, annualized growth rate.
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than the offi  cial statistics. For any particular month, the initial reading on 
retail spending from First Data comes only three days after the completion 
of the month, while the Census’s initial read lags by two weeks. Moreover, 
while the First Data series provides an independent read on retail spending, 
it also enhances our ability to forecast the fi nal growth estimates published 
by Census, even when controlling for the preliminary estimates from Cen-
sus. A regression of the fi nal three- month Census retail sales group growth 
rate on the preliminary three- month Census growth rate has an adjusted 
R2 of  0.48, while the addition of the preliminary First Data series raises 
the adjusted R2 to 0.55. While the incremental improvement in forecasting 
revisions is small, the First Data estimates are particularly helpful as an 
independent signal when Census preliminary estimates show an unusually 
large change in sales. This timeliness and incremental signal content allow 
policymakers, such as the members of the Federal Open Market Commit-
tee deciding monetary policy—to base their decisions on a more accurate 
assessment of the current cyclical state of the economy.

4.5  Applications: Real- Time Tracking of Consumer Spending

The First Data indexes developed in this paper can improve the informa-
tion set of policymakers, including at the Federal Reserve. In this section, we 
discuss how our First Data indexes helped policymakers during the partial 
government shutdown in 2019 and in the wake of Hurricanes Harvey and 
Irma in 2017.

4.5.1  The Partial Government Shutdown in 2019

In December 2018 and January 2019, heightened turmoil in global fi nan-
cial markets raised concerns about the pace of economic activity; as a result, 
policymakers were acutely focused on the incoming economic data to inform 
their decisions. Unfortunately, a government shutdown delayed the publica-
tion of many offi  cial statistics, including December retail sales—ordinarily 
one of the timeliest indicators of consumer spending—leaving policymakers 
with less information to assess current economic conditions.

The First Data spending index remained available during the shutdown. 
In contrast to the worrying signs in fi nancial markets, the December read-
ing from First Data indicated only a modest decline in retail spending, as 
shown in fi gure 4.9.

When the shutdown ended and Census published its fi rst estimate of 
December retail sales (on February 14, a month later than usual), it showed 
an exceptionally large decline. At that point, however, the January First Data 
reading was also available, and it pointed to a solid rebound in spending. 
Indeed, the fi rst Census reading for January also popped back up when it 
was eventually published on March 11.



Constructing Real-Time Measures of Consumer Spending    131

4.5.2  Hurricanes Harvey and Irma in 2017

Another useful application of  our data is for assessing the impact of 
severe weather events, like hurricanes. The disruptions to spending during a 
storm are often severe but localized and short- lived, so that the lost spend-
ing is hard to quantify with monthly national statistics where the sampling 
frame may be inadequate to capture geographic shocks. Moreover, policy-
makers ultimately care about the extent to which swings in aggregate spend-
ing refl ect the eff ect of a large, short- run disruption like a hurricane versus 
a change in the underlying trend in spending.

The 2017 Atlantic hurricane season was unusually active, with 17 named 
storms over a three- month period. Two of these hurricanes—Harvey and 
Irma—were especially large and severe. On August 28, Hurricane Harvey 
made landfall in Texas. Historic rainfall and widespread fl ooding severely 
disrupted life in Houston, the fi fth largest metropolitan area in the United 
States. Less than two weeks later, Hurricane Irma made landfall in South 
Florida after causing mass destruction in Puerto Rico, and then proceeded 

Fig. 4.9 Retail sales data releases during 2019 government shutdown
Source: First Data and Census, authors’ calculations.
Note: Monthly growth rates of  latest vintage available. 
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to track up the western coast of the state, bringing heavy rain, storm surge, 
and fl ooding to a large swath of Florida and some areas of Georgia and 
South Carolina. By Monday, September 11, 2017, more than 7 million US 
residents of Puerto Rico, Florida, Georgia, and South Carolina were with-
out power.18 In fi gure 4.10, panel A depicts the path of the two hurricanes 
and panel B the Google search intensity during the two storms.

Using daily, state, and MSA- level indexes, we examined the pattern of 
activity in the days surrounding the landfalls of  Hurricanes Harvey and 
Irma. To quantify the size of the hurricane’s eff ect, we estimated the follow-
ing regression specifi cation for each aff ected state:

ln(Spendingt) =
i= 7

i=14

i Ht i +
w=Mon

w=Sun

w I(Dayt = w)

+
m=July

m=Nov

m I(Montht = m) + Tt + t .

The state- specifi c hurricane eff ects are captured by the coeffi  cients on the 
indicator variables, Ht–i, which equal one if  the hurricane occurred on day 
t – i, and zero otherwise. The regression also controls for variation in spend-
ing due to the day of week, the month of year, and a linear time trend (Tt). 
The coeffi  cient β0 is thus the estimated eff ect on (log) spending in that state 
on the day the hurricane struck.

Figure 4.11 illustrates the results of the regression for Hurricanes Harvey 
and Irma eff ects on national daily retail sales group spending. For this broad 
category of retail spending, there is little evidence of spending in advance 
of the storm. In the days following the landfall of Hurricane Harvey, daily 
retail sales group was about 3 percent lower than what normally would have 
occurred without a hurricane. In the case of Hurricane Irma, the disrup-
tion in spending was larger, reducing national retail sales group spending by 
more than 7 percent in the day after landfall. However, the level of spend-
ing rebounded quickly after both hurricanes and within a week of landfall 
was back to normal levels. On balance, these data suggest that little of the 
reduced spending associated with Hurricanes Harvey and Irma was off set 
by higher spending in the days before or just after the storms.

It is a useful exercise to translate the daily eff ects on national spending to 
quarterly GDP growth. To roughly gauge the direct reduction in GDP, we 
fi rst sum the percentage deviation from baseline in daily retail group spend-
ing from both hurricanes, shown in fi gure 4.11. We then divide this total by 
the 92 days in the quarter and scale the eff ects by the retail sales group’s share 
of GDP (about 0.25). By this measure, we fi nd that together both hurricanes 
reduced GDP growth by almost ½ percentage point (annual rate) in the third 
quarter of 2017. The gradual makeup, unlike the sharp drop on impact, is 

18. Because our data do not cover Puerto Rico, we could not conduct a comparable analysis 
of Hurricane Maria, which devastated Puerto Rico several weeks later.



Fig. 4.10 Path and timing of Hurricanes Harvey and Irma
Panel A. Paths of Hurricanes Harvey and Irma
Source: National Oceanic and Atmospheric Administration. 
Panel B. Hurricane timelines and Google search intensity
Source: Google Trends search intensity for the terms “Hurricane Harvey” and “Hurricane 
Irma.”
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diffi  cult to distinguish from the usual variability in daily spending, so our 
direct estimate may overstate the negative eff ect of the hurricanes. In addi-
tion, this estimate is derived only from behavior in retail sales group spend-
ing and therefore excludes other consumption, like recreation services, or 
unplanned inventory accumulation or other production disruptions (see also 
Bayard, Decker, and Gilbert 2017). Our spending indexes, albeit incomplete, 
may still be able to capture the GDP eff ects better than offi  cial statistics on 
retail sales. The national sampling frame of such survey measures may not 
measure localized shocks well.

In addition to tracking the eff ects of hurricanes on national spending, 
our new dataset allows us to study local eff ects. As seen in fi gure 4.12, in 
both Texas (panel A) and Florida (panel B), the hurricanes brought spend-
ing in their direct path to a near halt. Daily geographic data can trace out 
the economic eff ects of the hurricanes, and specifi c circumstances such as 
evacuation orders, power outages, or fl ooding, with greater clarity than the 
national monthly statistics. With these data it would also be possible to 
explore possible shifts in spending to nearby areas and other spending cat-
egories, such as sales at gasoline stations or hotel accommodations, which 
are not included in the retail sales group.

To further unpack our results, we also estimated the same regression 
using more detailed categories of spending in Hurricane Irma in Florida 
(fi gure 4.13). Interestingly, responses around the day of  Hurricane Irma 
varied noticeably among these categories. Spending at building materials 
stores actually ramped up before the hurricane and rebounded afterwards, 
such that the net eff ect for this category is positive (12 percent for the month). 
Spending at grocery stores also ramped up before the hurricane but did not 
rebound afterwards, so that the net eff ect was negative (–3.5 percent for the 
month). By adjusting the timing of  purchases, consumers smoothed out 

Fig. 4.11 Eff ects of hurricanes on national retail sales group spending 
Source: First Data, authors’ calculations.
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the temporary disruption of the hurricane, with little eff ect on their overall 
grocery spending.

However, other retail categories look quite diff erent, showing no evidence 
of a ramp- up in spending prior to the storm or a quick make- up in spending 
afterwards. In these cases, the spending lost during the storm appears to be 
largely forgone, at least in the near term. For example, our estimates indicate 
net reductions in spending in October due to the hurricane at restaurants 
(–9.5 percent) and clothing stores (–21 percent).

One possible explanation for the lack of a quick reversal in spending is 
that some purchases are tied together with time use. For example, going 
out to eat requires time spent at a restaurant. If  the storm makes it more 

Fig. 4.12 Eff ects on local retail sales group spending
Source: First Data, authors’ calculations.
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diffi  cult to spend time on such activities, then individuals are likely to cut 
back on restaurant spending, and some may substitute to alternatives such 
as buying groceries to eat at home. In addition, purchases that are directly 
tied to an experience, such as an afternoon out with friends, may be forgone 
or postponed for some time. See also our related discussion of Hurricane 
Matthew in Aladangady et al. (2016).

Another potential explanation for the apparent lack of make- up spending 
is that some portion of spending is “impulse purchases” that arise from a 
mood or temptation in the moment.19 If  bad weather disrupts a shopping 
trip or dampens the mood of consumers, then these impulse purchases may 
never happen. Such psychological factors seem like a plausible explanation 
for the lack of make- up spending in several types of purchases, like clothing.

Of course, we cannot rule out that the make- up in spending was gradual 
enough that the estimated eff ects in the days following the storm cannot 
be statistically distinguished from zero.20 Furthermore, we cannot observe 
whether consumers make up spending in online sales rather than brick- and- 
mortar establishments. Even so, the transaction aggregates provide sugges-
tive evidence that temporary disruptions like hurricanes can have persistent 
eff ects on some types of spending.

19. As some examples of related research, Busse et al. (2015) fi nd that weather has a psy-
chological eff ect on car purchases and Spies, Hesse, and Loesch (1997) argue that mood can 
infl uence purchases.

20. We also tested specifi cations that allowed for hurricane eff ects more than seven days after 
the storm. The longer window did not materially change the results, and estimated coeffi  cients 
for 7 to 21 days after the storm were not statistically diff erent from zero.

Fig. 4.13 Eff ect of Hurricane Irma on selected components of spending in Florida
Source: First Data, authors’ calculations.
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4.6  Conclusion

In this paper, we present our methodology for transforming transaction 
data from a large payment processing company into new statistics of con-
sumer spending. Raw payment transaction volumes are clearly not suit-
able and transforming payments data into sensible measures required us to 
address a host of thorny measurement issues. The steps we took to address 
these challenges can be improved upon; nevertheless, the spending series we 
developed have already proven to be a timely and independent signal about 
the cyclical position of the economy.

Our spending estimates at the daily frequency and at detailed geographies 
can be used to examine several economic questions. In this paper, we consid-
ered the high- frequency spending responses to Hurricanes Harvey and Irma. 
In other work, we used our series to study sales- tax holidays and delays in 
EITC refund payments.21 

Looking ahead, we plan to refi ne our methodology. We would like to 
produce estimates for more detailed geographies, such as counties. With a 
longer time series, we will also be able to improve the seasonal adjustment 
of  our spending series. Another signifi cant improvement to our current 
methodology would be to account for establishment births and deaths (see 
appendix D).

To conclude with a broader perspective, we believe that nontraditional 
data can be used successfully to produce new economic statistics. In fact, 
several statistical agencies, including Census Bureau, the Bureau of Eco-
nomic Analysis, and the Bureau of Labor Statistics are now using private 
Big Data to improve existing data series and expand their data off ering. The 
collaborative eff orts in our project—and by many other agencies detailed in 
this volume—with researchers focusing on the economic statistics, software 
engineers handling the computations with the raw data, and a private fi rm 
allowing controlled access to its data could be a useful model for other Big 
Data projects going forward.

Finally, we would note that the project discussed in this paper represents 
our third attempt over several years to obtain promising new data sources 
and use them to create spending statistics. Through earlier false starts, we 
learned valuable lessons about the many challenges that must be overcome 
to convert proprietary Big Data into functional economic statistics. This 
paper details the ingredients for our eventual success, including a private 
company supportive of our statistical eff orts, skilled staff  from a technology 
company to process the raw data, and rich data structured in a way that we 
could map to Census retail sales.

21. See Aladangady et al. (2016) and Aladangady et al. (2018).
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Appendix B

Adjustments to the First and Last Month of 
the Constant-Merchant Sample

Before we combine information from the overlapping 14- month merchant 
samples, we need to correct for a bias at the beginning and end of the samples. 
For each month in the dataset (excepting the fi rst 13 months and the most 
recent 13 months), there are exactly fourteen 14- month samples that have 
a sales estimate for that month, and thirteen 14- month samples that have a 
monthly sales growth estimate for that month (which requires that months 
t and t – 1 be in the sample). Although the monthly level of sales in each 
sample is highly dependent on the merchant births, deaths, and business 
acquisitions between overlapping 14- month merchant samples, we fi nd that 
the estimates of monthly growth in diff erent samples are, on average, simi-
lar, with two notable exceptions: The fi rst monthly growth estimate from a 
14- month merchant sample is biased upwards, and the last monthly growth 
estimate is biased downwards. To make things more explicit, call gt

t+ j the 
estimate of monthly growth in time t that comes from the 14- month sample 
ending in month t + j. For each month t, we construct the average growth 
rate, gt using all 14- month samples that include an estimate of the growth 
rate in t:

gt =
1

13 j=0

12

gt
t+ j.

Next, we calculate the deviation of the growth estimate t from a merchant 
sample t + j relative to the average across all samples:

deviation from mean ( j,t) = gt
t+ j gt.

In fi gure 4B.1, we plot the distribution of deviations in all calendar months 
in the dataset, based on where the growth estimate falls in the merchant 
sample window (the index j).22 The upward bias at the beginning of the 14- 
month sample—that is, the growth rate at time t for the sample that runs 
from t – 1 through t + 12—comes from a “birthing” bias due to fi rms that 
were just born and who are therefore ramping up sales. Equivalently, the 
downward bias at the end of a sample—the growth rate that runs from t – 13 
through t—is from the fact that fi rms that are about to die (say in time t + 1, 
just after the sample ends) tend to have falling sales.

To address this issue, we apply a simple correction model to fi x the fi rst 
and last month’s estimate based on the mean growth rates from other sample 
estimation windows. Assuming that the size of  the bias varies by month 

22. Figure 4B.1 shows the results for the national retail sales group, although the picture is 
similar for other NAICS codes and geographies.
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of the year (m), we estimate a separate correction factor m
j  for each month 

of the year, for both the 14- month sample ending in t + 12 ( j = 12)¸ and the 
sample ending in t( j = 0), as:

gt,m = m
j gt,m

t+ j + t.

The m
j  applies a correction that results in adjusting up the growth estimates 

from the end of a 14- month sample and adjusting down the growth esti-
mates from the beginning of a 14- month sample. We run these regressions 
separately for every NAICS code and geography.

To apply this fi x to the daily values within the fi rst and last month, we 
assume that the magnitude of the last- month bias increases and the fi rst- 
month bias decreases over the course of the month. If  ∆ is defi ned as the 
dollar value of the adjustment for a particular month’s estimate, the daily 
dollar adjustment amount for day d in a month of length D is:

2 d
D2 + D

.

This correction is particularly important to achieve unbiased readings of 
spending for the most recent months of  the data output. The index that 
covers recent months will necessarily only depend on the 14- month samples 
that end with those months (since the subsequent 14- months samples do not 
yet exist), their growth rates would be severely biased downward without 
this correction.

Fig. 4B.1 Deviation from mean growth in each month of the 14- month sample
Source: First Data.
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Appendix C

Decomposing Monthly Growth Rates of the Series into a 
Weighted Average of the Monthly Growth Rates from the 
Contributing 14- Month Samples

Given the daily series, xit, the monthly growth rates for the months in the 
middle of our sample can be derived as shown in the equation below:

1 + gt = i txit

i t 1xit 1

= j=0
13 ft+ j i tait

t+ j

j=0
13 ft 1+ j i t 1ait 1

t 1+ j .

Defi ne at
j to be the total sales in a 14- month sample j in month t, such 

that at
j = i t ait

j . Furthermore, as in appendix B, defi ne gt
t+k to be the aver-

age monthly growth in time t within the 14- month series ending in t + k 
for k ≥ 0, such that gt

t+k = [( ft+k at
t+k) /( ft+k at 1

t+k)] 1. For k = –1, we defi ne 
gt

t 1 = [( ft+13at
t+13) /( ft 1at 1

t 1)] 1, which is the monthly growth rate achieved 
from using the normalized monthly value for month t from the 14- month 
sample ending in time t + 13 and the normalized monthly value for month 
t – 1 from the 14- month sample ending in time t – 1. We can then rear-
range the above equation to show the monthly growth rate of our series is a 
weighted average of these monthly growth rates:23

gt =
k=0

13

gt
t+k 1 ft+k at 1

t+k 1

j=0
13 ft+ j 1at 1

t+ j 1 .

The equation above is instructive as it shows us that the monthly growth 
rates derived from our daily index can be naturally interpreted as a weighted 
average of monthly growth rates for each constant- merchant sample that 
contains those months (in addition to one fi nal “faux” monthly growth rate 
using the fi rst and last 14- month samples that contain those months).

Appendix D

Mathematical Derivation of Birth and Death Bias

The main disadvantage of the constant- merchant methodology described 
above is that we cannot capture true economic births and deaths. To show 

23. For the 13 months at the beginning of our index and the 13 months at the end of our 
index, this equation will be slightly modifi ed to account for the fact that there are fewer than 14 
14- month samples that cover those months. The modifi ed growth equations for these months 
can still be written as a weighted average of the growth estimates from the available 14- month 
estimates.
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the bias that may result, we introduce some notation. In a given month t let 
xt be the total consumer spending in that month so that the true monthly 
growth rate of consumer spending is simply:

gt =
xt

xt 1

1.

Some set of fi rms transact in both period t and t – 1 and we can call the 
spending at these fi rms in time t, st  (where the minus denotes that these 
are the fi rms that existed in both that period and the previous one, so t and 
t – 1) and, in time t – 1, st 1

+  (where the plus denotes the fi rms that existed in 
both that period and the following one, so t – 1 and t). The growth rate of 
spending for merchants who transact in both periods, what we will refer to 
as “constant- merchant” growth, is simply:

ĝt =
st

st 1
+

1.

However, we know that in every period new establishments are born, and 
we assume that they make up some fraction bt of  the sales in the previous 
period so that their total sales in the current period t are b2xt–1. Similarly, 
some fraction, dt, of  total sales are by fi rms that die at the end of the period 
such that total sales in period t – 1 can be expressed as:

xt 1 =
st 1
+

(1 dt 1)
.

And sales in period t can be written as:

xt = st + bt
st 1
+

(1 dt 1)
.

Assuming that births and deaths are a small fraction of the total spending 
in our sample we derive an approximate expression for total growth:

gt = st + bt
st 1
+

(1 dt 1)
st 1
+

(1 dt 1)
1.

In simplifying this equation, we see that growth is approximately equal to 
“constant- merchant” growth plus the rate of births minus the rate of deaths.

gt =
st

st 1
+

(1 dt 1) + bt 1

gt ĝt + bt dt 1.

The constant- merchant methodology described in the previous sections 
yields an estimate of ĝt, using the constant- merchants within the First Data 
platform. Thus, if  we assume that the First Data merchant sample is close 
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to representative, we see that “true” growth is approximately equal to the 
growth rate derived from the First Data, ĝt

FD, plus the true birth rate minus 
the true death rate.

gt ĝt
FD + bt dt 1.

Thus, the cost of the constant- merchant methodology is that we are nec-
essarily missing true births and deaths, but as long as they are small and/
or roughly off setting, the constant- merchant growth rate would do well at 
approximating total growth. One particular concern is that shifts in b – d 
may occur at turning points.
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