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4.1 Introduction

The impact of trade liberalization and competitive pressure on the real-
location of resources and aggregate technical progress continues to be an 
important area of study. At the same time, many countries maintain subsi-
dies and trade barriers aimed at preserving small farms that are identifi ed 
by many commentators as impediments in trade agreement negotiations. It 
is thus crucial to understand the distributional impacts of trade reform and 
subsidy removal across the farm population and their combined implica-
tions for aggregate outcomes such as technology adoption and land- use 
adaption.

In this chapter, we exploit the removal of a railway transportation sub-
sidy on the Canadian Prairies in 1995 to study the relative contribution of 
reallocation versus within- farm changes due to the reform on aggregate 
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technology adoption and land use. The subsidy, worth C$700 million per 
year (Klein et al. 1994) was applied to the region’s main export crops. As 
locations farthest from seaport experienced the greatest increase in trans-
portation costs when the export subsidy was removed, the impact of the 
reform was location- dependent. Furthermore, the export- dependent nature 
of grain production on the prairies, combined with the unique institutional 
features of the grain marketing and transportation system at the time, imply 
that the increase in freight rates translated directly into a decrease in the 
price of grains at the farm gate.1 Ferguson and Olfert (2016) exploited this 
large regional variation in this historic reform in order to identify the causal 
eff ects of the subsidy loss on the aggregate adoption of new technologies for 
sowing grain crops and several other aspects of land use. Their study used 
data aggregated at the Census Consolidated Subdivision (CCS) level, which 
allowed for a comparison in average technology adoption across regions, but 
due to data limitations, they could not investigate the distributional impact 
of the reform within each spatial unit over time.

Using a detailed farm- level panel, we decompose the aggregate technol-
ogy adoption and land use in each region into several components, which 
capture adaption through within- farm change and the reallocation of crop-
land between incumbent and entering and exiting farms. We fi nd that the 
shift from producing low- value to high- value crops for export, the adoption 
of new seeding technologies, and reduction in summer fallow observed at 
the aggregate level between 1991 and 2001 were driven mainly by the within- 
farm eff ect. While the reallocation of cropland played a minor role in the 
shorter time horizon, it plays a larger role over the 1991 to 2011 period, 
accounting for more than half  of aggregate technology adoption and land- 
use changes. Although technology adoption and land- use changes occurred 
across the prairies, the pace of change was much faster in those areas where 
transportation costs rose through the within- farm and reallocation eff ects—
both are economically, and statistically, signifi cant channels by which the 
farm population adapts to economic shocks.

This study contributes to a growing literature on the impact of trade lib-
eralization and reallocation on aggregate technical change. Melitz (2003) 

1. Two main institutional features allow us to infer farm gate prices for wheat (the main export 
crop at the time) directly from the freight- rate data. First, the Canadian Wheat Board (CWB) 
marketed wheat and barley on behalf  of prairie farmers and “pooled” prices for a given quality 
of grain delivered during each “crop year” (August 1–July 31). Price pooling meant that the 
wheat price per tonne at the farm gate equaled the pooled price minus the cost per tonne of 
railway transportation to seaport. Pooling prices regardless of whether wheat was exported to 
the east or west also meant that any divergences in world wheat prices between east-  and west- 
coast seaports did not aff ect the spatial variation in prices across the prairies. Second, freight 
rates were regulated, publicly available, and constant during each crop year, which meant that 
freight rate changes translated directly into changes in the price of wheat at the farm gate. The 
combination of CWB price pooling and a constant export basis within each crop year implies 
that all farmers delivering their grain at a given location received the same price, net of railway 
freight costs, regardless of which day during the crop year they delivered.

You are reading copyrighted material published by University of Chicago Press.  
Unauthorized posting, copying, or distributing of this work except as permitted under 

U.S. copyright law is illegal and injures the author and publisher.



Intranational Trade Costs, Reallocation, and Technical Change    127

showed theoretically that trade liberalization raises aggregate productivity 
by reallocating production from low- productivity fi rms to high- productivity 
fi rms, with strong empirical support by many studies that exploited historical 
trade reforms, including Chile (Pavcnik 2002) and Canada (Trefl er 2004). 
Our results also contribute to a related empirical literature positing that trade 
liberalization or competitive pressure induces technology adoption and effi  -
ciency improvements within farms (Paul, Johnston, and Frengley 2000) or 
fi rms in other industries (Galdon- Sanchez and Schmitz 2002; Schmitz 2005; 
Lileeva and Trefl er 2010; Bustos 2011; Bloom, Draca, and Van Reenen 2015).

The idea that reallocation of  land from contracting farms to growing 
farms leads to aggregate technical change is motivated by several studies. 
A survey of the literature by Sumner (2014) suggests a positive relation-
ship between farm size and productivity in developed countries such as the 
United States. Adamopolous and Restuccia (2014) fi nd that diff erences in 
farm size across countries can explain a great deal of  the cross- country 
diff erences in agricultural productivity. Empirical studies using Canadian 
farm data suggest that larger farms are more likely to adopt conservation 
(or what is also termed “minimum”) tillage (Davey and Furtan 2008) and, 
in particular, zero tillage (Awada 2012).

Our work contributes to a broader literature that focuses on the impact of 
technology diff usion on farm size, including Olmstead and Rhode (2001).2 
Our work is also complementary to recent research by Collard- Wexler and 
De Loecker (2015) that emphasizes the role of technology adoption in driv-
ing the reallocation process and within- fi rm effi  ciency improvements that 
together raised aggregate productivity in the US steel industry.

Our methodology builds on Foster, Haltiwanger, and Krizan (2001) and 
Foster, Haltiwanger, and Syverson (2008), who decompose aggregate total fac-
tor productivity (TFP) growth into separate components, but we depart from 
the literature by performing the decomposition within each fi nely detailed 
spatial unit and then using these components as separate outcome variables 
in regressions where the variable of interest is the change in railway freight 
rates. Our regression approach allows us to determine the impact of the reform 
on each component of aggregate technology adoption and land- use change, 
which, to the best of our knowledge, is a unique contribution to the literature.

4.2 Background

We begin with a brief  overview of the grain transportation subsidy and 
its reform as well as a description of the grain market in western Canada. 
Finally, we discuss the advent of zero tillage technology in the region.

2. See Sunding and Zilberman (2001) for a comprehensive literature review of technology 
adoption in agriculture, and see Olmstead and Rhodes (2008) for a historical background of 
innovation in the US context.
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4.2.1 The Western Grain Transportation Act and Structural Change

In 1995, the Canadian government eliminated a transportation subsidy on 
railway shipments of grain from the Canadian Prairies to seaport, known as 
the Western Grain Transportation Act (WGTA).3 The decision ended one 
of the longest- running agricultural subsidies in the world, fi rst known as the 
Crow’s Nest Pass Agreement of 1897.4 These subsidized freight rates were 
commonly referred to as the “Crow Rate.” The removal of the transporta-
tion subsidy increased the cost of exporting grain from the Canadian Prai-
ries by $17 to $34/tonne, equivalent to 8 percent to 17 percent of its value.5 
These increased transportation costs translated directly into lower grain 
prices at the farm gate, since grain was exported almost exclusively by rail.6

The subsidization of  railway freight rates to move Western Canadian 
grains to export position was a vital part of the national policy of the late 
19th century to settle the prairie provinces and develop the so- called wheat 
economy. While the subsidized grain producers benefi tted from the sub-
sidy, livestock producers and processors were disadvantaged by the resulting 
higher local prices of grains, and the Crow Rate was seen as contributing to 
dependence on a very narrow range of crops whose export was subsidized 
(Klein and Kerr 1996). Removal of the transportation subsidy was expected 
to have large impacts on the grains and livestock industries in the region 
(Kulshreshtha and Devine 1978).

While the repeal of the WGTA aff ected farmers in all locations across the 
prairies to some extent, there was substantial geographical heterogeneity in 
the size of this impact. Prior to the reform, railway freight rates for shipping 
wheat from the prairies to export position (Vancouver, BC, or Thunder Bay, 
ON) ranged from $8 to $14/tonne, depending on location. After the reform, 
the freight rates more than tripled to $25 to 46/tonne, with the highest freight 
rates in locations that were farthest from the seaports. It is this spatial het-
erogeneity that Ferguson and Olfert (2016) used to untangle the impact of 
the WGTA repeal from other concurrent changes in the production and 
marketing of grain that aff ected all locations equally or did not share the 
same geographical pattern as the shock to railway freight rates.7

3. After the October 1993 federal election, the new government moved quickly to eliminate 
the WGTA. The reform was passed in Parliament in February 1995, and the elimination of the 
WGTA was eff ective August 1, 1995 (Doan, Paddock, and Dyer 2003).

4. See Vercammen (1996) for a detailed overview of reforms to the Western Canadian grain 
transportation system.

5. This assumes an average grain price of $200/tonne.
6. In the case of export of CWB grains at the time, farmers deliver their grain to the grain 

companies’ “elevator,” a short- term storage facility usually located along a rail line. The grain 
is then loaded onto rail cars for transport to ports on Canada’s west coast (Vancouver or Prince 
Rupert), the Lakehead (Thunder Bay), or Hudson’s Bay (Churchill) and then loaded on ships 
for export; grain destined for the eastern US market enters via rail to Minneapolis.

7. For example, grain handling and transportation innovations such as high- throughput 
elevators and unit trains were gradually being adopted across the prairies, possibly resulting in 
adaptations by farmers, but these were generally the same in all locations and not diff erentiated 
by distance to the nearest seaport.
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The timing of the WGTA removal is attributable to two external factors 
that were beyond the control of the grain industry in western Canada. First, 
a recession in the early 1990s forced the Canadian federal government to 
cut spending. Second, the General Agreement on Tariff s and Trade deemed 
the WGTA to be a trade- distorting export subsidy, and the Canadian gov-
ernment faced international pressure to reduce export subsidies during the 
Uruguay Round.8

Farmers were partially compensated for the higher freight rates resulting 
from the repeal of  the WGTA, with a one- time payment of  $1.6 billion, 
with an additional $300 million allocated to assist producers who were most 
severely aff ected and to invest in rural roads. Payments were based on a for-
mula that considered each farm’s acreage of eligible land, productivity, and 
distance to seaport. This compensation was equivalent to approximately two 
years of the annual subsidy amount and may have helped farmers fi nance 
the purchase of new zero tillage equipment.9 Nevertheless, despite its large 
size, Schmitz, Highmoor, and Schmitz (2002) calculated that the payment 
was not large enough to fully compensate farmers for the loss of the subsidy.

Two other domestic reforms occurred around the same time as the WGTA 
repeal. First, the federal government began to speed up the process permit-
ting railways to abandon prairie branch rail lines that were too ineffi  cient to 
maintain. Second, the federal government also amended the Canada Wheat 
Board (CWB) Act in order to change the point of price equivalence to St. 
Lawrence/Vancouver, rather than Thunder Bay/Vancouver. The new pricing 
regime accounted for the cost to ship grain on lake freighters from Thunder 
Bay to the mouth of the St. Lawrence Seaway.10 In addition, Canada and 
the United States gradually eliminated import tariff s for wheat, canola, and 
other grains over a nine- year period that ended January 1, 1998, as part 
of the 1988 Canada- United States Free Trade Agreement (CUSFTA) and 
the 1994 North American Free Trade Agreement (NAFTA; USDA- NASS 
2002).

It is important to note that the WGTA subsidized exports of  grain to 
non- US locations, and thus the repeal of the WGTA made it relatively more 
attractive to export to the United States. In the case of grains exported by 

8. In particular, the Uruguay Round’s Agriculture Agreement stipulated that export subsi-
dies were to be reduced by 36 percent of what was spent in 1991 and 1992 by the year 2000. 
Moreover, this reduction was to apply to at least 21 percent of the volume shipped in 1991 and 
1992 (Kraft and Doiron 2000).

9. Vercammen (2007) shows, for example, that the risk of  farm bankruptcy may induce 
farmers to invest the proceeds of direct payments into productivity- enhancing investments.

10. The relocation of the eastern export basis point for CWB grains discouraged the export 
of wheat and barley to ports in eastern Canada. However, west- coast capacity constraints led 
to an additional measure, the “freight rate adjustment factor” (FAF), which had the eff ect of 
reestablishing freight rates consistent with a Thunder Bay export basis point, for eastward 
movement of wheat and barley. Financed by all producers across the prairies, the FAF largely 
averted the additional impact of moving the eastern basis point to St. Lawrence (Fulton et al. 
1998). Freight rates for wheat, adjusted for west- coast capacity constraints, can thus be inter-
preted as an “export basis.”
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the CWB (wheat and barley for human consumption), the CWB’s catchment 
area for exports to the United States was located in southern Manitoba. 
The WGTA repeal would have increased the US catchment area, resulting 
in more wheat exports to the United States via Manitoba. The increase 
in exports to the United States moderated the freight increase after 1995 
observed in southern Manitoba locations and is captured by our freight- 
rate data.

Overall, it was expected that some farmers would adapt to the new envi-
ronment by shifting away from low- value (wheat) exports and toward high- 
value export crops such as canola (Doan, Paddock and Dyer 2003, 2006). 
It was also expected that farmers would produce more feed grain for the 
local livestock industry. Finally, the lower farmgate prices were expected to 
encourage farmers to pursue economies of size in grain production.

It is important to note, however, that the 1990s were a dynamic time 
for grain production on the Canadian Prairies for several reasons, not 
just because of  the repeal of  the WGTA. Improvements in farm equip-
ment encouraged larger and more effi  cient farms, and the development of 
herbicide- resistant canola varieties led to their increasing popularity (Beckie 
et al. 2011). World prices for agricultural commodities also varied widely 
during this period, which likely aff ected farmers’ production and technology 
adoption decisions. It is thus a challenging empirical question to determine 
how much of the aggregate changes in land use and technology adoption 
stemming from within- farm changes and reallocation were caused by the 
reform. To the best of our knowledge, such an empirical investigation has 
not been undertaken to date.

4.2.2 The Advent of Zero Tillage in Western Canada

The 1990s marked the beginning of large- scale adoption of a new seed-
ing technology called zero tillage in Western Canada. The technology was 
a seeding method that could prepare the seedbed and deposit the seed all 
in one operation while disturbing the soil as little as possible. The conven-
tional seeding method involved tilling the soil several times, which dried the 
soil and removed the previous year’s crop residue from the surface, hence 
leading to erosion problems under windy conditions. The benefi ts of zero 
tillage were to reduce fuel use, conserve soil moisture, decrease soil erosion, 
and reduce labor requirements. Zero tillage technology was an extension 
of existing “minimum tillage” technology, which involved less tillage than 
conventional methods (often seeding in one operation) but disturbed the 
soil more than zero tillage technology.

The moisture conservation benefi ts of zero tillage allowed many farms to 
sow a crop every year in their fi elds instead of leaving them to lay idle every 
2nd or 3rd year, a practice commonly referred to as “summer- fallowing.” 
This practice allowed for moisture to accumulate for the next year and 
allowed for the control of weeds using tillage. Planting a crop every year, 

You are reading copyrighted material published by University of Chicago Press.  
Unauthorized posting, copying, or distributing of this work except as permitted under 

U.S. copyright law is illegal and injures the author and publisher.



Intranational Trade Costs, Reallocation, and Technical Change    131

however, also meant that more fertilizer needed to be applied, since leaving 
the soil idle increased plant- available nitrogen levels through the natural soil 
process of mineralization. Furthermore, zero tillage depends on the use of 
herbicides to control weeds that conventional tillage helps control.11

Zero tillage became the dominant seeding technology on the prairies, 
increasing from 8 percent to 59 percent of cultivated acres between 1991 
and 2011. At the same time, the use of “minimum tillage” technology was 
relatively stable between 1991 and 2011 at 25 percent of cultivated acres. 
Zero tillage has been adopted in many countries (Derpsch et al. 2010).

4.3 Data

We combine freight rate data with a unique new farm- level data set derived 
from the Census of Agriculture. This section explains the data sources and 
how they were combined.

4.3.1 Census of Agriculture Microdata

The analysis is based on the longitudinal Census of  Agriculture File 
(L- CEAG), which is constructed from the quinquennial Census of Agri-
culture (CEAG). Stretching from 1986 to 2011, the L- CEAG traces the 
evolution of  the farm population over fi ve- year intervals, permitting the 
longitudinal analysis of  continuing farms and their operators as well as 
the identifi cation of entering and exiting farms.

The census data also indicates the location of each farm at the CCS level. 
A CCS is equivalent to a rural municipality in the case of Saskatchewan and 
Manitoba and a county in the case of Alberta. We use data for several years 
before and after the 1995 reform in order to identify the eff ect of the WGTA 
repeal on farm outcomes. We therefore use data from 1991 and 2001 census 
years in the baseline estimations.

The data includes a rich set of  information, such as farm size and the 
number of acres devoted to diff erent crops and summer fallow. We also use 
census data on the use of diff erent tillage technologies. Constant 2011 CCS 
boundaries were used to control for changes in boundaries between years 
and amalgamations of CCSs over time. The CCS boundaries are illustrated 
in fi gure 4.1.

The defi nition of agricultural operation used by the Census of Agricul-
ture includes many operations where farming is not the main occupation 
of the operator and gross farm revenues are very small. Small acreages, for 

11. Awada (2012) posits that four factors hastened the adoption of zero tillage in western 
Canada during the 1990s in general. First, the zero tillage seeding equipment improved sub-
stantially during this time. Second, the price of  “Roundup” herbicide decreased to a point 
where it became economical to use it as a primary weed control method. Third, interest rates 
decreased, making it easier for farmers to fi nance the cost of the new technology. Finally, the 
price of fuel increased during this time.
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example, are included in the defi nition of a “census farm.” Since we want 
to focus on the behavior of grain farms of suffi  cient size to avoid including 
hobby or lifestyle farms, we restrict our sample to farms with a gross farm 
income of C$30,000 (constant 2002 dollars) in 1991, which is the average 
income for Canadian low- income grain and oilseed farms during the study 
period (Statistics Canada 2016). We also restrict the sample to only “grain 
and oilseed farms” (longitudinal NAICS 17 to 22) that are defi ned by Sta-
tistics Canada using the derived market value of commodities reported.

4.3.2 Freight Rate Data

We combine data on farm outcomes from the Census of  Agriculture 
with railway freight rate data supplied by Freight Rate Manager, a service 
provided by a consortium of government, academic, and farmer organiza-
tions.12 The freight rate data encompass the freight rate (price per tonne) 
for wheat from almost 1,000 delivery locations spread across Alberta, Sas-
katchewan, and Manitoba.13 Since we do not know where each farm in the 

12. This service provides farmers with information on the cost of shipping various crops by 
rail, depending on their location. See http:// freightratemanager .usask .ca /index .html for more 
details on the source of the freight- rate data.

13. Using shipment volume data from the Canadian Grain Commission (2014) for each sta-
tion, we exclude stations that report total train deliveries per year of 1000 mt or less.

Fig. 4.1 Freight rate changes between 1991 and 2001 and 2011 CCS boundaries 
for Alberta, Saskatchewan, and Manitoba
Notes: Areas with no fi ll indicate CCSs without census data or CCSs where data was amal-
gamated with neighboring CCSs for confi dentiality reasons.
Source: Statistics Canada and Freight Rate Manager.
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census delivers its grain, we measure average railway freight rates for each 
CCS in the data using the nearest delivery point available each census year. 
We measure freight rates from several grid points within each CCS, using a 
0.1 degree grid of the earth’s surface, and then take the average freight rate 
for all grid points within a given CCS as our measure of each CCS’s average 
freight rate.14

We measure average local trucking costs from the farm to the delivery 
location using the average distance measure from each grid point to the near-
est delivery location. The change in distances over time refl ects the eff ect of 
the branch line abandonment and the consolidation of delivery points that 
occurred at the same time as the subsidy repeal.

The pattern of freight rate changes between 1991 and 2001 by CCS is 
illustrated in fi gure 4.1. Note that while freight rates increased for all loca-
tions between 1991 and 2001, there was a large variation in the size of this 
increase, even within individual provinces. The largest freight increases were 
in northeastern Saskatchewan, which is the most remote location in terms 
of distance to both the West Coast and Thunder Bay.

Figure 4.2 illustrates the abrupt increase in freight rates in the 1995 to 
1996 crop year, using data for Saskatoon, Saskatchewan, a location in the 
middle of  the Canadian Prairies. On a constant dollar basis, rates were 
eff ectively invariant across the other years. Hence we are confi dent that the 
changes in observed freight rates are due to the policy change rather than 

14. We restrict the grid points only to those where crops are actually grown, using satellite 
data from Ramankutty et al. (2008). Grid points are excluded if  less than 10 percent of the 
surrounding land is devoted to crops or pasture. The average number of grid points in a CCS 
is 17, and the median number of grid points in a CCS is 12. See Ferguson and Olfert (2016) for 
an example of how grid points are matched to delivery locations.

Fig. 4.2 Primary elevator tariff , freight rate, and price in store, Saskatoon, SK, #1 
Canada Western Red Spring Wheat, 12.5 percent protein
Source: Saskatchewan Agriculture and Food.
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any endogenous relationship between farm production and freight rates.15 
The fi gure also illustrates that primary elevator tariff s for wheat, which is the 
fee charged by grain companies to store and load grain onto railway cars, 
were generally constant over the 1986 to 2009 period16 and that wheat prices 
fl uctuated greatly during this period.

4.3.3 Soil and Weather Data

The weather data include lagged August precipitation and average July 
temperature in each CCS. We posit that the previous year’s weather will 
infl uence planting decisions in the subsequent year. The weather data are 
taken from the University of East Anglia’s high- resolution (10′) data set 
of surface climate over global land areas (New et al. 2002). We match the 
weather data from the centroid of each grid area to its nearest CCS using 
geographic information system techniques.

The soil data describes the percentage of each CCS that is brown, dark 
brown, black, dark gray, or gray soil. The color of the soil is determined by 
the level of organic matter it contains, which is itself  related to the vegetation 
and hence by long- run weather. Brown soil is found in the most arid parts of 
the prairies that were previously a grassland ecosystem. Black soil is found in 
moister areas of the prairies that were previously covered by long grass and 
deciduous trees. Gray soil is found in areas with coniferous forests. The soil 
data originates from the Soil Landscapes of Canada database (AAFC 2010).

4.4 Defi ning Entering, Exiting, and Continuing Farms

As with any longitudinal fi rm population, a full understanding of their 
dynamics depends on the rules that are imposed to identify continuing, 
entering, and exiting farms. The L- CEAG identifi ed agriculture operations17 
(hereafter farms) using a longitudinally consistent code that is maintained 
across census years18 and is largely based on the headquarters location of 

15. Freight rates and production are inherently endogenous because freight rates infl uence 
the equilibrium level of production, while production through transportation density and fron-
thaul and backhaul eff ects can infl uence freight rates (see Behrens and Brown 2018).

16. Handling charges and freight rates for canola and other grains evolved similarly to those 
for wheat (SAFRR 2003, tables 2–43 and 2–44).

17. An agriculture operation is a “farm, ranch or other agriculture operation producing 
agriculture products” (http:// www .statcan .gc .ca /eng /ca2011 /gloss ). See http:// www .statcan .gc 
.ca /pub /95 -  629 -  x /2007000 /4123857 -  eng .htm for a more detailed discussion.

18. One of the concerns with working with a longitudinal fi le is the quality of the longitudinal 
identifi er. In construction of the cross- sectional Census of Agriculture fi le, considerable eff ort 
is put into identifying farms that may be false births, with the most eff ort put into identifying 
large- farm false births and deaths. This means that these errors may be more likely for smaller 
farms, infl ating their entry and exit rates. False births and deaths were one of the concerns when 
constructing the longitudinal fi le, but tests of the data (e.g., identifying entering farms in the 
same geographic unit matching exiting farms with the same size and operator age fi ve years 
on) suggested that this was at most a minor problem.
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the farm. Of course, decisions have to be made when farms change hands 
or are merged into larger operations whether they are continuers, exiters, 
or entrants.19 These are based on a set of basic rules that allow the farm 
population to be classifi ed into these three groups.

4.4.1 Continuing Farms

Mechanically, farms are considered to be continuers if  their response to 
the subsequent census is under the same identifi er. The identifi er is main-
tained if  the farm is an ongoing operation20 and has the same headquarters 
location. This is the case even if  the farm is sold, as long as it continues to 
be associated with the original headquarters location and the new opera-
tor’s information is available (i.e., name and age). The rule holds regardless 
of whether the sale is an intergenerational transfer or the farm is sold to 
someone outside of the family.

4.4.2 Exiting Farms

If the respondent indicates that the farm is no longer operating (i.e., sell-
ing agriculture products for sale or the intent for sale), the farm has exited, 
and its identifi er is terminated. Furthermore, if  the farm is purchased by an 
ongoing operation farm, under most circumstances it will be treated as an 
exit, and all its land and assets will be combined with the purchasing farm 
operations. The purchasing farm identifi er is maintained, and the purchased 
farm identifi er is terminated.

4.4.3 Entering Farms

If a new farm is identifi ed on the Farm Register and qualifi es as an oper-
ating farm based on the census response, then it is a new farm and given a 
unique farm identifi er. The farm is also considered to be an entrant if  the 
farm is sold to a new operation and the headquarters location cannot be 
associated with the farm under the previous owner.21 The farm is given a 
new identifi er, and the old identifi er is terminated.

It is, in the end, likely impossible to codify every possible scenario to dis-
cern whether a farm is continuing or is an exit or an entrant. Nevertheless, 
farms are generally treated as continuers if  they are taken over and main-
tained as ongoing and independent operations but are exits if  they cease 
operation or are taken over by another farm that continues to operate. They 
are entrants if  they are new to the Farm Register or it is not clear that the 
farm that has been sold is identifi able as a continuing farm.

19. See also Nagelschmitz et al. (2016) for a similar but more in- depth discussion of the 
identifi cation of continuing, exiting, and entering farms.

20. An ongoing operation is one that produces agricultural products for sale or with the 
intent to sale.

21. In the case of a dissolved partnership, where the farm is split and begins operations as sep-
arate entities, the old farm identifi er is terminated, and new operations are treated as entrants.
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4.5 Farm Dynamics and Technological Change

We decompose the change in the composition of farmland, either in its 
land use (focusing on wheat, canola, and summer fallow22) or in the applica-
tion of the type of tillage (conventional, minimum, and zero till), resulting 
from the contributions of the continuing, entering, and exiting farms. In so 
doing, the decomposition provides a means to measure how the competitive 
process infl uences these outcomes. There are several ways that these out-
comes can be decomposed into the contributions of entering, exiting, and 
continuing farms.23 We adopt the Foster, Haltiwanger, and Krizan (2001) 
approach but do so with an eye to its limitations.

Defi ning Lgt
o  as the percentage share of land accounted for by outcome o 

(i.e., land use or tillage type) in region g (∈ prairies, CCS) at time t, we can 
decompose the percentage point change in share of farmland ( Lgt

o ) between 
year t – τ and t into the contributions of continuing (C ), entering (E ), and 
exiting (X ) farms ( f ):

(1) Lgt =
f C

sf,t Lft +
f C

(Lf,t Lg,t ) sft +
f C

Lft sft

+
f E

sft (Lft Lg,t )
f X

sf,t (Lf,t Lg,t ).

To simplify the notation, the outcome index o is dropped. The fi rst three 
terms in the decomposition capture the eff ect of the continuing farm popula-
tion (C). The fi rst term is the within farm eff ect and measures the contribu-
tion of change in the share of acres in land use to which a tillage technology 
is applied while holding the share of land accounted for by the farm to its 
level at the start of the period. The second term captures the between farm 
eff ect, where the farm makes a positive contribution if  it is growing and its 
land- use/till- technology share is above average at the start of the period. The 
third term is the cross eff ect and is positive if  growing farms are also more 
intensively using a land use/till technology.

While the fi rst three terms tell us the extent to which change is driven 
by incumbent farms, it is only the within term that measures the extent to 
which incumbent farms drive change independent of  shifts in farmland. 
The between and cross terms capture the eff ect of shifts in acreage between 
growing and declining farms on outcomes and, therefore, measure an aspect 
of how the reallocation of resources across farms drive overall change. Their 
contributions are positive if  farms that have higher than average intensity in 

22. We focus on wheat and canola because both crops are sold primarily to export markets 
and have diff erent value- to- weight ratios. The eff ect of changing freight rates might also be 
applied to barley, for instance, but it is both exported and used for domestic consumption, 
reducing the expected eff ect of rising freight rates, as farmers are less dependent on foreign 
markets. Wheat and canola are also used because they are two of the most important crops that, 
along with summer fallow, account for about two- thirds of land use by 2011.

23. For a review of various decomposition methods as applied to productivity, see Baldwin 
and Gu (2006).
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year t – τ increase their share (between) or because there was concomitant 
growth in both intensity and shares (cross) over τ years.

The fourth and fi fth terms capture the eff ects of entry (E) and exit (X). 
Entry has a positive eff ect if  entrants use the technology more intensively 
than the farm population at the start of the period, while exit has a positive 
eff ect if  they use technology less intensively at the start of the period com-
pared to the overall farm population.

The Foster, Haltiwanger, and Krizan (2001) decomposition is not without 
limitations, but it likely provides a reasonable representation of the eff ect of 
changes in the farm population on outcomes. One concern is the potential 
bias in the continuing farm components resulting from regression to the 
mean (Baldwin and Gu 2006). That is, farms with initially large sizes (e.g., 
because of an expansion of rented land to produce more of a particular 
crop) are more likely to see a subsequent decline in both size and share of 
acreage in a particular land use/technology in the subsequent period. Hence 
the use of initial farm shares and outcome variable shares in the three incum-
bent farm components may be correlated because of these transitory eff ects 
rather than some underlying economic process. However, in this instance, 
we are less concerned about this eff ect because we have chosen to focus the 
analysis on longer- term trends that are less sensitive to transitory shocks 
associated with regression to the mean (Baldwin and Gu 2006).

A second concern24 surrounds the implicit assumption of who is replacing 
whom in the farm population. The Foster, Haltiwanger, and Krizan (2001) 
decomposition assumes that entering farms are replacing the average farm 
at the start of the period, while the average farm at the start of the period 
is replacing exiting farms. In other sectors of the economy that are imper-
fectly competitive, this assumption may not hold. For instance, in many 
manufacturing industries, entry and exits tend to replace each other as the 
churn involves small fi rms that are often less productive than larger fi rms 
and compete for the same small market segments (Baldwin 1995; Baldwin 
and Gu 2006). Here it isn’t apparent a priori that entering farms are taking 
land from exits or declining incumbents. We believe it is reasonable, at least 
as a starting point, to assume that entering farms are replacing the average 
farm and the average farm is replacing exiting farms.

4.6  Decomposing the Sources of Aggregate Changes in 
Technology Adoption

We begin the analysis by decomposing aggregate changes in technology- 
adoption and land- use patterns into the contributions by exiting, entering, 

24. A third concern is that the Foster et al. (2001) decomposition is sensitive to bias stemming 
from measurement error. We don’t believe that this particular form of error, which is more 
likely to occur when measuring output and employment in productivity decompositions, is a 
major concern here.
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and continuing farms between 1991 and 2001 (table 4.1) based on the Foster, 
Haltiwanger, and Krizan (2001) decomposition expressed in (1). For the 
change in the adoption rate (outcome) and its decomposition, the prairie 
farm population is divided into two groups: farms experiencing changes 
in railway freight rates above and below that of the median farm. Splitting 
the sample this way allows us to test initially on an informal basis, and sub-
sequently on a formal basis, the relationship between transport costs and 
shifts in the farm population. However, before reviewing the decomposition 
results, we fi rst set the scene by describing the basic pattern in the farm- level 
data.

4.6.1 Aggregate Changes in Land Use and Technology Adoption

In terms of land use, there is an overall shift in the share of land devoted 
to wheat and summer fallow toward canola between 1991 and 2001 (see 
“Total change” column of table 4.1). This is the case irrespective of whether 

Table 4.1 Decomposition of the change in land- use/tillage- type adoption rates between 1991 
and 2001 for farms with above-  and below- median changes in railway freight rates

Type  Transport cost  

Adoption 
rate

Total 
change  

Total change decomposition

1991  2001  Within  Between  Cross  Exit  Entry

Canola Above median 0.10 0.14 0.04 0.02 0.00 0.01 0.00 0.01
Below median 0.12 0.13 0.01 0.00 0.00 0.01 0.00 0.00

Total wheat Above median 0.49 0.36 –0.13 –0.11 0.01 –0.01 0.00 –0.02
Below median 0.43 0.37 –0.06 –0.06 0.01 0.00 0.00 –0.01

Summer 
fallow

Above median 0.26 0.13 –0.13 –0.09 –0.01 –0.01 0.00 –0.02
Below median 0.21 0.15 –0.06 –0.05 –0.01 0.00 0.00 –0.01

Zero till Above median 0.09 0.38 0.29 0.16 0.01 0.08 0.00 0.04
Below median 0.08 0.31 0.24 0.14 0.00 0.06 0.00 0.04

Minimum till Above median 0.26 0.30 0.04 0.03 0.00 0.00 0.00 0.00
Below median 0.28 0.34 0.06 0.04 0.00 0.01 0.00 0.00

Conventional 
till

Above median 0.66 0.32 –0.33 –0.20 –0.01 –0.08 0.00 –0.05
 Below median  0.64  0.35  –0.29  –0.18  –0.01  –0.06  0.00  –0.04

Notes: Acres of crops—summer fallow and by tillage type—are measured as a proportion of total farm-
land in 1991 and 2001 (the adoption rate) for farms classifi ed to longitudinal NAICS 17 to 22. Totals may 
not add due to rounding. Entrants and exits and incumbent farms are identifi ed using the longitudinal 
farm identifi er derived from each farm’s longitudinal identifi er. The restricted sample excludes farms 
with revenues of $30,000 or less. The decomposition is adapted from Foster, Haltiwanger, and Krizan 
(2001). The within component measures the contribution of incumbent farms to the aggregated change 
based on their initial share in acres. The between component captures the eff ect of  growth in the measured 
adoption rate of crops/tillage relative to the average weighted by the change in the farm’s share of crop 
land. The cross- product (cross) term measures whether farms with changes in their share of land in crops 
also experience change in their adoption rate. The last two terms measure the eff ect of  entrants and exits 
on the adoption rate. The eff ect of  exits will be positive if  they have lower than average adoption rates, 
while the eff ect of  entrants will be positive if  they have above average adoption rates.
Source: Statistics Canada, authors’ calculations.
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the farm incurs below or above median changes in railway freight rates. For 
instance, the share of land devoted to the production of wheat fell by 13 
percentage points (49 percent to 36 percent) for farms with above- median 
freight rate increases and 6 percentage points (43 percent to 37 percent) for 
farms with below- median freight rate increases. The share of land devoted 
to the production of canola increased by 4 percentage points and 1 per-
centage point for farms subject to above- median and below- median freight 
rate increases, respectively. This shift toward production from low- value to 
high- value export crops due to the reform is akin to the Alchian and Allan 
(1964) conjecture from the producer’s perspective, since the increase in per- 
unit trade costs increased the relative price of canola compared to wheat.

The share of land in summer fallow declined by 13 percentage points and 
6 percentage points for farms subject to above- median and below- median 
freight rate increases, respectively. In contrast, the share of land where zero 
till was used rose by 29 percentage points (9 percent to 38 percent) for farms 
with above- median freight rate increases and 24 percentage points (8 percent 
to 31 percent) for farms with below- median freight rate increases. Conven-
tional till saw a similar and opposite shift, while minimum till saw little 
change. Again, there appears to be a stronger eff ect across all three tech-
nologies for farms with above- median changes to freight rates. Ferguson 
and Olfert (2016) suggest that the declining importance of summer fallow 
is related to the shift away from conventional till toward minimum till and 
especially zero till technology, since the moisture conservation benefi ts of 
new tillage technologies reduced the need for summer fallow.

The 1991 to 2001 period allows only six years of the farm population to 
adapt to the 1995 change in transportation costs, whose eff ect is partially 
cushioned by a one- time payout to farms in partial compensation for the 
change. Moreover, while individual farms may have the capacity to shift their 
crops and technology relatively quickly, it may take longer for this change 
to play out in terms of farm dynamics, as those farms that are better able to 
adapt will enter/expand, and those less able will exit/contract. Therefore, it 
is also necessary to look over a longer time frame.

As a result, we extend the analysis by a further 10 years, from 1991 to 
2011 (table 4.2). Over this longer period, the total change in land use and 
related technological change is even more apparent. In particular, the shift 
toward the production of canola and away from wheat is more pronounced 
and so too is the adoption of zero till technology instead of conventional 
till.25 Minimum till is the one exception— it becomes less popular by the 
end of the period, as it is apparently eclipsed by zero till technology that 
was only in its infancy in 1991. Still, the essential pattern of greater change 
for those farms with above- median freight rate shocks remains, essentially 

25. The 1991 adoption rates reported in tables 1 and 2 are not identical, which is due to small 
diff erences in the median freight rate for the two time horizons.
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confi rming Ferguson and Olfert’s (2016) descriptive fi ndings, but with micro 
data instead of aggregate data. Left open to question, of course, is whether 
these outcomes are the result of the incumbent farm adapting to the price 
shock and/or the reallocation of land from declining incumbent and exiting 
farms to growing incumbent and entering farms—and following from this, 
whether the apparent association between transportation costs and these 
changes stands up to more rigorous statistical testing. We address these 
questions in turn.

4.6.2 Decomposition of Farm Outcomes

Across tables 4.1 and 4.2, we fi nd that the within- farm eff ect, which isolates 
the incumbent farm adoption of technology holding farm size constant, is 
the largest contributor to aggregate changes in technology and land use for 
the time period from 1991 to 2001. As per table 4.1, the within- farm eff ect 
for zero till adoption explains about 16 percentage points of the total 29 per-

Table 4.2 Decomposition of the change in land- use/tillage- type adoption rates between 1991 
and 2011 for farms with above-  and below- median changes in railway freight rates

Type  Transport cost  

Adoption 
rate

Total 
change  

Total change decomposition

1991  2011  Within  Between  Cross  Exit  Entry

Canola Above median 0.07 0.27 0.20 0.07 0.00 0.06 0.00 0.06
Below median 0.15 0.31 0.16 0.06 0.01 0.04 0.00 0.05

Total wheat Above median 0.49 0.32 –0.17 –0.09 0.01 –0.04 0.00 –0.05
Below median 0.42 0.34 –0.08 –0.05 0.00 0.00 0.00 –0.03

Summer 
fallow

Above median 0.30 0.09 –0.21 –0.09 –0.01 –0.05 0.00 –0.06
Below median 0.17 0.05 –0.12 –0.05 –0.01 –0.02 0.00 –0.04

Zero till Above median 0.11 0.69 0.58 0.22 0.00 0.20 0.00 0.15
Below median 0.06 0.60 0.54 0.22 0.00 0.15 0.00 0.17

Minimum till Above median 0.26 0.22 –0.05 –0.01 0.00 –0.03 0.00 –0.01
Below median 0.28 0.25 –0.03 0.00 0.00 –0.02 0.00 –0.02

Conventional 
till   

Above median 0.63 0.10 –0.53 –0.21 0.00 –0.18 0.00 –0.14
Below median  0.67  0.15  –0.51  –0.22  –0.01  –0.14  0.00  –0.15

Notes: Acres of crops—summer fallow and by tillage type—are measured as a proportion of total farm-
land in 1991 and 2011 (the adoption rate) for farms classifi ed to longitudinal NAICS 17 to 22. Totals may 
not add due to rounding. Entrants and exits and incumbent farms are identifi ed using the longitudinal 
farm identifi er derived from each farm’s longitudinal identifi er. The restricted sample excludes farms 
with revenues of $30,000 or less. The decomposition is adapted from Foster, Haltiwanger, and Krizan 
(2011). The within component measures the contribution of incumbent farms to the aggregated change 
based on their initial share in acres. The between component captures the eff ect of  growth in the measured 
adoption rate of crops/tillage relative to the average weighted by the change in the farm’s share of crop 
land. The cross- product (cross) term measures whether farms with changes in their share of land in crops 
also experience change in their adoption rate. The last two terms measure the eff ect of  entrants and exits 
on the adoption rate. The eff ect of  exits will be positive if  they have lower than average adoption rates, 
while the eff ect of  entrants will be positive if  they have above average adoption rates.
Source: Statistics Canada, authors’ calculations.
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centage points of aggregate change for farms with above- median transport 
costs and 14 percentage points out of the total 24 percentage point change 
for farms with below- median transport costs. A strong within- farm eff ect 
can be observed in the decline of conventional till technology, accounting 
for 20 percentage points out of the total change of 33 percentage points for 
farms with above- median transport costs and 18 percentage points of the 
total of 29 percentage point change for farms with below- median transport 
costs. The within- farm eff ect is also strong when looking at land use, explain-
ing around 11 percentage points of the total of 13 percentage point decline 
in land used for wheat production for farms with above- median transport 
costs and 6 percentage points out of a total of 6 percentage points for farms 
with below- median transport costs.

The decomposition was performed again for the period 1991 to 2011 to 
examine whether the same components are important over a long period 
of time (table 4.2). Over this longer period, the within- farm eff ect is los-
ing importance and the cross and entry terms combined become the most 
important component. For example, table 4.2 shows that from the total 58 
percentage point change in zero till adoption, the within- farm eff ect explains 
22 percentage points, while the cross and entry eff ects together explain 35 
percentage points for farms with above- median transport costs. In contrast, 
for the farms with below- median transport costs, of  the total of  54 per-
centage point change, the within term explains 22 percentage points and 
cross and entry terms sum to 32 percentage points. The same trend can be 
observed for the other technology and land- use variables. Thus the realloca-
tion of land through the expansion of incumbent farms and the entry of new 
farms gain importance in the long run. Competitive reallocation matters for 
understanding aggregate technology adoption.

Casual inspection of tables 4.1 and 4.2 suggests that the eff ect of trans-
portation costs varies substantially across the components. By focusing, 
for example, on zero till technology, its adoption is stronger for farms with 
above- median transport costs. For the period from 1991 to 2001, the entry 
term does not play an important role, thus the adoption of zero till technol-
ogy in higher- transport- cost areas is associated with farms that have adopted 
the technology and are expanding and not with new entrants. The situation 
changes for the period from 1991 to 2011, when the entry gains importance 
and thus, in the long run, the adoption of zero till technology in higher- cost 
areas is explained by farms that have adopted the technology and expand 
and new entrants. Hence entry would have occurred only after incentives had 
changed. These dynamics hold true for all variables considered.

4.7 Regression Analysis

Overall, the preliminary results in tables 4.1 and 4.2 suggest that the 
increase in transportation costs has a within- farm eff ect in the short run, 
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while reallocation becomes more important in the long run. In order to test 
this hypothesis more formally, we now perform the decomposition analy-
sis separately for each CCS and apply a regression analysis. The following 
fi rst- diff erenced model is used to estimate the eff ect of transport costs on 
the fi ve decomposition eff ects: within, between, cross, entry, and exit. The 
regressions are run separately for the 1991 to 2001 and 1991 to 2011 time 
periods at the CCS level.

The model for the periods from 1991 to 2001 and 1991 to 2011 is specifi ed 
as follows:

(2) Lgt
c = + freightgt + distgt + controlsg + gt ,

where Lgt
c  is the change in the outcome variable of interest for the compo-

nents c (c ∈ Total change, within, between, cross, entry, and exit) for CCS g 
between the prereform year 1991 and postreform years 2001 and 2011. The 
independent variables ∆freightgt and ∆distgt represent the change in average 
freight cost per ton of grain shipped from CCS g to port between 1991 and 
two diff erent years, 2001 and 2011, and the change in average distance from 
each CCS to its nearest delivery point over the same two periods of time, 
respectively. The various control variables include January and July tempera-
tures, annual precipitation, dummy variables for the provinces of Alberta 
and Manitoba, and shares of soil types (black, gray, dark gray, brown, and 
dark brown). We run the model with just ∆freightgt and ∆distgt (model 1) 
and with the controls added (model 2). First- diff erencing subsumes CCS 
fi xed eff ects, yet allows us to control for long- run weather as an explanatory 
variable for changes in the decomposition components. The constant term 
captures any eff ects that are constant across all CCSs, such as world grain 
prices, the advent of  new technologies, or the eff ect of  tariff s negotiated 
at the WTO or regionally via the CUSFTA or NAFTA. The constant in 
the fi rst- diff erenced specifi cation is analogous to the posttreatment period 
dummy in a diff erence- in- diff erences specifi cation.

The model is run on a balanced panel of 464 CCSs. A CCS is included in 
the estimation if  we are able to measure the total change in all the outcome 
variables and the independent variables over both the 1991 to 2001 and 1991 
to 2011 periods. This means there will be a diff erent set of farms represented 
in the sample compared to the one used to produce tables 4.1 and 4.2. Nev-
ertheless, as table 4.3 demonstrates, there is no qualitative diff erence between 
the change in the outcome variables for the 1991 and 2001 periods and 1991 
and 2011 periods and those reported in tables 4.1 and 4.2 (after taking the 
mean of the above-  and below- median transport costs).

4.7.1 Land- Use Regressions

The main results are summarized in fi gures 3 and 4, where we report the 
point estimates and the 90 percent confi dence intervals for the railway freight 
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rate coeffi  cient (β) for the 1991 to 2001 and 1991 to 2011 periods.26 The eff ect 
of increased freight rate on crop production is presented in fi gure 4.3. We 
fi nd evidence that an increase in the freight rate resulted in positive changes 
for most components (within, cross, and entry) explaining changes in canola 
production and a decrease of these same components related to wheat pro-
duction and summer fallow. The within- farm eff ect reacted the most to the 
change in transportation costs, meaning that the policy change created a 
strong incentive for incumbent farms in areas with high transport costs to 
reallocate land from wheat production and summer fallow to canola produc-
tion or to other high- value crops. The point estimates for the within- farm 
term over the 1991 to 2001 period with controls suggest that every one dollar 
per tonne increase in transportation costs increased the absolute value of 
the within- farm component by 0.52 percentage points for canola, 0.69 for 
wheat, and 0.56 for summer fallow.

The impacts of changes in railway freight rates on reallocation are sus-
tained and even larger in some cases over the longer period of time, as the 
results for the period from 1991 to 2011 show. The eff ect of  changes in 
railway freight rates on the cross component is (in relative terms) becoming 

26. We report the regression tables for models 1 and 2, where the dependent variable is the 
total change in adoption, in the appendix. These tables include extra columns, where we add 
the precipitation and province indicators separately.

Table 4.3 Average change in share of acreage in crops and till technology across 
consolidated census subdivisions, 1991 to 2001 and 1991 to 2011 
(percentage points)

Period  Land use/technology Average  Standard deviation

1991–2001 Canola 2.6 7.2
Wheat –20.3 14.5
Summer fallow –8.9 8.4
Zero till 23.1 17.5
Minimum till 4.5 13.9
Conventional till –27.6 16.9

1991–2011 Canola 17.7 10.3
Wheat –27.8 16.9
Summer fallow –15.5 11.3
Zero till 50.4 25.0
Minimum till –1.6 17.8

  Conventional till  –48.8  19.0

Notes: Reported in the average total change, and its standard deviation, in the share of acreage 
in the crop or where the till technology is applied across 464 Consolidated Census Subdivi-
sions (CCSs). These form a balanced panel for both the 1991 to 2001 and 1991 to 2011 periods 
and match the sample used in the regression estimates.
Source: Statistics Canada, authors’ calculations.
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Fig. 4.3 Freight rate coeffi  cient (𝛃̂) by land- use type and period, without controls 
(model 1) and with controls (model 2).
Notes: All models are estimated using a balanced panel of  464 CCSs. The dependent variables 
are the change in acres in percentage points and its components (within, between, cross, exit, 
and entry) derived from the Foster, Haltiwanger, and Krizan (2001) decomposition. Presented 
are the coeffi  cients on freight and their 90- percent confi dence interval based on robust stan-
dard errors. The coeffi  cients represent the total change (or its components) of  the share of 
land in percentage points with respect to a $1 change in transportation costs incurred per 
tonne shipped. 
Source: Statistics Canada, authors’ calculations.

You are reading copyrighted material published by University of Chicago Press.  
Unauthorized posting, copying, or distributing of this work except as permitted under 

U.S. copyright law is illegal and injures the author and publisher.



Intranational Trade Costs, Reallocation, and Technical Change    145

larger during the period from 1991 to 2011, showing that reallocation of land 
from slow- adapting farms to fast- adapting farms becomes more important 
in the long run. The change in the entry and exit components are not statisti-
cally signifi cant except for wheat, and this does not hold when controls are 
added. Hence in the longer run, the eff ect of transportation costs on land 
use runs through the incumbent farm population rather than being associ-
ated with the exit of farms that may not have adapted their land use or the 
entry of farms that on average use less land for wheat and summer fallow 
and more land for canola. The inclusion of controls does not qualitatively 
change the results, although the point estimates do change, which suggests 
that excluding the controls leads to a problem of omitted variable bias.

4.7.2 Tillage Technology Regressions

The increase of freight rate on tillage technology adoption is presented in 
fi gure 4.4. We fi nd evidence that an increase in railway freight rates resulted 
in a positive change in the within, cross, and exit components explaining 
zero tillage adoption, and a negative change in the within, cross, and exit 
components related to conventional tillage. The results on minimum till-
age are mixed, and the point estimates for the within and cross terms only 
become statistically signifi cant once controls are added. The zero tillage 
results show that the within- farm eff ect is responsive to the increase in rail-
way freight rates, thus incumbent farms from high- transport- cost areas are 
the ones that implement this technology. However, the change in the cross 
component is as large as the change in the within term, and the cross term 
is the largest in the 2011 horizon. Thus in places hardest hit by the loss of 
the transportation subsidy, farms that adopted the zero tillage technology 

Fig. 4.3 (cont.)
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Fig. 4.4 Freight rate coeffi  cient (𝛃̂) by tillage type and period, without controls 
(model 1) and with controls (model 2).
Notes: All models are estimated using a balanced panel of  464 CCSs. The dependent variables 
are the change in acres in percentage points and its components (within, between, cross, exit, 
and entry) derived from the Foster, Haltiwanger, and Krizan (2001) decomposition. Presented 
are the coeffi  cients on freight and their 90- percent confi dence interval based on robust stan-
dard errors. The coeffi  cients represent the total change (or its components) in the share of land 
in percentage points with respect to a $1 change in transportation costs incurred per tonne 
shipped.
Source: Statistics Canada, authors’ calculations.
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tended to simultaneously increase their size, while farms slower to adopt 
zero tillage tended to downsize over the 20- year horizon. The same picture 
can be drawn based on the conventional tillage results, with farms that are 
moving away from this technology being the ones that expand in size. The 
results for minimum tillage in the 20- year horizon again only become robust 
once controls are added.27

4.8 Conclusion

The sudden and spatially diff erentiated increases in freight rates experi-
enced in western Canada after 1995 serves as a useful natural experiment 
that allows us to evaluate the relative contribution of reallocation versus 
within- farm adaptation to understand reform- induced aggregate changes 
in technology adoption and land use. The results suggest that the reform 
induced a within- farm eff ect in the short run, while reallocation occurred 
in the longer term. Hence the competitive process plays an important role 
in aggregate technological change and in land- use change, albeit one that 

27. The results for minimum tillage are volatile across the specifi cations of tables 4A.2 and 
4A.4 in the appendix. In the 10- year horizon (table 4A.2), the point estimate for ∆freightgt 
becomes statistically signifi cant only once the province indicators are added. In the 20- year 
horizon (table 4A.4), the point estimate for ∆freightgt is negative and statistically signifi cant, 
then becomes positive and statistically signifi cant when adding the precipitation control, then 
loses statistical signifi cance when adding the province indicators, and fi nally becomes positive 
and statistically signifi cant once all controls are added. We conclude that these results are not 
consistent enough to make any assertion about the impact of higher railway freight rates on 
minimum tillage. Our lack of conclusive evidence for an eff ect on minimum tillage corroborates 
with Ferguson and Olfert (2016), who fi nd no eff ect on minimum tillage in the aggregated 
CCS- level data.

Fig. 4.4 (cont.)
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focuses on the reallocation of land among growing and declining incumbent 
farms rather than through the entry and exit process. These results, therefore, 
are consistent with the literature that fi nds that competitive pressure induces 
technology adoptions within the farms sector (Paul, Johnston, and Frengley 
2000) and a broader set of industries (see Collard- Wexler and De Loecker 
2015). To the extent that this competitive reallocation leads to productivity 
growth either through the adoption of technology or through the shift to 
larger farm sizes, these results are also in line with Melitz’s (2003) theoreti-
cal fi ndings.

Methodologically, these fi ndings suggest that moving from the aggregate 
to the micro level through the development of farm- level panel data sets has 
the potential to provide insight. This chapter has focused on developing a 
better understanding of a transportation cost shock on both within- farm 
changes and competitive reallocation, with both being important. Further 
exploration of the farm- level data may help uncover the underlying eco-
nomic mechanisms that induced farmers to change their land use and tillage 
technology in response to the reform. A natural next step is to focus on the 
incumbent farm population at the micro level to examine how farms have 
adapted to change and whether this is conditioned on farm size, as these 
results point to the eff ect of shifts in farmland toward growing and likely 
large farms.

Appendix

Additional Regression Results

Presented below are the regression results for the total change term for the 
land- use and technology decompositions across periods (tables 4A.1–4A.4). 
Model 1 only includes the change in the freight rate and the distance shipped 
to the nearest delivery point between 1991 and 2001 and between 1991 and 
2011, while model 2 augments model 1 with a full set of controls as laid out 
in equation 2. The coeffi  cients on the change in freight rates correspond to 
those reported in fi gures 4.3 and 4.4. Also included is a set of intermediate 
models that include precipitation (model 1a) and provincial binary variables 
(model 1b). While the inclusion of controls, especially in the intermediate 
models, at times weaken the eff ect of freight rates, in the fully specifi ed model 
(model 2), the estimated eff ect remains statistically signifi cant.
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