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Information Lost
Will the “Paradise” That
Information Promises, to Both
Consumer and Firm, Be “Lost”
on Account of Data Breaches?
The Epic is Playing Out

Catherine L. Mann

11.1 Introduction

The expanding scope of Internet use yields a widening array of firms with
access to ever expanding databases of information on individuals’ search,
transactions, and preferences. This information translates into consumers’
ease of transacting, range of complementary purchases, targeted news and
advertising, and other directed goods, services, and information, all of which
increase customer value—but also raise the probability and consequences
of information loss. Similarly, firms have unprecedented windows into cus-
tomer behavior and preferences with which they can improve products, seg-
ment markets, and, therefore, enhance profits—but also raise the probability
of losing or abusing information. The Digitization Agenda can help frame
and balance the benefits to firms and consumers of information gained with
the risk and costs of information lost, particularly in the context of increas-
ingly global flows of information and transactions.

A first priority is a conceptual framework. Three key elements in the struc-
ture of the information marketplace influence the valuation and balancing
of benefits and costs. First, information exhibits economies of scale and
scope, which challenges the ability of the market to efficiently price informa-
tion. Second, participants in the information marketplace are not atomis-
tic, rather they are asymmetric in terms of market power, which affects the
incidence and distribution of benefits and costs. Third, information loss
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310 Catherine L. Mann

is a probabilistic event, but with unknown distribution, which challenges
the valuation of benefits and, particularly, costs. A final element is that the
information marketplace is global, populated by heterogeneous firms and
consumers, and by policymakers who differ in their policy responses to the
imperfections in the marketplace.

A second requirement is empirical analysis of the frameworks. Mandated
disclosure in the United States of data breaches was the watershed enabling
this study and its references. Without disclosure, it is impossible to investi-
gate the risks and potential costs of information loss against the benefits of
information collection and aggregation. Disclosure helps reveal to consum-
ers, firms, and policymakers the nature of data loss, and may change incen-
tives and affect the incidence and balancing of costs and benefits. However,
disclosure can be along a spectrum from every incident being announced
to everyone to only critical incidents being communicated to a few. In fact,
there is no globally consistent approach to disclosure, nor even to the notion
of disclosure at all, so the window into the empirical valuation of costs and
benefits of the information marketplace is narrow.

Even so, evidence on how disclosure works is starting to emerge. If the
market response to disclosure is sufficient to apportion and balance costs
and benefits, then, in principle, no policy intervention into the marketplace
is needed. So far, this does not appear to be the case. More information on
the nature of data breaches, on incidence of benefits and costs, of market
participant response, and on evidence of the efficacy of policy intervention
should help prioritize the Digitization Agenda.

This chapter proceeds along the following path. The next section reviews
various conceptual frameworks with which we can analyze the structure of
the information marketplace. Section 11.3 presents evidence on the extent
and nature of information lost. What are the trends? Size of loss, sector of
loss, source of loss, cost of loss, market value of information, and so on,
including in the global context. Section 11.4 addresses market and policy
responses to information loss, and reviews legislative and legal strategies
that could complement market discipline. Particular attention is given to
the challenges of cross-border information flows, including differences in
attitudes and priorities toward data security. Section 11.5 concludes with
priorities for the Digitization Agenda.

11.2 Frameworks for Analyzing the Information Marketplace and
Data Breaches

That consumers gain from using the Internet is clear from increased com-
petition and reduced prices (Morton 2006), greater variety (Goolsbee and
Klenow 2006), and faster access to a wider range of public information
(Greenstein and McDevitt 2011; Yan, Jeon, and Kim 2013). Wallsten (chap-
ter 2, this volume) continues the work of valuing the consumer benefits of



Information Lost and Data Breaches 311

using the Internet. Yet, with rapidly changing technology and social inter-
action, it is hard to pin down exactly how large the increase in consumer
surplus might be, so there is much more work to do.

Using the Internet generates the information that is the basic building
block of the marketplace for information. A conceptual framework for the
incidence and balance of costs and benefits of information in this market-
place includes the valuing of consumer gain from using the Internet, but it
is a more complex framework with more players. For simplicity, suppose
the information marketplace is populated by originators of information
(say consumers, as they reveal their preferences through search and transac-
tions); intermediaries of the information (say, firms that transmit data, and
those that collect, aggregate, and retain information); and final users (say,
firms that call on the aggregated data to improve products). How should
we model the interactions between the information and the three players?
Is the information atomistic or are there economies and scale and scope in
aggregation of the information into a database? Are the players atomistic
and equally numerous, or do they differ in concentration and market power
in their economic relationships? What about the nature of uncertainty?
Answering these questions helps to determine to what extent the informa-
tion marketplace is “classic” in the Adam Smith sense and “complete” in the
Arrow-Debreu sense, or whether it is a market with imperfections.

Various authors have taken up the challenge of modeling the information
marketplace, some explicitly in the context of data breaches. The several
papers reviewed below are put into the context of a general framework that
focuses on a market structure that includes economies of scale and scope
in data aggregation, multiple nonatomistic players, and in an environment
of uncertainty over the nature and probability of data breaches and conse-
quences. In this kind of market structure it is challenging to value the cost
and incidence of a data breach. Further challenges are that the basic build-
ing blocks of information may be valued differently across geographies and
cultures. When information can flow across borders, these differences (and
policymakers’ responses) may create arbitrage opportunities.

11.2.1 Complete Markets: The Benchmark Market Structure

The purpose of outlining the characteristics of the perfectly competitive
marketplace—the Adam Smith marketplace—is to provide a benchmark
against which the structure of the global information marketplace can be
assessed. If the environment for undertaking information-rich activities is
characterized by perfect competition, then Adam Smith’s invisible hand—
whereby each acting in his own self-interest—achieves the highest economic
well-being for all players.

In Adam Smith’s market, one-off transactions generate unique prices for
each transaction. In this classic marketplace, buyers, intermediaries, and
sellers are all atomistic. There are no databases with a history of a specific
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buyer’s transactions or those of buyers of similar characteristics that cre-
ate correlations between transactions across time or across individuals. No
information is retained, so no information can be lost. Balancing the benefits
of information exchange with the potential cost of information lost is not
an issue.

An extension of Adam Smith’s market allows for transactions across time,
proximity, currency, and uncertainty. In the so-called Arrow-Debreu “com-
plete” market (Arrow and Debreu 1954), economic instruments exist for all
possible transactions that the set of market participants can undertake with
each other. A complete market accommodates all dimensions of a transac-
tion through time, space, and under uncertainty and yields a unique and
market-determined price for that transaction in a frictionless world.

Whereas these transactions may be correlated and/or uncertain, the cor-
relations of transactions (such as interest rates and exchange rates) and
uncertainties (probability of default) are fully known (in the complete mar-
ket), and therefore will be efficiently embodied in the relevant prices. In a
complete-markets framework, both private and social optimum outcome
can be achieved because there is a perfect (complete) and frictionless match
between transactions and atomistic market participants over all possible
states-of-nature and time. With full information about correlation and
uncertainty, prices will fully reflect benefits of information exchange, which
can then be balanced against the potential cost of information lost. There
are no market imperfections.

11.2.2 The Information Marketplace: Violating the Complete-
Markets Framework

In a number of ways the information marketplace violates key assump-
tions of the complete-markets framework, which makes pricing information
difficult, and opens up for consideration the topics of market imperfections
and problems of ranking the second best. More specifically, without accu-
rate prices, the benefit-cost calculation surrounding information exchange
as against information lost through a data breach will be very challenging.

The first violation is the assumption that transactions are one-off or
uncorrelated as in Adam Smith’s work. In fact, information is character-
ized by economies of scale and scope. That is, the value of information
over a series of transactions for an individual is greater than the sum of the
individual transactions because of the correlations across the individual’s
behavior; for example, the information marketplace is characterized by
economies of scale. The value of information aggregated over many indi-
viduals is greater than the sum of any individual’s set because of the cor-
relations across individuals; the information marketplace is characterized
by economies of scope.

Even if each unique piece of information had a uniquely matched price,
there would be an incomplete mapping between the value of that morsel of
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information by itself, its value in one database, and its value if two (or N)
databases are merged together.! Databases, which are the product of the
information marketplace, are characterized by economies of scale and scope
so that the pricing of information is imperfect, unless there is full informa-
tion about all the correlations among each morsel of data. Because the infor-
mation marketplace and its players are evolving rapidly with technology and
Internet use, it is clear that the correlations needed for the complete-markets
framework cannot be known in sufficient detail or timeliness to incorporate
them into the information price.

The second challenge that the information marketplace brings to the
complete-markets framework is the nature of uncertainty. Uncertainty
enters the information marketplace through the possible misuse of infor-
mation. A complete markets set-up could, in theory, price insurance that
pays off in the case of a data breach, but since such price determination in
the information marketplace is, in practice, nearly impossible, an actuarially
fair price for insurance is also extremely difficult.

The information marketplace exhibits two types of uncertainty that are
difficult to price. First, and most challenging, is the potential correlation
over time of information lost. A data breach today cannot be valued with
certainty because the value of the information lost today is a function of all
possible data breaches in the future. Future data breaches matter for today’s
valuation of information lost because of the unknown relationship between
the information lost in today’s breach with the information lost in a future
breach. Economies of scale and scope in information in the future affect
valuation in the present.

The second type of uncertainty is that information lost may not be infor-
mation abused. The cost of information lost should differ depending on
whether the lost information is used maliciously or not. The two uncertain-
ties together make valuing information lost quite difficult. The insurance
contracts, which are key instruments in the complete-market framework,
are not likely to exist.>

The third violation of the assumptions that underpin the complete-
markets benchmark model is that the players are not atomistic. Recall that
the information marketplace has consumers (originators of information),
intermediaries (transmitters and aggregators), and firms (that use infor-
mation to improve products). Consumers are numerous. Firms are numer-
ous. Transmitters and aggregators are concentrated and have several types

1. Another way to think about why there are economies of scope in information in databases
is to consider the analogy from financial markets: there are diversification gains associated with
merging two not-identical financial portfolios.

2. According to a Financial Times article (April 23, 2014), AIG is offering a “first of its kind”
insurance product to protect firms against cyber attacks on the “Internet of things” that yield
product liability and bodily harm (Alloway 2014). In these cases (product liability and bodily
harm) the consequences of a data breach are seen at the time of the incident.
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of market power that will affect the price and value of information and
therefore influence cost-benefit calculations associated with information
exchange, information security, and information loss. Moreover, the degree
of market power and the rules under which the intermediaries operate vary
substantially across countries and policy environments.

These violations of the complete-markets framework offer jumping-off
points for research. The following selected papers focus on modeling the
information marketplace. Some papers specifically address how to model
the cost-benefit calculation in the case of information lost.?

11.2.3  Applying the Pollution Model to Information Flows

Pollution seems like a good analogy for the information marketplace: pol-
lution has (negative) economies of scale, asymmetric market position of par-
ticipants (upstream-downstream), and uncertainties as to costs and benefits
of exposure and remediation. Hirsch (2006) uses the pollution model and
focuses on the negative economies of scale. He presumes that collecting and
aggregating personal information generates negative externalities. “There
is a growing sense that the digital age is causing unprecedented damage to
privacy . . . digital economy businesses often do not bear the cost of the
harms that they inflict” (9).

Just as pollution is an outcome of production, so too is information aggre-
gation an externality of “production” (search and transaction on the Inter-
net). In the pollution model of the information marketplace, no data breach
isnecessary to generate harm. Aggregation alone departs from the complete-
markets framework. With the economy of scale inherent in information
aggregation, there will be a price wedge between the valuation of informa-
tion by the consumer and by intermediaries and firms in the marketplace.

Hirsch continues with the pollution analogy and reviews the evolution
of policy strategy from “command and control” compliance (quantities)
to “second-generation” (prices) or “outcome-oriented” policy whereby the
regulated entities find their own cost-effective strategy to achieve the legis-
lated goal. Tang, Hu, and Smith (2007) take these strategies to the informa-
tion marketplace. They model information collection looking through the
lens of consumer preferences for trust. Standardized regulation does not
map into the heterogeneity of consumer preferences for trust (with some
consumers being too regulated, others not enough) so overall economic well-
being is reduced by such an approach. In contrast, they find that under cir-
cumstances of clarity and credibility, self-regulation can achieve a nuanced
strategy that meets the heterogeneous preferences in the marketplace. On the
other hand, Toannidis, Pym, and Williams (2013) argue that “information

3. The literature addressed in this chapter focuses on the benefits of information exchange
and the costs of information lost. Other research focuses more specifically on the topic of pri-
vacy. For more on modeling privacy, see US Dept of Commerce, NTIA chapter compendium
of articles; Roberds and Schreft (2009), Anderson (2006), and references therein.
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stewardship” internalizes the social costs of data loss (much as a corporate
social responsibility policy might internalize the firm’s approach to its pollu-
tion or as an environmental group might publicize polluting behavior). With
the prodding of such an information steward, firms internalize some of the
costs of data loss and therefore undertake higher investments in information
security than they would have. loannidis, Pym, and Williams find by using
their model that social welfare is enhanced.

Whereas environmental economics offers a model for the information
marketplace, the analogy is stretched because consumers and firms do gain
from information aggregation, and it is hard to imagine anyone actually
gaining from downstream pollution. Moreover, although the pollution
model allows for market power and uncertainty, so far researchers have
not put all three elements of economies of scale/scope, market power, and
uncertainty together in the context of the information marketplace.

11.2.4 Too Much Information: Trade-Offs with Limits to Rationality

Full information and frictionless markets are key in the complete-market
framework. Acquisti (2010) starts by arguing that the information market-
place is all about trade-offs. “In choosing the balance between sharing or
hiding one’s personal information (and in choosing the balance between
exploiting or protecting individuals’ data), both individuals and organi-
zations face complex, sometimes intangible, and often ambiguous trade-
offs. . . . But trade-offs are the natural realm of economics”(3).

But then, he notes that limited consumer rationality and transactions
costs make calculating these trade-offs difficult. Both of these issues affect
the pricing of information, as well as the distribution of benefits and costs
of information aggregation and potentially of its loss. If consumers do not
know the value of their information, they cannot calculate the trade-off
between allowing collection and aggregation against the possible cost of
a data breach. These issues depart from the complete-markets model and
are Acquisti’s (2010) jumping-off point for his modeling of the cost-benefit
calculations. How significant are these departures in the information mar-
ketplace from the complete-markets framework?

Researchers have attempted to calculate the value of the aggregation of
one’s own information. Conjoint analysis by Hann et al. (2002) finds that
consumers trade their information for about $40—-$50 of product value. Con-
venience is often cited as a rationale for allowing the aggregation of one’s
own personal information, as in online banking (Lichtenstein and William-
son 2006). Another way to value personal information is to calculate the cost
to firms of the inability to use individual and aggregate personal information
to target advertising (Goldfarb and Tucker 2010). The empirical work on
value of information to the consumer suggests that limited rationality is an
important problem.

Policymakers and businesses differ in their response to the limited ratio-
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nality of consumers. The European Union (EU) Privacy Directive is at one
extreme, disallowing the collection and retention of personal information
on the grounds that consumers do not know what they are giving up, and
strengthening this approach in early 2014 with the “right to be forgotten.”
Other policy approaches require active consent (opt-in) or more transpar-
ency (e.g., this website uses cookies . . . click here for our cookie policy).
Some firms are finding a market opportunity in responding to the limited
rationality problem. Incorporated into the website are easy-to-use tools that
allow customers to edit the information stream associated with their search
and transactions activity and thereby improve the accuracy and targeting
of their own information.*

However, the presence of economies of scale and scope in information
aggregation, as well as the nature of uncertainty regarding data breaches,
means that the analysis of the balancing of the benefits from information
transmitted against the potential cost of information lost is more complex
than just the limited rationality of individuals.

11.2.5 Multiple Players, Market Power, and the Role for Disclosure

Much of the literature that addresses the benefit of information aggrega-
tion versus cost when information is lost uses a two-player framework—
so-called data subjects (such as customers that provide the information) and
so-called data holders (such as a firm that aggregates customer data to create
customized products). In fact, there is a third player in the information mar-
ketplace—the intermediaries—through which information “transits” and/
or “rests.” Examples range from Visa, Amazon, and Google to less familiar
companies such as ChoicePoint or Acxiom.

Atomistic interaction among market players is an important under-
pinning of the complete-markets framework, but is clearly violated in the
information marketplace. In particular, intermediaries are very highly con-
centrated: Google accounts for about 70 percent of all search,’® collecting
and retaining all that information; Visa accounts for about three-quarters
of all US card transactions, creating a thick financial and purchase trail;®
and Amazon accounts for 15 percent of all US online sales and is ranked
fifteenth among all retail companies, collecting reams of data along the way.”
On the other hand, there are billions of consumers and merchants that use
Google and Visa and shop with Amazon. Virtually none of them interact
with an intermediary such as ChoicePoint or Acxiom, although their infor-
mation rests there. The differential interactions and differential concentra-

4. Singer (2013).

5. Multiple sources as of April, May, and June 2013.

6. http://www.forbes.com/sites/greatspeculations/2013/05/03/visa-and-mastercard-battle
-for-share-in-global-shift-to-plastic/.

7. http://www.prnewswire.com/news-releases/amazoncom-captures-28—of-top-online
-retailer-sales-205427331.html.
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tions are important for the valuation of information and magnitude and
incidence of costs in the case of a data breach.

Considering interactions and concentration, Romanosky and Acquisti
(2009) use a systems control strategy to map alternative legislative approaches
to reducing harm from information loss. Two of the three approaches draw
from accident legislation: First, ex ante “safety regulation” (e.g., seat belts) in
the context of the information marketplace would include promulgation and
adherence by intermediaries to, say, Payment Card Industry Data Security
Standards. But these authors argue that ex ante standards focus on inputs
(encryption) rather than outcomes (harm), so they are not efficient. Second,
ex post liability law (e.g., legal suits) could include fines for negligence in the
protection of information. But, ex post litigation may be ineffective because
courts have been unwilling to award damages based on the probability of
some future harm coming as a consequence of a data breach (see the evolv-
ing legal landscape in section 11.4).

A third approach is disclosure of data breaches. Disclosure of data
breaches is a key ingredient to calculating costs and benefits of providing
and protecting information, and of apportioning responsibility and costs
in the case of a data breach. Romanosky and Acquisti note that consumer
cognitive bias (misperception of risk) and costs of disclosing the data breach
itself (disclosing what to whom; see discussion that follows) are important
caveats for the effectiveness of disclosure.

Romanosky and Acqusiti use their framework to outline an empirical
example of where cognitive bias and disclosure costs are less significant
because of the concentrated market structure of intermediaries. Specifi-
cally, they analyze the relationship between credit card-issuing institutions
and firms that hold (and lose) credit card data. They argue that information
disclosure has promoted the internalization of the costs of remediation by
the data holders (and losers), which increases the incentives for the adequate
protection of personal information even when the individual who has pro-
vided that information cannot demand such protection.

Why does disclosure help align (some of the) private interests? First, a
sufficient number of data breaches have occurred such that these costs have
begun to be quantified (to be discussed in sections 11.3 and 11.4). Second,
the number of affected intermediaries (card issuers in this case) is sufficiently
small that they have market power to demand remediation (or impose pun-
ishment) from the other concentrated intermediary, the data aggregators/
holders. Third, the chain of causation between information loss and required
remediation is revealed because of data-breach disclosure laws. The disclo-
sure laws along with quantification of costs, as well as the small number of
players, promote the transfer of remediation costs from the card issuers to
the database aggregators, those who actually lost the information. Thus, at
least some of the cost of the data breach was internalized in this example.

However, the costs of information loss borne by individual card holders
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were not transferred to those firms where the data breach occurred. The
market power of individuals was insignificant, and in a transactions sense,
the individuals were distant from the data aggregators/holders. Individu-
als can change card issuers, but they have no power to affect the relation-
ship between their card issuer and what firm aggregates the transactions
of that card. Thus, the cost of the data breach incurred by individuals was
not internalized by the intermediaries, and the individuals had no market
power to affect such an internalization. Unlike the atomistic players in the
complete-market framework, the information marketplace has disparities
in concentration and market power that affect the distribution of costs of
a data breach, as well as the price and willingness to pay for techniques to
avoid such a breach. (See more on disclosure in sections 11.3 and 11.4.)8

11.2.6 The Probability Distribution of Data Breaches

The third key underpinning of the complete-markets framework is the
pricing of uncertainty. For a number of reasons, it is challenging to estimate,
and therefore price, the uncertainty of incurring and then the uncertain con-
sequences of a data breach. Nevertheless, in the face of costly data breaches
(see section 11.3) firms increasingly are turning to risk modeling for the
decision to invest in information technology security.

The shape of the probability distribution of data breach events is crucial
to calculate both the costs of a breach and benefits of undertaking secu-
rity investments. Assuming that data breaches follow a normal distribution
will yield a different calculation than if data breaches are characterized by
“fat tails” or extreme outlier distributions. Thomas et al. (2013) consider
alternative probability distributions in a theoretical model of investment in
information security.

An analogy comes from the market for foreign exchange and the financial
instruments that are priced and used in that market. Suppose a firm wants to
put a floor on the value in the home currency of the revenue stream earned
abroad in the foreign currency. In a complete-markets framework, the firm
could buy an option that will pay off when the home-to-foreign currency
exchange rate reaches a particular value. In a complete-markets framework,
the probability distribution of exchange rate movements is fully known. The
option would be priced exactly so as to make the firm indifferent to buying
it or not (and on the sell side, the seller indifferent to selling the option or
not.) The factor inducing one firm to buy the option and the other to sell the
option is differences in risk appetite, among other factors.

8. The massive Target data breach in the fall of 2013 opened a new front in the market power
relationships. Although Target credit card transactions were the locus of the data breach, the
company argued that chip-and-pin technology would have significantly altered the likelihood
of the data breach. Since credit card companies have not generally supported chip-and-pin in
the United States (despite this being the technology used in Europe), Target diverted some of
the blame to the credit card companies.
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But, suppose the probability distribution is not accurately parameterized.
For example, suppose that exchange rate fluctuations are assumed to fol-
low a normal distribution, but the true distribution has fat tails. The prob-
ability of the foreign currency depreciation that triggers the option will be
underestimated relative to its value under the true probability distribution.
The firm will not buy the option, and it will experience an uncompensated
loss. On the other hand, if the firm assumes the extreme outlier distribution
is correct, when the true distribution is normal, then the firm will buy too
expensive an option, given the very small likelihood of the extreme event.

In the information market place there is a similar problem of deriving the
correct probability distribution of a data breach. Information on the prob-
ability of incurring a data breach is limited, and incurring a data breach is
not identical to the probability of data abuse. Without knowing the correct
probability distribution, too much investment in information security or
too little are equally possible. Moreover, whether the correct market player
is the target of the security effort remains unclear. For example, Anderson
et al. (2012) point out that one automated spammer accounted for about
one-third of global spam in 2010 and profited $2.7 million. But the 2010
worldwide spending on preventing spam exceeded $1 billion. So neither the
level of spending nor the target appeared to have been optimal.

The challenges to optimizing investment in data security run deeper
because of the economies of scale and scope in the information and the
differential market power of the players. Does the cost-benefit calculation
for information security differ as to many small breaches (say, the normal
distribution) compared to a rare but large data breach (the “black swan”
event, from Taleb 2007, 2010). Is a large data breach more likely to lead
to abuse of data, or less likely? The hypothesis of economies of scale and
scope in information suggests that large data breaches, experienced over
time, accumulate to enhance potential abuse of all revealed information,
whether abused before or not. Differential market power has already been
seen to shift the burden of costs of a data breach; it could similarly shift the
burden of responsibility to invest in information security. Free riding and
moral hazard are other aspects of differential market power that cause the
information marketplace to deviate from the complete-markets framework.

11.2.7 Information Marketplace: Challenges to Pricing and Balancing
Benefits and Costs

In sum, the information marketplace violates the classic complete-markets
framework in three ways. First, information is characterized by economies
of scale and scope, so it is difficult to price and value. Moreover, the benefits
of aggregation increases, but so may the cost in the case where information is
lost. Second, the various market players are not atomistic. The relationships
between the originators of information—the intermediaries that transmit,
aggregate, and hold information—and the users of the aggregated data to
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enhance products are characterized by differential market power. The differ-
ential market power affects the distribution of both benefits of information
and the potential costs when information is lost. Finally, there is substan-
tial uncertainty about the probability distribution describing both the data
breach event and potential abuse of information that is exposed, so it is hard
to value information lost. Collectively, these departures from the complete-
markets framework point to potential inefficiencies in market pricing and
in participant behavior. Whether such inefficiencies suggest policymaker
intervention requires more analysis.

11.3 Trends in Information Lost

The literature and framework presented in section 11.2 pointed to a vari-
ety of data needs: how to value information that incorporates economies
of scale and scope, the nature of the market-power relationships between
different market actors, and the parameters of the probability distributions
of information lost and/or misused. All of this is needed to evaluate whether
the information marketplace is efficiently balancing the value of information
aggregated against the costs of information lost.

Against this variety of data needs, this section presents evidence on only
the extent and nature of information lost. What are the trends: size of loss,
sector of loss, source of loss, cost of loss, market value of information, prob-
ability of abuse given a breach, and so on, including in the global context.

The raw data come from several sources including: the Privacy Rights
Clearinghouse and Open Security Foundation, which draw from public news
sources; a number of consulting firms that employ industry surveys such as
the Ponemon Institute, Symantec, Verizon, Javelin Strategy and Research,
KPMG Europe; and the Federal Trade Commission and the Department
of Justice, which draw on the consumer fraud online report database. Only
some of the raw data are available for research use; most is proprietary, and
this chapter draws on the public sources. Access by researchers to propri-
etary data would be quite valuable.

11.3.1 How Much Information is Lost? And by What Means?

Privacy Rights Clearinghouse (PRC) data for 2005 to 2012° show that
after a notable drop in data breaches in 2009, during the depths of the
recession, data breaches are on the increase again.'® (The number of records
lost in each breach, which is a different measure of information lost, will
be discussed below.) The PRC disaggregates breaches into various types:
losing paper documents or losing computers (static desktop or portable);

9. www.privacyrights.org/data-breach.

10. The California disclosure law (discussed in section 11.4) passed in 2003. The jump in
breaches from 2005 to 2006 is more likely a consequence of more widespread reporting of data
breach announcements and collection into the database than it is an actual dramatic jump.
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Source: Privacy Rights Clearinghouse.

inadvertent disclosure (such as using “cc” instead of “becc” in an e-mail list);
and various types of fraud (by an insider employee, by an outsider hacker,
through payment card).!! The first three types of information lost are more
by mistake, although the disclosed information could still be misused. The
three types of fraud are presumed to have some malicious intent.

Hacking dominates, and insider fraud is the increasingly important source
of data breaches. But a surprising number of data breaches still take place
the “old-fashioned way” by losing paper documents or laptops and through
unintended disclosure. (See figure 11.1.)

Whereas the announcement of a breach indicates that information has
been compromised, the actual number of records involved in each breach
could be a better measure of potential cost of the breach in that a record
represents granular information about an individual. Not all breach disclo-
sures reveal how many records were lost in the breach. In fact only about
half of the announcements include that information. (See more discussion
of breaches that reveal Social Security numbers below.)

For the breach disclosures that reveal the number of records lost over the
2005-2012 period, the histogram of records lost per breach shows that the
most frequent breach is small, involving 1-10,000 records. There is some
reduction in breaches with medium-sized losses (100,000-500,000 records

11. Open Society Foundation also uses this classification scheme.
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Fig. 11.2 Records per breach, all sectors
Source: Privacy Rights Clearinghouse.

lost), but little progress in stemming breaches of either small or huge size.
In particular huge breaches (1,000,000 and up), though infrequent, have not
been controlled (witness the enormous 2013 Target breach). This histogram
of breaches offers an insight to the probability distribution of a breach
event. A cross-tabulation of the type of breach with the size of the breach
could help target investment in information security. However, not known
is whether huge breaches are more likely to lead to information abuse, or
whether data from small breaches are more likely to be misused. (See fig-
ure 11.2.)

11.3.2  What Kind of Information is Lost?

Revealing a Social Security number (SSN) during a data breach generates
far greater concern and potential for costly information loss compared to
a data breach that compromises other types of personal information (see
evidence in section 11.4). Based on the PRC data, there is a mixed picture
of whether more or less high-value information is being lost. In part, this
mixed picture appears to be because reporting of SSN losses is increasingly
incomplete.

Over the time period the number of breaches that reveal SNN has
increased, but as a share of all data breaches those that reveal SSN has
declined. The number of reported records where the SSN was compromised
declined from a peak in 2007, although not in trend fashion. So, this sug-
gests that SSN breaches are becoming less prevalent, perhaps because of
enhanced security. (See figure 11.3.)

On the other hand, recall that not all breach announcements reveal the
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number of records lost. For breaches that compromise SSN, the share of
those breaches that do not disclose the number of SSN-related records lost
has increased over time (figure 11.4). Considering a sectoral decomposition
of data breach announcements, the business-other (BSO) category is the
largest sector that does not disclose whether SSN records have been com-
promised. Sectors that are perhaps under greater scrutiny, such as medical
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breaches with SSN)

(MED), financial (BSF), and retail (BSR) appear to disclose more informa-
tion. (See figure 11.5.)

In sum, interpreting the data on SSN breaches and required disclosure
requires more analysis. Required disclosure may have led to security invest-
ment and thus fewer SSN-related breaches. Or, required disclosure may just
have prompted less transparency in public reporting.

11.3.3 Is There Differentiation by Sector?

Looking behind the averages, are there differences by sector? Which sec-
tors are the most prone to data breaches, by what means, and does the size
of breach and information revealed differ by sector? The PRC data can be
aggregated into business sectors (finance, retail, medical, other), govern-
ment, education, and NGO.'?

Data breaches in the medical sector are about double any other sector,
with a huge increase in the last couple of years. This could be a fact, a func-
tion of disclosure, or a function of disclosure and reporting. In contrast to
the aggregated data, the main source of data breach in the medical sector is
lost paper documents and lost laptops. But, insider fraud has a rising role.

12. More granular data, including firm identifiers, can be obtained directly from the PRC
website. The Open Security Foundation did have a public online database (until 2007, see it used
in the Karagodsky and Mann [2011] reference), but it now is behind a permission wall. Efforts
to obtain access were not successful. These two sources both draw from public announcements
of data breaches. Cursory analysis comparing the two databases for overlapping years shows
similarity, but they are not identical.
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Fig. 11.6 Data breaches, medical institutions
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Fig. 11.7 Medical, records per breach over time

(Recall that for the aggregated data, outsider hacking appears the greatest
threat.) The vast majority of data breaches for medical institutions are small
breaches—1,000 to 10,000 records lost—but a lot of these data breaches
reveal SSN. However, when the number of records lost with SSN is consid-
ered relative to other sectors, the medical sector is not the largest problem
sector. (See figures 11.6, 11.7, and 11.8.)
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Fig. 11.9 Records with SSN by industry

The chart (fig. 11.9) on records lost that compromise SSN reveals that
retail is another sector that has a lot of data breaches. As shown in figures
11.10 and 11.11, the vast majority of data breaches in retail are by hack-
ers. The number of records lost per breach is generally very small, and the
number of breaches that reveal SSN is generally quite small. But, when the
retail sector experiences a big exposure (2007 and 2011, and Target in 2013,
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Fig. 11.11 Retail, records per breach over time

not yet in the data set), the loss of records with SSN is enormous. The chart
also reveals that 2009, which was the low point for overall breaches, was low
because of the low number of small retail breaches. The Great Recession
hit consumer spending and small business retailing relatively hard. So, the
relationship between macroeconomic activity and data breaches may war-
rant further analysis. (See figures 11.10 and 11.11.)
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Fig. 11.13 Financial, records per breach over time

A third sector of particular interest is financial and insurance institutions.
The number of data breaches appears to be under control. However, the
origin of the breach through insiders is a significantly greater share than in
other sectors, and both hackers and unintended disclosures are also large.
Very large breaches occur nearly every year, along with mid-size breaches,
and these breaches often contain SSN. (See figures 11.12 and 11.13.)

Government and educational institutions lose data both from hacking
and from unintended disclosure. The bulk of the losses in the education
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Fig. 11.15 Data breaches, government entities

sector are small, but the government has experienced some very large losses,
and with a large number of records containing the SSN. (See figures 11.14,
11.15,11.16,and 11.17.)

In sum, the sectoral decomposition of the data suggests that a one-size-
fits-all approach to evaluating the costs of data breaches or the approach to
data security is not appropriate. The sectors differ in terms of how data are
lost and which size breach is most prevalent.
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11.3.4 Cross-Border Data Breaches

Cross-border data breaches have two dimensions. A US institution or
consumer may lose information to foreign perpetrators or a US institu-
tion, when it incurs a data breach, may expose the personal information
of a foreign person or firm. What are the characteristics of these cross-
border breaches? The picture is quite murky. First, only the United States
has, since 2003, required public announcement. So a time series of public
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Table 11.1 Geographical origin of external information lost, percent of incidents
2007 2008 2009 2010 2011 2012

America-North 23 15 19 19 20 United States 16

America-South 3 6 n/a <1 Colombia 1
Brazil 1

Asia-east 12 18 18 3 2 China 2%

Asia-north/central 9 n/r n/r 0 n/r

Asia-south/southeast 14 3 2 6 1

Europe-East, Russia, Turkey 24 22 21 65 67 Romania 28
Russia 5
Armenia 1
Bulgaria 7

Europe-west/south/north 9 3 10 2 4 Germany 1
Netherland 1

Middle East 5 n/a 5 n/a n/a

Africa 1 1 2 4 1

unknown n/r n/r 31 n/r 10

Source: Verizon (2014), Data Breach Investigations Report.

* External threats from China: 30 percent of threats; only 2 percent focused on financial (as opposed to
industrial) information. The focus of this section of the chapter is not on industrial espionage.

n/r = not reported.

and reported disclosure is, at present, only available for US firms. When
US firms incur a data breach, further information about the cross-border
incident is obtained through firm surveys by consultancies such as Verizon
or Ponemon/Symantec. Data on consumers’ exposed information is self-
reported to the US Federal Trade Commission or by other survey. In short,
data on international breaches is spotty and incomplete.

Verizon reports that about 20 percent of incidents are US hackers com-
promising the data of US firms. However, Verizon reports a significant rise
in the Central-Eastern European (CEE) countries as origin of compromise,
which it reports as organized crime targeting smaller US firms using point-
of-sale or other skimming-type devices (this is consistent with the prevalence
in the PRC data on small breaches in the retail sector). Note, however, the
very large share of incidents where the origin of the data breach cannot be
determined. (See table 11.1.)

With regard to specific countries in CEE, Bulgaria and Romania (espe-
cially singled out in the 2012 Verizon report) joined the European Union
(EU)in 2007. At that point, these countries should have been brought under
the umbrella of the EU Directives on Privacy (1998), Privacy and Electronic
Communications (2003), and Data Retention (2006). So, it is perhaps a
surprise that so much threat activity emanates from these countries. How-
ever, another point to consider is that the EU has focused security strate-
gies on data-in-transit, not data-at-rest. This is because the EU Directives
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Source: FTC: Consumer Sentinel Network.

stringently limit data retention. In contrast, the US security emphasis is on
data-at-rest. It is possible that the different security focus of US versus EU
methods exposes weakness in the US data-in-transit protocols that can be
exploited by forum shoppers who have different knowledge sets. (See more
discussion of Directives below.) Sullivan (2010) and MacCarthy (2010) dis-
cuss security and gaps in approach in the global payment card industry.!?

The KPMG reporting on data breaches in the United Kingdom presents
a quite different picture. The United States remains the largest source of
global incidents (about 50 percent of the incidents in January—June 2012),
but that is down from 75 percent of the incidents taking the KPMG data
for 2008—June 2012. The KPMG does not even report separately the CEE
region or any of its countries. The United Kingdom originates about 10
percent of incidents, which is not a country that Verizon examines sepa-
rately. Whether the origin of breaches is indeed so different depending on
who is surveyed, or whether the reporting is so uneven across countries, is
an obvious question.

Considering just consumers, rather than a survey of firms as from the pre-
vious sources, the FTC reports that cross-border consumer fraud continues
to be dominated by US consumers reporting to the US FTC. Cross-border
consumer complaints (e.g., foreign consumers complaining about US firms)
account for about 13 percent of all fraud complaints and that percentage
has not changed over time. (See figure 11.18.)

13. The focus of discussion of chip-and-pin technology in the context of the Target data
breach supports this hypothesis of technology forum shopping by hackers.
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In sum, in the United States, much information is lost the old-fashioned
way (e.g., lost laptops and paperwork and unintended disclosure). But,
information lost via cross-border hacking is increasingly important in all
sectors, with insider-originated losses particularly notable in finance. Many
more data breaches occur with small numbers of records lost, but in any
given year, the largest breaches with a huge number of records and high
proportion of SSN can occur in any sector. So, should the focus of security
protection be on the numerous small breaches or the very few disastrous
breaches? Finally, sectoral variation and variation in the size of the breach
and in how information is lost may be relevant when considering the role for
a domestic focus versus a global emphasis on information security. These
are all ripe issues for the Digitization Agenda.

11.4 Market Discipline versus Nonmarket Regulatory and
Legal Discipline

This section reviews evidence on strategies to discipline market actors to
internalize the costs of data breaches and balance the benefits of informa-
tion aggregation against the costs when information is lost. If market dis-
cipline is sufficiently robust, regulatory intervention or private legal action
may not be necessary.

A key problem, noted in the frameworks (section 11.2), is that there are
multiple actors. Whether or not a firm will take action to reduce the prob-
ability or type of data breach depends not only on whether the market pun-
ishes the right firm, but also on how and who bears the burdens of lost
information. For example, the costs of notification and of ameliorating a
data breach (e.g., issuing new credit cards) could be the main channel for
market discipline. Similarly, fines imposed within the self-regulatory hier-
archy (e.g., between merchants, card issuers, and payment processors) offer
a disciplining device, as do fines levied by a regulatory agency (such as the
Federal Trade Commission). Finally, legal suits brought by those suffer-
ing the information loss could be sufficiently threatening, or actually costly
enough, to encourage firms to enhance their data security or design their
information systems differently, although the international nature of theft
adds another dimension to the legal challenge.

Data on the costs of breaches is an integral part of the analysis—but how
to measure costs, and costs borne by whom? Should the focus be on costs
to prevent or costs to remediate? How might market actors respond when
information is lost? If the company is customer-facing, such as a retail firm,
sales might drop as customers buy from competitors. If the company is a
financial intermediary, such as a payment processor, it may be shunned or
fined by other parts of the payment chain. If the company is a technology
firm, corporate governance of its own activities may be questioned. If the
company is in the health-care sector, its reputation may suffer. How costly
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are these market responses to the announcement of a data breach, and how
costly relative to the costs of enhanced security?

11.4.1 The Role for Disclosure

The disciplinary mechanisms noted above all require that a data breach
be acknowledged. But, to whom the data breach should be disclosed—those
whose data are compromised or an intermediary whose responsibility it is
to safeguard the data, or to a government entity (or other) that can force
remediation—is less clear. As noted in the frameworks (section 11.2), indi-
viduals are, by definition, atomistic. So, the individual may lack market
power to discipline whomever lost the data. Moreover, with cognitive bias
and limited rationality, disclosure to individuals may not yield the right
incentives to protect one’s own information, nor improve the outcome if
data are lost. Intermediaries are fewer in number, but this market position
may reduce the incentive to prevent or remediate a data breach, disclosed
or not. With layers of intermediaries, moral hazard is another issue as one
intermediary may free ride off the security approach of another. Disclosure
to a government entity that can press for remediation and induce invest-
ment to avoid future losses might be socially optimal, as in the case of the
information steward modeled above.

A US state law, first introduced in 2003 in California as Senate Bill 1386,
mandates that organizations that maintain personal information about indi-
viduals must make a public announcement if the security of the information
has been compromised. The legislation further stipulates that the organi-
zation responsible for the breach must notify each individual for whom it
maintained information—this is a direct cost rather than simply an indirect
cost of, say, loss of reputation. The law forced every firm doing business in
California to comply. By 2007, forty-six of the US states had adopted simi-
lar versions of a breach-disclosure law, although to date there is no federal
legislation governing most personal data.'*

The US approach of such broad-based disclosure to individuals is unique
around the world.!> Among other countries, only the United Kingdom has
legislated disclosure, but the disclosure is to a governmental agency. Simi-
larly, Japan requires disclosure to a governmental agency, but the scope of
incidents that must be disclosed has been narrowed on account of excessive
information flooding the agency. Australia is considering whether a specific
disclosure law is necessary or whether existing law addresses disclosure. The
European Union’s approach heretofore under the 2003 Directive on Privacy

14. There is federal legislation protecting children (COPPA), health (HIPPA), and financial
data (Grahm-Leach-Bliley Act) but generalized personal information is not protected. At the
state level there is a patchwork of legislation that protects some information in some states—for
example, databases with drivers’ license information are in the public domain in some states, but
not in other states. For a complete review of US data security legislation, see Stevens (2012).

15. See Global Privacy Alliance (2009) for a comprehensive review.
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and Electronic Communications has not required disclosure of information
loss. But the promulgated and evolving General Data Protection Directive
will require disclosure of material breaches to a supragovernmental unit
(European Commission 2012).

Does disclosure even work to reduce the incidence of data breaches, and
at what cost? There is relatively little research on whether disclosure itself
works to reduce data breaches.!® Romanosky, Telang, and Acquisti (2011)
find that US breach disclosure rules reduce identity (ID) theft by about 6 per-
cent. On the other hand, Romanosky, Acquisti, and Sharp (2010) consider
the optimality of US-style disclosure. Considering parameters of cost to
disclose, response of consumers to disclosure, consumer harm, and reduced
rates of data breach, they find that US-style disclosure is probably too costly
relative to the gains.

There is evidence that consumer-limited rationality is a problem. Survey
evidence from Ponemon Institute (2012) indicates that 85 percent of con-
sumers are very concerned about data breaches. Comparing 2012 with 2005,
twice as many consumers recall receiving a notification of a data breach (25
percent vs. 12 percent). But, about 60 percent thought that the communica-
tion informing them of the breach was “junk mail.” So, data security has
salience, but people do not necessarily respond to disclosure as expected.
Retzer (2008) argues that broad-based disclosure rules desensitizes the recip-
ient to the announcement, which works counter to the role that disclosure
should play as a disciplining device.

Even so, firms need to be aware that loss of trust could matter. Nearly 90
percent in the Ponemon Institute study said they had or might discontinue
their relationship with the firm over a data breach (Target lost customers,
revenues, and profits and its CEO stepped down). Consumers have reason
to punish firms that lose their data. Around one-quarter of consumers who
received a data-breach notification experienced identity theft. Consumers
whose SSNs were compromised were five times more likely to experience
identity theft. The average out-of-pocket consumer costs of a data breach
ranged from $400 to $700 (2005-2012; Javelin Strategy and Research 2013).
This is substantially higher than the per-record costs that businesses bear,
as will be discussed below.

11.4.2 Trends in Business Costs: Lost Business and Remediation

If cleaning up after a data breach is sufficiently costly to a business, then
presumably that business will undertake action to improve information
security. Calculations suggest that the loss to a business of a data breach
coming from customer turnover and reputational loss can be the relatively
more important cost of a data breach, particularly in the United States. On

16. There is much more research (discussed next) on whether disclosure punishes firms, which
presumably is the first step needed for firms to receive the signal to safeguard data.
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the other hand, remediation costs (customer notification, assistance, audits)
are increasingly important (Ponemon Institute 2012).!7 There is substantial
variation across sectors in the cost per record loss. Financial and health care
were two sectors that had a high prevalence of fraud and a high prevalence
of SSN losses. The higher costs of remediation could be due to these factors.
(See figures 11.19 and 11.20.)

Comparing the business costs of losing data across countries reveals some
interesting observations. There is substantial variation in cost per record
lost, and also substantial variation in the components of the cost per record
lost as disaggregated into detection, notification, postbreach costs, and
lost business costs. However, these costs do not seem to depend on level of
income of the economy and vary substantially across countries within the
same jurisdiction (e.g., the EU). Therefore, the cost of a data breach to a
business appears to be related to its sector and its customers, which would
create a variable landscape of incentives to invest in information security.

First, consider the comparison across countries of overall cost per record
lost. Countries that have a lower per capita income (India) have a lower aver-
age cost of records lost. This reflects lower domestic costs in general (which is
consistent with the Balassa-Samuelson effect). On the other hand, countries

17. The cost per record lost as presented by the Ponemon Institute is calculated only for
breaches of 100,000 records or less. Against these costs, it is possible for a firm to assess the
benefits of engaging in better information security. For example, Symantec now offers an
online calculator for potential risk of information loss: http://eval.symantec.com/flashdemos
/campaigns/small_business/roi/.
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with similar regulatory environments (Germany, France, and Italy in the
EU) have significant variation in the cost per record lost. These differences
in cost, despite the same regulatory environment, could be due to different
sectoral distribution of firms, or could reflect heterogeneity in consumer
attitudes and response to data breaches.

Comparing sectoral variation across countries, it is not the case that coun-
tries with high costs (Germany) or low costs (India) have the highest or
lowest cost in all sectors. For example, costs in the communication sector
in Germany are quite low, but costs in the communication sector in India
are rather high. Considering particular sectors across all countries, costs in
the financial sector are highest among sectors (although not in India). But
otherwise there is not a clear pattern where costs in certain sectors are always
highest or lowest. (See table 11.2.)

Next, consider a decomposition of what types of costs are incurred by a
data breach (as opposed to cost per record lost). In all countries the noti-
fication cost is the smallest component (although largest in dollar terms in
the United States, which makes sense given the California law), and the lost
business cost (from customer churn, etc.) is the largest, and relatively larger
for the United States, which may also be consistent with the US disclosure
law. On the other hand, detection of a breach is relatively larger for other
countries compared to the United States, suggesting that the California dis-
closure law may, over time, have made detection by US firms more a matter
of course (and therefore less expensive) rather than a special one-off event.

Using data variation over location, sector, and decomposition of costs
would be a valuable research project for the Digitization Agenda. This
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Fig. 11.21 Costs per breach by type of cost, in millions (2011)

Source: Ponemon Institute (2012).

research project would best be engaged with the detailed firm-level data
that underpins the publicly available databases. (See figure 11.21.)

11.4.3 Market Value of Stolen Information

Another approach to measuring the value of information lost through a
data breach is to go directly to the market. How much is stolen data worth?
Getting this information in a systematic way is difficult. Snapshots of value
in the market show very large ranges of value of stolen data and it is hard
to map the valuation of stolen data to the sectors that have experienced data
breaches. As a point of comparison, however, the value of “bank account
credentials” at anywhere from $30 to $850 could be compared to the business
cost per record lost of $250 in the financial sector (US data). Against the
value of credit card information (worth 50 cents to 30 dollars on the open
market), the business cost per record lost in retail is $174. If we consider
just the business cost, perhaps the most efficient response is to just pay the
thieves. But, recall that the consumer cost was multiples of the business cost.
(See table 11.3.)

11.4.4 Discipline by Equity Market

The direct cost of a data breach is not the only way in which market dis-
cipline can work. A number of studies investigate whether the stock market



340 Catherine L. Mann

Table 11.3 Value of data (multiple Internet sources accessed early 2013)
2007 2008 2009
Low High Low High Low High
% ) $ $ $ $)

Credit card information 0.45 12.50 0.60 30.00 0.85 30.00
Bank account credentials 20.00 725.00 10.00 1,000.00 15.00 850.00
Full identities 6.50 15.00 0.70 60.00 0.70 20.00
E-mail accounts 2.50 35.00 0.10 100.00 1.00 20.00

“punishes” firms that lose customer data. (See appendix table 11A.1.) These
papers use the same methodology—cumulative abnormal returns (CAR)—
but differ somewhat in the time horizon over which they calculate the normal
return as well as the window over which they calculate the CAR. They differ
in the measure of the market against which to assess the abnormal return.
There also can be a difference in terms of whether to measure losses as a
percent of stock market value or in dollars. On balance, the stock market
discipline appears limited as a strategy for aligning private incentives when
it comes to increasing the security of information against data breaches.

The predominant conclusion is that there is a negative, short-term, statis-
tically significant effect of a breach disclosure announcement on the equity
market price of the announcing firm. The conclusion appears only when
SSN are lost. Campbell (et al. 2003) sums up the findings: “we do not find a
significant market reaction when we examine security breaches that are not
related to confidentiality. In contrast, we find a highly significant negative
reaction for those breaches that relate to violations of confidentiality” (445).
Considering sector-specific comparators, rather than the broad market indi-
cators as in Karagodsky and Mann (2011), relatively larger CAR losses
are associated with data loss by banks and by health-care firms when SSN
are lost and when data are lost or stolen through an intrusion by a hacker.
This is consistent with the higher per-record cost for these sectors as noted
earlier.

Are these results economically large compared with what it might cost to
put into place security systems and procedures to avoid information loss?
Karagodsky and Mann evaluate the dollar losses for four representative
firms, one from each sector (bank, retail, computers, and health), by using
the findings on CAR and calculating the cumulative decrease in the firms’
value thirty days following the breach announcement event. The cumulative
dollar loss ranged from $170,000 (JPMorgan Chase and Gap) to $1 billion
(IBM) and $7.5 billion (Pfizer). This calculation depends not only on the
loss per share, but also the number of shares outstanding. Firms with more
shares outstanding experience a larger dollar loss, and the loss can be quite
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large. Whether such dollar losses are large enough to incentivize firms to
increase information security depends on the cost of those systems and
procedures, a topic beyond the bounds of this chapter, but which is critical
to the cost-benefit analysis.!'

11.4.5 Policy Intervention: Standardization amid Globalization

A back-of-the envelope calculation suggests that the macroeconomic
business cost of information lost in the United States in 2011 was $40 billon,
and triple that if consumer costs are added." Is this large or small in a $14
trillion economy? Seems small. But, considering just the business costs, it is
relatively larger when the reference is net business investment in equipment
and software of $107 billion (US Department of Commerce, Bureau of
Economic Analysis, NIPA table 5.2.5). The distribution of these costs across
sector and size of firm is key for whether the market discipline will work.
But for policymakers, the macroeconomic size may be the most relevant for
considering intervention.

Policy intervention has many possible faces; two are standardized regula-
tions and enforcement through fines. A key question is, who should be the
policy target? The numerous consumers and customer-facing firms, or the
relatively few intermediaries that transmit and/or aggregate information?
The market-power analysis already suggests and data confirm that the cost
to remediate a data breach per consumer exceeds most per business-related
costs.

Oussayef (2008) and Orr (2012) suggest that the focus should be on the
consumer—the originator but also ultimate user of information value, and
the point of greatest cost of loss according to the data. A response to the
consumer’s limited rationality would be to standardize communications
with them and, for example, standardize privacy policies. But, generally,
this is not the direction that regulation or the market is going.

Another approach would be to standardize regulations for the relatively
fewer intermediaries. However, countries differ in the focus for security
(data-in-transit vs. data-at-rest) as noted earlier. How do firms that operate
in both the United States and the EU address this problem? The US-EU
Safe Harbor Agreement (discussed in more detail in Mann, Eckert, and
Knight [2000]) remains the operational agreement governing cross-border
information flows between the United States and Europe. US firms oper-
ating within the Safe Harbor Agreement self-certify as to their informa-

18. Research on security costs include: Brecht and Nowey 2012, and Demetz and Bachlech-
ner 2012.

19. Assumes $200 per record lost and 200 million records lost. Fifty million reported records
lost with SSN, grossed up by two (about half of breaches reveal SSN) and grossed up again
by two (about half of SSN breaches disclose the number of records). Assuming the consumer
costs of $400 (low end of the Javelin estimate) triples the total.
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tion security arrangements and submit an enforcement policy to the US
Department of Commerce.” Fundamentally, the Safe Harbor remains a
self-regulatory mechanism that rests uncomfortably against the mandate-
oriented approach of the EU Directives.?!

Within the EU, the issue of standardization is emerging with still-evolving
EU General Data Protection Regulation. As currently promulgated, this
regulation would address information security both within the EU and
between EU firms and firms in other countries. It would harmonize regu-
lations for all members. Presumably, this may cause some standards to be
loosened (in Germany, for example) and others to be tightened. It would
extend these rules to all foreign companies processing data for EU citizens
and EU firms could not transmit data to countries with insufficient pro-
tection.?? Disclosure of data breaches would be within twenty-four hours,
which is quite a switch from no disclosure now. Fines for data breaches could
be up to 2 percent of global revenue, which is potentially huge. Disclosure
to whom, assigning blame for a breach, and enforcement are also issues that
remain in discussion.

In another cross-border policy discussion, the Federal Deposit Insurance
Corporation (FDIC) (2004) considered the implications of “offshoring”
financial activities to third parties in foreign countries. It noted that, while
the Gramm-Leach-Bliley Act affirmed that US data-protection rules cov-
ered personal information regardless of its geographic location, it also noted
that it can be difficult in practice to ensure the extraterritorial application of
US rules. In particular, fragmentation and global information flows mean
that US firms may not have (or may choose not to have) full transparency
over the location of their information. Third party breaches can yield large
and broad-based thefts.”®

Within the United States, the Federal Trade Commission has been play-
ing a more active role. The legal grounding for FTC jurisdiction is con-
tract law. The FTC argues that firms that lose data are breaking the terms
of service based on their privacy statement. Fines can be large: $800,000
fine for Spokeo under the Fair Credit Report Law.?* But these fines do not
always work to change behavior; for example, Wyndham has been fined three

20. US Department of Commerce, National Telecommunications and Information Agency.
http://www.ntia.doc.gov/page/chapter-1-theory-markets-and-privacy.

21. For more on the market versus mandate approach to international data, see Mann (2001)
and Mann and Orejas (2003).

22. At present, data transit is allowed to Argentina, Canada, Iceland, Norway, the United
States under the Safe Harbor, and to various important financial centers—Switzerland,
Lichtenstein, the Isle of Man, and Guernsey.

23. New York Times, “In Hours, Thieves Took $45 Million in A.T.M. Scheme,” May 9, 2013.
http://nyti.ms/ZK TwSH.

24. Edward Wyatt, “U.S. Penalized Online Company in Sale of Personal Data,” New York
Times, June 12,2012 http://www.nytimes.com/2012/06/13/technology/ftc-levies-first-fine-over
-internet-data.html.



Information Lost and Data Breaches 343

times.?> Another strategy is the mandated audit: many years and a big price
tag could change the balance between which is more costly, to protect data
or to experience a breach and incur both immediate and long-lived audit
costs. A caveat to the firm’s decision based on possible FTC punishment is
that the advocacy of the FTC has a political dimension to it.

Finally, the issue of cross-border regulation of information comes up in
global trade negotiations. The World Trade Organization General Agree-
ment on Trade in Services (WTO GATS) is a positive list approach to trade
negotiations. This is as opposed to the negative list approach whereby trade
flows between countries are assumed to be unburdened by regulations, tar-
iffs, and quotas, except for specific derogations (the negative list). (This is the
so-called most favored nation principle, embraced in the WTO-precursor
of the General Agreement on Tariffs and Trade [GATT].) The positive list
approach implies that regulatory and tax treatment of bilateral data flows
must be individually negotiated, thus creating the potential for a complex
web of jurisdictions and regulatory guidelines.

11.4.6 Legal Recourse: Evolving Notion of “Standing”

The role of the legal profession is evolving, and may play a more impor-
tant role in firms’ decisions to invest in data security.? Initially, and still true
in general today, courts have found that data breach cases have no standing
because the link between a data breach and any future potential harmful use
of that data cannot be proved ex ante. Simply losing data (as in losing prop-
erty) is not sufficient grounds for a case, since in the United States there is
no right to privacy. The costs of information loss have heretofore been hard
to quantify as well (although this is changing, as per data above). Without
threat of legal action, there is reduced incentive for firms to improve data
protection.?”’

However, research suggests that the legal approach may be beginning to
have traction as a disciplining device in the cases of breaches of financial

25. “The Federal Trade Commission filed suit against global hospitality company Wyndham
Worldwide Corporation and three of its subsidiaries for alleged data security failures that led
to three data breaches at Wyndham hotels in less than two years. The FTC alleges that these
failures led to fraudulent charges on consumers’ accounts, millions of dollars in fraud loss.”
http://fwww.ftc.gov/opa/2012/06/wyndham.shtm.

“In response, Parsippany, N.J.-based Wyndham moved to dismiss the complaint . . . say-
ing. . .that the FTC ‘singled out’ Wyndham in ‘unprecedented litigation.’. . . that the commis-
sion has neither the expertise nor the statutory authority to establish data security standards for
the private sector.” http://www.scmagazine.com/wyndham-hotels-challenges-ftc-security-suit
-over-breaches/article/258559/.

26. See Fryer, Moore, and Chown (2013) and Bamberger and Mulligan (2011) for an exten-
sive review of theory and practice.

27. A potential new direction is to focus on “industry standards”: If a firm experiencing a
data breach did not employ “industry standards,” the courts are more likely to find against the
firm, especially if data are used inappropriately, as in the case of RockYou, Inc (http://www
.ftc.gov/enforcement/cases-proceedings/1023120/rockyou-inc).
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and medical information. Romanosky, Hoffman, and Acquisti (2012) find
a 3.5 times greater probability that a firm will be sued when financial data
are involved. Settlement is 30 percent more frequent when there is allegation
of financial loss, even higher for compromised medical information and if a
class action lawsuit is a threat.

More generally, the risk of class action suits appears to be increasingly
important to legal consultants. Poneman indicates that legal defense costs
have risen steadily, from accounting for 6 percent of costs (2006) to 15
percent of costs in 2011 (Gibson Dunn 2012; Ponemon Institute, 2012).
Increased legal costs and threats of legal costs increase incentives for firms
to protect data and to avoid becoming embroiled in a case, even if the case
would not go against them. But these potential legal costs also cause firms to
push back against disclosure, particularly of the magnitude and sensitivity
of information lost. Finally, whether potential legal costs will yield the right
balance for information security investment is very unclear.

11.4.7 Challenges Facing an Expanding Insurance Market

The frameworks (section 11.2) pointed out the difficulties of creating
insurance markets and products. Key information on the probability and
costs of a data breach are not well known (although the latter is becoming
clearer). Moreover, with the patchwork of regulations (across states and
countries), it is not clear what circumstances would trigger an insurance
policy payout, and what business or consumer costs in the event are covered
or not.

Nevertheless, rising appreciation of the costs of data breaches is creating
an expanding business opportunity for business insurers such as Marsh, Lib-
erty Mutual, Hartford, Munich Re, and Chubb, among others. Individual-
facing providers such as LifeLock and Experian’s ProtectMyID are also on
the rise.

11.4.8 Increased Information Security: The Costs

Given the costs of a data breach, it is not surprising that firms are investi-
gating whether the benefits of investing in information security are greater
than the costs of incurring a data breach. A full review of this literature is
beyond the scope of this chapter. There are theoretical articles and prac-
titioner analysis, and many firms whose business it is to sell information
security solutions.?® As part of the firm’s decision, it is not just the investment
cost, but also considerations of organizational behavioral in information
security management (Kwon and Johnson 2012).

Moreover, the public good nature of the Internet can promote free riding,
such that an increased expenditure on security by a firm may not improve

28. Selected research includes Aurora et al. 2004; Gordon and Loeb 2006; Bojanc and
Jerman-Blazic 2007; Carty, Pimont, and Schmid 2012.
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its overall security if other firms do not also improve security. August and
Tunca (2011) examine this question in the context of a theoretical model
when patches for known security flaws are installed at different speeds. See
also Arora et al (2006) and Arora, Nandkumar, and Telang (2006).

Once information security is institutionalized, will investment costs
decline? An important consideration is whether the investment in informa-
tion security is against the “normal” intrusion or the “black swan” event. Do
security investments differ for these two types of event? Is there a ratcheting
up of security, even if the threat remains the same?

From a standpoint of organizational behavior, security professionals will
want to ensure that the rare event never happens on their watch. But, if the
way in which a rare event takes place changes with the technology frontier, it
may imply an ever-increasing security budget. Neuhaus and Plattner (2012)
address this issue in the narrow context of software security patches. But the
principle needs broader recognition.

To get at the topic of whether data breaches generate media attention, |
created a Google Alert using the term “data breach.” I classified the media
sources into “business,” “general,” and “security professional.” Examining
the outcome of the Google Alert for 300 days (from late June 2012 to late
April 2013) yielded the following observations. There was at least one article
every day. On average, there were one to two articles in the business press,
with a single spike over the 300 days at five articles. The general press aver-
aged about two articles per day, with several days spiking to seven articles.
In media directed to security professionals, the average daily article count
was three, and on more than twenty-five days the number of articles was six,
seven, or eight articles. Thus, it appears that there is a lot of communication
among security professionals about data breaches. A further analysis of this
Alert could reveal whether the articles are about best practices (which could
reduce incidence of data breaches) or about threats (which could increase
investment in security).

11.5 Considerations for the Digital Agenda

11.5.1 Conceptual Framework

There are three characteristics of the information marketplace that pose
challenges to the pricing of information and the balancing of costs and
benefits of securing data: (1) information economies of scale and scope,
(2) differential market power among participants, and (3) unknown prob-
ability distributions of data breaches and abuse of information.

The conceptual challenge is to put all three elements into a model. Prob-
ably the most difficult is to combine the economies of scale/scope and the
probability function because the cost-benefit calculation regarding today’s
data breach is a function of all future possible data breaches. Numerical
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simulation models are one possible approach, but these need parameteriza-
tion using data.

11.5.2 Data Needs and Analysis

An increasing amount of data is becoming available on the costs of data
breaches to businesses and consumers. More analysis of these data as to
the relationships between sectors, types of data lost, various costs associ-
ated with data loss, and nationality of perpetrator and victim of data loss
is beginning to become possible. Research will be fruitful, but depends on
access to a wide range of what often is proprietary data. Ensuring wider
availability of these data would enhance research.

However, key variables are not known. What is the probability of a data
breach? The “dog that didn’t bark” (that is, transactions or databases that
were not compromised) would seem to be greater than those that are com-
promised, but we do not know. Getting a handle on the probability of a
data breach by sector, size of firm, or national jurisdiction is key for start-
ing to evaluate and balance the costs of protecting data against the costs
of intrusion. In addition, understanding the relationship between data lost
and data abused is important. Most data appear to be lost the old-fashioned
way, not stolen. Is the likelihood of abuse low or even zero for that kind of
data breach? In this regard, the large but infrequent malicious data breaches
would seem to be more costly than the small but frequent breaches, but more
analysis of data breaches by size, sector, and type of breach is needed.

The relationships between costs and probabilities are not known. For
example, the cost of investing in data security and how that affects the prob-
ability of a data breach would be useful. A second cost (more appropriately
thought of as a lost benefit) is associated with limits on aggregating data
(which is one outcome of the EU Directives); do these affect the probability
of a breach? Investing against the infrequent but disastrous event may be
inefficient, particularly in a rapidly changing technological environment.

11.5.3 International Jurisdiction

The information marketplace and many firms are global, but policy juris-
dictions and consumers are still local. Countries differ in their emphasis on
information security and data-in-transit versus data-at-rest, and these differ-
ences can create exploitable gaps for hackers (but also opportunities for secu-
rity solutions). Considering ways to reduce international arbitrage offers
an area for research in the political, economic, and technological spheres.

Countries also differ in their approach to information aggregation, protec-
tion, and breach disclosure. These differences are not likely to be overcome,
since deep-seated cultural values play some role. More work is needed on
the value of information, the value of protection, and the costs of a breach
both within and across international borders.
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Comment Amalia R. Miller

As more personal information about consumers is collected, stored, and
transmitted by businesses in electronic form, the chances increase that rec-
ords will be lost. Data breach incidents caused by malicious hacking or theft,
or even by accidental equipment loss, can harm the consumers whose infor-
mation is breached. In the wrong hands, personal information about con-
sumers, such as their Social Security numbers, Internet search and browsing
histories, insurance claims, financial transactions, and purchases can be used
to harass, embarrass, impersonate, or steal from them.

This chapter argues that data loss is an important concern to be addressed
in the digitization research agenda. Mann points in particular to the facts
that data breaches at firms remain regular occurrences and that reported
cases of breaches affect millions of individual records each year. Even if
these breached records comprise only a small fraction of the total amount
of data collected, consumer concerns about data breaches can have broader
effects. For example, as their actual or perceived risk of data loss increases,
consumers may engage in costly behaviors to protect themselves and become
less willing to share their personal information with firms. Similarly, firms
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