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The Evolving Relationships between 
Agricultural and Energy 
Commodity Prices
A Shifting- Mean Vector 
Autoregressive Analysis

Walter Enders and Matthew T. Holt

4.1 Introduction

That primary commodity prices have, in recent years, steadily moved 
higher into uncharted territory is unassailable. As illustrated by the plot of 
the World Bank’s nominal monthly food price index shown in figure 4.1, 
there was nearly an exponential increase in the overall price of food from 
the late 1990s through late 2008. Despite the so- called Great Recession, 
between 1960 and 2011 the absolute high for the food price index was 223.56 
in February 2011, indicating that food prices at this point were 224 percent 
higher than in 2005. Prices for other primary commodities, including those 
for many other field crops, many livestock and livestock products, as well 
as various energy products, have followed similar patterns in recent years.

Considering the above, two basic questions are this: What are behind these 
recent price moves? And might we expect similar patterns to continue into 
the not- too- distant future? Generally speaking, the goal of this chapter is to 
address the former question, and to do so for a select yet important subset 
of commodity prices—the later question, while intrinsically interesting to 
policymakers, market analysts, producers, consumers, and economists alike, 
is beyond the scope of the present study, and remains as an important topic 
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for future research. More specifically, we attempt to address the first ques-
tion here by building on recent work by Enders and Holt (2012) wherein the 
recent movements of primary commodity prices are investigated by using 
univariate time- series methods. In this earlier study, methods outlined by 
Perron (1989), Bai and Perron (1998, 2003), Becker, Enders, and Hurn (2004, 
2006), and González and Teräsvirta (2008) were used to examine the timing 
and nature of shifts (breaks) for a suite of real commodity prices. Left unad-
dressed in this analysis, however, was the potential interactions among some 
of these key variables. We know, for example, that energy is an important 
input in the production, transport, and processing of many primary com-
modities (see, e.g., Pimentel 2003;Hill et al. 2006). Moreover, the relation-
ship between energy and, say, maize has likely undergone changes in recent 
years with the rise of the production and use of corn- based ethanol in the 
United States.

The potential for new and interesting interactions between the prices for 
energy and those for basic food/feed stuVs have not gone unnoticed in the 
literature. For example, Balcombe and Rapsomanikis (2008) examined link-
ages between sugar, ethanol, and oil prices for Brazil by using weekly data 
for the period July 2000 through May 2006. Likewise, Serra et al. (2011) 
examined the interactions among monthly nominal prices for maize, etha-
nol, oil, and gasoline over the January 1990 through December 2008 period. 
Both of  these studies focused on potential interactions among the vari-
ables considered by using a classical vector error correction model (VECM) 
framework suitably modified to allow for possible nonlinearities in speeds of 

Fig. 4.1 Monthly World Bank food price index, 1960–2011
Note: 2005 = 100.
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adjustment back to equilibrium. In a study that used a similar framework, 
although without focusing directly on nonlinearities in the mean equations, 
Zhang et al. (2009) examined linkages among weekly US prices for maize, 
soybeans, ethanol, gasoline, and oil by using a VECM modified to allow for 
multivariate generalized autoregressive heteroskedasticity.

While each of the aforementioned studies have provided useful insights 
into the linkages between energy and field crop commodity prices, the meth-
odological framework employed warrants further discussion. Specifically, 
the VECM approach is predicated on the notion that the relevant variables 
in the system behave in a manner consistent with having an autoregressive 
unit root. Furthermore, the variables are said to be cointegrated if  they 
share at least one common stochastic trend.1 This methodological approach 
stands in contrast to that of the frameworks presented by Perron (1989), 
Bai and Perron (1998, 2003), Becker, Enders, and Hurn (2004, 2006), and 
González and Teräsvirta (2008), among others, wherein it is assumed that 
the variables in question have a stable autoregressive process around some 
otherwise shifting or breaking mean. Indeed, this notion is what under-
lies the previous work by Enders and Holt (2012). In this instance shocks 
(shifts) are not permanent, and are therefore not part of the underlying data- 
generating mechanism, as they surely must be in the VECM framework, but 
are instead eVectively exogenous to the data- generating process.

In many instances it seems reasonable to believe that commodity prices do, 
in fact, fundamentally behave in a manner consistent with possessing stable 
dynamics around a shifting or breaking mean. The option to store current 
production for future consumption, for example, links the prices of storable 
commodities through time in a manner consistent with an autoregressive 
process with mean- reverting behavior, albeit perhaps in a manner consis-
tent with nonlinear adjustments. See, for example, Williams and Wright 
(1991) and Deaton and Laroque (1995). Moreover, these results apparently 
hold for heterogeneous expectations regimes, including forward-  as well as 
backward- looking expectations (Chavas 2000). As discussed by Wang and 
Tomek (2007), these and other results on the theory of commodity price 
formation call into question the basic notion of the unit root hypothesis 
when applied to many commodity prices.

Considering price behavior for extractable, nonrenewable resources, and 
most notably for oil, there is not common agreement in the literature regard-
ing the underlying properties of the data. As already noted, Perron (1989) 
argues that oil prices move in a manner consistent with autoregressive sta-
tionarity around a breaking, deterministic mean. Berck and Roberts (1996) 
analyze a long time series of nonrenewable commodity prices and conclude 

1. It is possible, of  course, for one or more of  the variables in question to have a stable 
autoregressive process (i.e., to not possess a unit root), in which case the variable in question 
will be identified with one unique contegrating relationship of its own. See Enders (2010) for 
additional details.
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that the unit root hypothesis holds.2 Pindyck (1999), who analyzes 127 years 
of energy price data, concluded, alternatively, that trend stationarity pro-
vides the more relevant description of the data. By using a newer set of tests 
that allows for multiple breaks under the alternative, Lee, List, and Strazicich  
(2006) reach conclusions similar to Pindyck’s (1999). Alternatively, Maslyuk 
and Smyth (2008) conclude that stochastic trends are appropriate for oil 
prices, while Ghoshray and Johnson (2010) find that energy prices seem-
ingly fluctuate around breaking trends. Finally, both Dvir and RogoV (2009), 
by using annual data, and Alquist, Kilian, and Vigfusson (2013), by using 
monthly and quarterly data, identified a highly significant structural break in 
the price of oil in 1973, which casts further doubt on the unit root hypothesis 
for the real price of oil, at least when considering long epochs.

From an economic perspective, much of the debate regarding the proper-
ties of oil prices apparently hinges on whether or not the world has achieved 
“peak oil,” as noted by Geman (2007). From an econometric perspective, the 
results appear to be sensitive to the overall sample size, the time period being 
analyzed, and the frequency with which the data are sampled (e.g., weekly 
versus monthly versus annual). In the very least there is scope to consider the 
possibility that energy (i.e., oil) prices behave in a mean- reverting manner, 
with the underlying mean itself  possibly including several breaks or shifts.

How might we proceed when considering a set of variables that are likely 
stationary around shifting (breaking) means? There is a small but relevant 
literature on this topic. Ng and Vogelsang (2002), for example, explored the 
specification and estimation of vector autoregressions (VARs) with one or 
more discrete structural breaks in the equations involved. Similarly, Holt 
and Teräsvirta (2012) outline an approach to examine coshifting in a mul-
tivariate setting in a manner consistent with the univariate time- varying 
autoregressive (TVAR) model of Lin and Teräsvirta (1994) and the Quick-
Shift procedures developed by González and Teräsvirta (2008).

Before proceeding, a reasonable question is, How do nonstructural VAR 
models that perhaps include occasional breaks or shifts in mean correspond 
with the more structural approach to commodity price modeling; that is, 
an approach wherein supply, demand, and storage behaviors are explicitly 
accounted for (see, e.g., Williams and Wright 1991)? In earlier work, Deaton 
and Laroque (1992, 1995) found that a competitive storage model com-
bined with iid supply shocks produced too little serial correlation relative 
to observed behavior. More recently, however, Cafiero et al. (2011) show, by 
using a much finer grid to approximate the equilibrium price function, that 
structural storage models can generate levels of serial correlation consistent 
with that observed in commodity prices, even when supply shocks are iid. 
Moreover, the models considered by Cafiero et al. (2011) are capable of 
producing infrequent booms and busts due to occasional stock outs or near 

2. They did not, however, analyze the behavior of oil prices per se.
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stock outs. The vector autoregressive framework wherein occasional mean 
shifts or breaks are incorporated, presumably to account for occasional 
booms or busts, seems to be an entirely consistent albeit reduced form way 
of modeling commodity price movements.

Considering the above, the overall goal of this chapter is to identify the 
key factors responsible for the general run- up of US grain prices. We do so 
by building on Enders and Holt’s (2012) analysis of the recent run- up of 
sixteen commodity prices using univariate time- series methods. Instead, we 
use a time- varying multiple equation model to focus on interactions among 
the prices for oil, maize, soybeans, ethanol, and ocean freight rates over the 
1985 to 2011 period. In section 4.2, we review some of the arguments that 
have been put forth to explain the recent price boom. We also discuss some 
of the modeling strategies that have been employed to examine the proposed 
explanations. In section 4.3 we discuss our data set and the rationale for 
selecting the variables to include in the analysis. Given that cobreaking is 
in its infancy, we utilize two diVerent methodologies to measure the eVects 
of shifts in the underlying causal variables on grain prices. In section 4.4 we 
use a simple unrestricted vector autoregression (VAR) to estimate some of 
the key relationships between grain prices and a number of macroeconomic 
variables. The nature of the model is such that mean shifts in any one vari-
able are allowed to change the means of all other variables. Given some of 
the limitations of VAR analysis, in section 4.5 we discuss some of the issues 
involved in estimating nonlinear models of shifting means. In order to deter-
mine whether the variables are stationary, in section 4.6 we report results of 
nonlinear unit root tests. In particular, we perform unit root and stationarity 
tests of all of the variables by employing a new testing procedure developed 
by Enders and Lee (2012). The advantage of their approach is that we can 
readily test for a unit root in the slowly evolving mean. In section 4.7, we go 
on to develop a parametric model of structural change in the spirit of the 
shifting- mean vector autoregressive framework similar to that considered 
by Ng and Vogelsang (2002), but modified in a manner consistent with Holt 
and Teräsvirta (2012) to allow for the possibility of gradual or smooth shifts 
(as opposed to discrete breaks). The results are assessed by, among other 
things, decomposing the eVects of the shifts of, in particular, oil prices on 
the prices for other commodities. The final section concludes.

4.2 The Recent Commodity Price Boom: A Brief Review

As detailed in Kilian (2008), Hamilton (2009), Wright (2011), Carter, 
Rausser, and Smith (2011), and Enders and Holt (2012), there are likely a 
variety of reasons underlying the recently observed boom- bust- boom pat-
tern for many primary commodity prices. Clearly, the first decade of the 
twenty- first century has generally been a period of significant income growth 
in many developing countries, and most notably in China, India, and parts 



140    Walter Enders and Matthew T. Holt

of South America including Brazil. Zhang and Law (2010) show that this 
income growth has led the BRIC countries to incorporate larger quantities 
of grains, meat, and other proteins in their diets.3

The second notable eVect of increased purchasing power in developing 
countries has been a sharp increase in the demand for energy, and most nota-
bly for petroleum. Hamilton (2009) reviews many of the details surrounding 
recent shifts in energy consumption and, specifically, discusses the role of 
the BRICs. Likewise, Kilian and Hicks (2013) provide empirical evidence 
that strong growth in a number of emerging markets helped fuel the energy 
price boom between 2003 and 2008. The recent situation is summarized in 
figure 4.2, which shows the percent of total world oil consumption from 
1992 to 2011 by the BRIC nations. As illustrated there, in the mid- 1990s 
BRIC consumption was stable at about 14 percent of global consumption. 
Beginning in the late 1990s and early in the first decade of the twenty- first 
century, however, these countries’ share of total world consumption rose 
steadily to just slightly over 21 percent by 2011.

Of more than passing interest is that the prices for many coarse grains 
(and sugar) and crude oil are increasingly tied in new and evolving ways. 
Specifically, the rise of  ethanol production and use in the United States 

3. BRIC is an acronym that stands for the emerging economies of Brazil, India, China, and 
Russia.

Fig. 4.2 Percent of total global oil consumption by Brazil, China, India, and Rus-
sia, 1992–2011 
Source: US Energy Information Administration (www.eia.gov/). 
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and elsewhere has had a large impact on land use, commodity prices, and 
the relationship between prices for energy and nonenergy commodities 
(Abbott, Hurt, and Tyner 2008). In the United States ethanol production 
was first encouraged by the tax incentives included in the 1978 Energy Tax 
Act, providing for federal excise tax exemptions for gasoline blended with 
10 percent ethanol. Over time other federal-  and state- level subsidies were 
also created. As well, import tariVs were incorporated to limit the amount 
of  ethanol coming into the United States from abroad. Furthermore, a so- 
called Renewable Fuel Standard, which dictates that gasoline sold in the 
United States contains a certain volume of  renewable fuels, was established 
as part of the Energy Policy Act of 2005. Of equal if  not greater importance 
for the rise of  ethanol were the state bans on methyl tertiary- butyl ether 
(MTBE), as noted by Zhang, Vedenov, and Wetzstein (2007) and Serra 
et al. (2011). MTBE is a widely used oxygenate in the gasoline produc-
tion process, and is a known contaminant of  water supplies. Ethanol is 
a reasonable substitute for MTBE in the refining process, with the switch 
from MTBE to ethanol gaining considerable traction in early 2006 (Serra 
et al. 2011).

Perhaps nowhere has the impact of increased ethanol use been more pro-
found than in the market for maize, as illustrated in figure 4.3. As the figure 
shows, between 1986 and 2001 the total amount of maize used for ethanol 
in the United States never exceeded 10 percent of total maize production. A 

Fig. 4.3 US maize production, maize used in ethanol, and percent of US maize 
production used in ethanol production, 1986–2011
Source: US Department of Energy (www.afdc.energy.gov/afdc/data/).
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notable uptick in this pattern occurred in the early twenty- first century, with 
dramatic increases being observed starting in 2006. The result is that by 2011 
over 40 percent of the total annual maize crop was being utilized in ethanol 
production. Because in the United States maize and soy in particular can 
be produced on much of the same land base, much of the increased maize 
acreage apparently came at the expense of area planted to soy.

Other factors have undoubtedly played a role in the most recent surge in 
commodity prices. Carter, Rausser, and Smith (2011), Wright (2011), and 
Kilian and Murphy (forthcoming), for example, discuss the importance 
of stockholding behavior, both for storable field crops as well as for non-
renewable energy resources, in price determination. For example, shortfalls 
in crop production will result in inventories being drawn down. Moreover, 
even seemingly small production shocks are capable, given the generally 
inelastic nature of short- run consumption demands, of causing rather large 
price swings (see, e.g., Roberts and Schlenker 2010). Certainly there is con-
siderable evidence of weather shocks during much of the period in ques-
tion in various producing regions of the world. Wright (2011) argues that 
much of the recent increase in nominal prices for major field crops can be 
explained by a standard model of supply and demand with storage. Specifi-
cally, Wright (2011) notes that during much of the mid and late years of the 
first decade of the twenty- first century stock- to- use ratios for major grains 
were, on a global level, at or near the levels observed during the previous 
commodity price boom in the mid- 1970s.

It is also likely that general macroeconomic conditions have had an impact 
on commodity price behavior in recent times. As Frankel (2008) discusses, 
there is evidence of linkages via monetary policy between real interest rates, 
exchange rates, and the prices for agricultural and mineral commodities.4 
For example, declines in the real value of the dollar have made US grains 
relatively less expensive to foreigners. There is ample evidence that low inter-
est rates and a weak dollar were at work in the most recent commodity price 
boom. For example, Chen et al. (2010) apply a factor model to prices for 
fifty- one traded commodities. They show that not only does the first, highly 
persistent component, mimic (nominal) exchange rate movements to a high 
degree, but the factor model also provides substantially improved forecasts 
of exchange rates relative to a random walk model. These macroeconomic 
factors, perhaps exacerbated by relatively loose monetary policy in the 
United States and elsewhere during the middle of the first decade of the 
twenty- first century, likely played a significant role in the recent commodity 
price boom. Hamilton (2010), for example, has argued that the second round 
of quantitative easing (i.e., undertaken by the Federal Reserve in 2010) likely 

4. Even so, subsequent results presented by Frankel and Rose (2010) seemingly contradict 
some of the earlier findings reported by Frankel (2008).
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helped boost commodity prices in 2010 and 2011 even after their steep but 
temporary declines following the financial crises in 2008 and 2009.5

What is clear is that a variety of conditions likely contributed to the recent 
commodity price boom. The evolving and changing relationship between 
energy and food, and most notably, between energy and coarse grains, is 
likely a contributing factor. So, too, are the likely eVects of macroeconomic 
conditions tied to real interest rates and, relatedly, real exchange rates. As 
well, inventory behavior in the face of increasing consumption demand and 
supply shocks also likely played a role. Identifying and isolating each of 
these eVects in a comprehensive structural model, while perhaps desirable,  
is likely not feasible. For these reasons we follow Carter, Rausser, and Smith 
(2011), Serra et al. (2011), Enders and Holt (2012), and others, and focus 
here on a set of reduced- form time- series models. Specifically, we are inter-
ested in seeing how the time and nature of structural shifts or breaks in sets 
of variables identified in some sense as being “causal” for commodity prices 
(including commodity prices themselves) aVected commodity price behav-
ior. While Enders and Holt (2012) examined issues of this sort in a univariate 
setting, a central innovation of this chapter is to extend their analyses to a 
multivariate framework.

4.3 Data

Given the large number of factors that have been identified with the recent 
run- up in commodity prices, we focus on two estimation strategies, each 
with its own set of  causal variables. The first uses an unrestricted vector 
auto regression (VAR) to analyze the relationship between grain prices and 
a number of macroeconomic variables including real exchange rates, inter-
est rates, and energy prices. The second uses a shifting- mean vector auto-
regression (SM- VAR) that focuses on a larger set of agricultural commodi-
ties and variables more directly influencing commodity prices such as ocean 
freight rates and climate conditions. In both analyses, all commodity prices 
are converted to real terms by deflating by the producer price index (PPI). We 
then further transform the data by converting it to natural logarithmic form.

4.3.1 Data Used in the VAR

In the broad overview analysis, a standard VAR analysis is performed 
by focusing on relationships among real grain prices, real energy prices, the 

5. Gilbert (2010), for example, argues that a driving force behind the recent run- up in com-
modity prices is speculation, either through physically holding (and withholding) stocks or 
indirectly by the influence of index- based investment funds on futures prices. We do not con-
sider the role of speculation as a factor in the longer- term movements in grain prices as Irwin 
and Sanders (2011) provide rather convincing evidence that there are no obvious empirical links 
between index fund trading and commodity futures price movements.
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real exchange rate, and a measure of the real interest rate. The grain price 
measure is an index constructed by the World Bank as a composite of repre-
sentative world prices for rice (weight of 30.2 percent), wheat (weight of 25.3 
percent), maize and sorghum (weight of 40.8 percent), and barley (weight 
of 3.7 percent).6 The energy price index is also constructed by the World 
Bank; it is a composite of the prices for coal (weight of 4.7 percent), crude 
oil (weight of 84.6 percent), and natural gas (weight of 10.8 percent). Both 
indices are normalized to average to 100 during 2005. The real exchange rate 
is the so- called broad exchange trade- weighted exchange rate, which in turn 
is a weighted average of the foreign exchange values of the US dollar against 
the currencies of a large group of major US trading partners converted to 
real terms. The real exchange rate is constructed and reported by the board 
of governors of the Federal Reserve System.7 Finally, the interest rate is the 
three- month Treasury bill secondary market rate adjusted for inflation. The 
inflation rate, in turn, is constructed as: 

inflt = 400[(CCPIt/CCPIt–3) – 1],

where CCPI denotes the core consumer price index; that is, the consumer 
price index (CPI) adjusted by deleting prices for food and energy. The real 
interest rate measure is constructed then by subtracting the inflation rate 
from the nominal three- month Treasury bill rate.8

Time- series plots for these four monthly series, 1974 to 2011, are presented 
in figure 4.4. There we see that the real grain price index declined from 1974 
through the mid- 1980s, leveled oV until the mid- 1990s, declined again until 
about until about 2000, and since then has generally increased. The real 
energy price index was generally stable from the mid- 1980s through the mid 
to late 1990s, then declined sharply in 1999, and has since tended to increase 
rather steadily. The real exchange rate shows sharp increases in the early to 
mid- 1980s and again in the late 1990s and early years of the twenty- first cen-
tury, with a generally steep decline starting in about 2002. As expected, the 
real Treasury bill rate peaked in the early 1980s, and has generally declined 
since then, although several plateau periods have also been observed.

4.3.2 Data Used in the SM- VAR

Turning to the data used in the SM- VAR analysis, we focus on interactions 
among a select set of specific commodity prices. Specifically, we focus on 
interactions among monthly prices for maize, soy, crude oil (or more simply, 

6. A time- series compilation of  World Bank commodity price data may be downloaded 
from the url: http://blogs.worldbank.org/prospects/category/tags/historical- commodity- prices.

7. The data may be obtained from the url: http://www.federalreserve.gov/releases/h10/summary 
/default.htm.

8. Data for core CPI and the three- month Treasury bill rate were obtained from the St. Louis 
Federal Reserve’s FRED database. 
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oil), a measure of ocean freight rates, and the price of ethanol. Because the 
production and transport of  agricultural commodities are subject to the 
vagaries of weather, we also consider a climate extremes index. The maize, 
soy, and oil prices used in this analysis are reported by the World Bank. 
Maize prices are recorded in dollars per metric ton (dollars/mt), and repre-
sent US number 2 yellow, free on board (FOB), Gulf prices. Likewise, soy 
prices are also reported in dollars per metric ton, and are US, cost, insur-
ance, and freight (CIF), Rotterdam prices. The crude oil price is recorded 
in dollars per barrel (dollars/bbl), and represents an average of spot market 
prices for Brent, Dubai, and West Texas intermediate crude; crude oil prices 
are equally weighted in constructing the World Bank composite oil price 
measure. Additional details regarding these variables are reported in the 
technical appendix that accompanies Enders and Holt (2012).

Freight rates are a major factor in world trade of primary commodities. 
Moreover, because in the short run the fleet of transport vessels is essen-
tially fixed, Kilian (2009) argues that variations in ocean freight rates can be 
viewed as an observable real activity variable, which in turn help identify flow 
demand shifts. The data were constructed by Lutz Kilian, and represent an 
average of dry bulk shipping freight rates for cargoes consisting of grain, oil-
seeds, coal, iron ore, fertilizer, and scrap metal as reported by Drewry’s Ship-
ping Monthly. A composite index is then constructed in a manner described 
in more detail in Kilian (2009). In the index the value for January 1968 is 
normalized to one. These data were obtained directly from Lutz Kilian by 
private correspondence. Importantly, unlike the data used in Kilian’s (2009) 
paper and reported on his website, the data we use for the dry bulk shipping 
freight rates have not been detrended.9

Because markets for energy have evolved rapidly in recent years with the 
rise of ethanol production, there is reason to believe that prices for major 
field crops (and most notably, maize) and energy are now linked in new 
and more complex ways (Abbott, Hurt, and Tyner 2008). In an attempt to 
examine these linkages in more detail, we also include a measure of ethanol 
price. Specifically, the ethanol price used here is the FOB Omaha rack price, 
quoted in dollars per gallon, and collected and reported by the Nebraska 
state government.10 Ethanol price data are only available beginning in Janu-
ary 1982.

A final measure of interest relates to climate anomalies that might aVect 
the production, marketing, and transport of  agricultural commodities. 
Although several alternatives are available, we use the National Oceanic and 
Atmospheric Administration’s (NOAA) National Climatic Data Center’s 

9. In the analysis reported in Kilian (2009), the dry bulk shipping freight rates were detrended 
to account for declining real unit costs of shipping over time.

10. The data were obtained from the url: http://www.neo.ne.gov/statshtml/66.html. Similar 
data for ethanol were employed by, for example, Serra et al. (2011).
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climate extreme index (CEI) for the Upper Midwest climate region.11 The 
index, developed by Karl et al. (1996) and Gleason et al. (2008), incorporates 
information on monthly maximum and minimum temperature, daily precip-
itation, and the monthly Palmer Drought Severity Index (PDSI) measures.

Time- series plots, 1974 to 2011, of the data used in the SM- VAR model 
are reported in figure 4.5. For our purposes, it is important to note that the 
real prices for maize and soy generally declined until the early years of the 
twenty- first century, at which point they started to trend upward. A some-
what similar pattern is evident for the price of crude oil, although the upturn 
since the early twenty- first century has been more pronounced. The real 
price of ocean freight generally trended down from the early 1970s through 
the early twenty- first century, and experienced a notable upturn until the 
most recent recession beginning in late 2007. Since then real ocean freight 
rates have generally remained low relative to historical norms. The real price 
of ethanol also tended to trend downward from 1982 through the early years 
of the twenty- first century, and then trended upward rather sharply, again, 
until the onset of  the most recent recession. Finally, the climate extreme 
index is apparently rather volatile, although without any discernable trend. 
Even so, it may contain a cyclical component.

4.4 A VAR Analysis

In this section we employ a vector- autoregression to analyze the dynamic 
interrelationships between real grain prices and the key macroeconomic 
variables that have been identified as aVecting the agricultural sector. As 
indicated in Ng and Vogelsang (2002), a VAR containing variables with 
structural breaks is misspecified unless the breaks are properly modeled and 
included in the estimated VAR. Nevertheless, the cobreaking literature is 
still in its early stages and, as we explain in more detail in following sections, 
it is not always clear how to estimate a system with cobreaking (shifting) 
variables. Moreover, given that we are working with the variables shown in 
figure 4.4, a number of potential breaks are likely to be smooth so that the 
number of breaks, the functional form of the breaks, and the break dates 
are unknown. As such, in this section, we utilize the results from a VAR 
without incorporating an explicit parametric model for breaks (shifts). The 
benefit of our VAR analysis is that we can measure the extent to which shifts 
in the macroeconomic variables are transmitted to real grain prices without 
having to impose any particular structural assumptions on the data. We 
rely on Sims (1980) and Sims, Stock, and Watson (1990) who indicate how 

11. For example, Fox, Fishback, and Rhode (2011) explored the impacts of a well- known 
drought measure, the Palmer Drought Severity Index (PDSI), along with other measures, on 
the price of maize, 1895 to 1932. Likewise, Schmitz (1997) examined the role of the PDSI in 
explaining US beef cow breeding herd inventory adjustments. 
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to conduct inference in a regression (or a VAR) combining stationary and 
nonstationary variables. Subsequently, we develop a more disaggregated 
model in which we explicitly estimate the structural breaks and their trans-
mission across sectors.

Since an unrestricted VAR is atheoretic, we need only select the relevant 
variables to include in the model, determine the lag length, and decide on 
an orthogonalization of  the regression residuals. In addition to the real 
price of grain, we began with a block of three variables that have often been 
credited with influencing real agricultural prices: the real price of energy, the 
real interest rate, and the real multilateral exchange rate. When we used the 
sample period running from January 1974 to December 2011, the multi-
variate Akaike information criterion (AIC) selected a lag length of seven 
months for our basic four- variable VAR. As shown by Sims, Stock, and 
Watson (1990), it is generally not appropriate to apply Granger causality 
tests to nonstationary variables. Hence, we performed the standard block 
exogeneity test described in Enders (2010, 318–19) but we let the AIC sug-
gest which other variables we might want to add to the four- variable VAR. 
Even though the AIC is quite generous in this regard, we maintained the 
four- variable model as none of the following variables reduced the AIC: real 
ocean freight rates, the climate index, and various measures of real US out-
put including the cyclical portion of Hodrick- Prescott (HP)- filtered US real 
disposable income.

In order to avoid performing our innovation accounting using an ad hoc 
Choleski decomposition, we used the following strategy to decompose the 
regression residuals into pure orthogonal shocks. Let the subscripts i = 1, 2, 
3, and 4 denote real energy prices, the real exchange rate, the real T- bill rate, 
and the real grain price, respectively. Also, for each period t, let eit denote 
the regression residual from the i−th equation of the VAR and let eit denote 
the pure orthogonal innovation (i.e., the “own” shock) to variable i. In every 
period t, the relationship between the regression errors and the orthogonal 
innovations is:

(1) 
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

,

so that in matrix form: et = Get where the gij are parameters such that the 
covariance matrix of the regression residuals, Eet ′et , is   GE(et ′et) ′G  and G is the 
(4 × 4) matrix of the gij.

As it stands, equation (1) indicates that each variable is contemporane-
ously aVected by the innovations in every other variable. However, it is far 
more likely that some variables are causally prior to others in the sense that 
they are aVected by others only with a lag. For example, since a grain price 
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shock is unlikely to have a contemporaneous eVect on the macroeconomic 
variables, the macroeconomic block should be causally prior to real grain 
prices. Moreover, without imposing some structural restrictions on the G 
matrix, the eit shocks are unidentified. As described by Enders (2010, 325–
9), exact identification of the orthogonal innovations from the covariance 
matrix requires six restrictions. The assumption that the 3 × 3 block of 
macroeconomic variables is causally prior to each other requires nine restric-
tions—gij = 0 (i ≠ j for i < 4)—whereas the exact identification requires only 
six restrictions. However, imposing these nine restrictions (so that the system 
is overidentified) results in a sample value of χ2 equal to 11.88; with three 
degrees of freedom, the prob−value for the restriction is 0.0078. The reason 
for the rejection of the restriction is that the contemporaneous correlation 
between the residuals of the real exchange rate and real T- bill equations (i.e., 
e2t and e3t) is 0.55. However, when we do not force g23 = 0, the following set 
of eight restrictions results in a χ2 value of 0.975, which is insignificant at 
any conventional level:

(2) 
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.

As such, our decomposition allows real energy, real exchange rate, and 
real T- bill shocks to contemporaneously aVect grain prices and allows real 
interest rate shocks to contemporaneously aVect the real exchange rate. 
Otherwise, the contemporaneous innovations in each variable are due to 
“own” shocks.

Figure 4.6 shows the impulse responses of grain to a +1- standard devia-
tion shock in each of the innovations given the set of shocks identified by 
equation (2). In order to make the comparisons meaningful, the magnitudes 
of the responses have been normalized by the standard deviation of the grain 
shock. Interestingly, the initial eVect of a grain price innovation continues to 
build for three periods and, although it begins to decay, is quite persistent. 
A positive energy price shock has a positive eVect on grain prices; by month 
5, a +1- standard deviation shock in energy prices induces a 0.5 standard 
deviation increase in the real price of grain. Not surprisingly, higher interest 
rates and a stronger dollar both act to decrease the real price of grain. After 
all, higher interest rates increase grain- holding costs and a stronger dollar 
increases the price of US grain to importers. Note that after six months, 
+1- standard deviation shocks to the real exchange rate and the real interest 
rate depress real grain prices by about 0.50 and 0.35 standard deviations, 
respectively.

The variance decompositions suggest a modest degree of  interaction 
among the macroeconomic variables and real grain prices. As shown in 
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table 4.1, almost all of the six- month ahead forecast error variance of the 
real price of grain is due to its own innovations (92.68 percent). However, 
after one year, real energy prices, the real exchange rate, and the real T- bill 
rate account for 5.64 percent, 9.20 percent, and 3.87 percent of the forecast 
error variance, respectively. After two years, these percentages grow to 8.87 
percent, 14.51 percent, and 5.93 percent, respectively.

Nevertheless, these percentages can be misleading since there are subpe-
riods during which the influence of the macroeconomic variables on grain 
prices was substantial. In order to show this, we decomposed the actual 
movements in real grain prices into the portions contributed by each of the 
four innovations. If  we abstract from the deterministic portion of the VAR, 
each of the four variables can be written in the form:

(3) 
  
yiT + j = Ai1(L)e1T + j + Ai2(L)e2T + j + Ai3(L)e3T + j + Ai4(L)e4T + j + yiT ,

Fig. 4.6 Impulse response functions for grain with respect to energy price, the real 
exchange rate, the real Treasury bill rate, and own grain price
Note: All impulse response functions are normalized by the standard deviation of grain.

Table 4.1  Percentage of the forecast error variance for grain

Steps 
ahead Std. error  Energy  

Exchange 
rate  T- bill  Grains

1 0.035 0.00 0.36 1.25 98.39
6 0.114 1.42 3.60 2.30 92.68
12 0.152 5.64 9.20 3.87 81.30
18 0.179 7.35 12.15 4.81 75.69
24  0.198  8.87  14.51  5.93  70.69
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where the   Aik(k = 1,2,3,4) are j−th order polynomials in the lag operator L. 
As such, the 

  
Aik(L)ekT + j are the part of variable i attributable to innovations 

in variable k over the period   T + 1 to  T + j . As such, a time- series plot of 

  
A4k(L)ekT + j  shows how movements in variable k aVected the real price of 
grain. In essence, the plots show the counterfactual analysis of  how real 
grain prices would have evolved had there been only k- type shocks.

The top portion of figure 4.7 shows how real interest rate and real grain 

Fig. 4.7 Historical decompositions of real grain prices with respect to the real 
Treasury bill rate and own shocks (top panel) and real energy price and real ex-
change rate (bottom panel)
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price innovations (i.e., “own” innovations) aVected the real price of grain. 
The solid line in the figure shows the actual movement in grain prices so that 
it is possible to see the influence of each of the two variables on actual grain 
price movements. As can be seen by the short- dotted line in the figure, real 
interest rate movements have a small positive eVect in the mid- 1990s and 
a small negative eVect from 1998 through most of  the remaining sample 
period. Nevertheless, the downward movement in real interest rates (see 
panel D of figure 4.4) has caused the absolute value of this negative eVect to 
steadily diminish. As such, it can be argued that the decline of real interest 
rates has exerted pressure for grain prices to rise relative to pre- early- twenty- 
first century levels. Notice how shocks to the price of grain accounted for 
the sharp movements in real grain prices in 1987 and 1988, 1995, and 2007 
to 2009.12

The lower portion of figure 4.7 shows the eVects of energy and exchange 
rate innovations on the price of grain over the 1986:1 to 2011:12 period. 
It appears that the eVects of energy prices and the real exchange rate on 
the real price of grain were generally oVsetting. From 1986 through 1997, the 
real exchange rate acted to boost the price of grain. After all, during the 
period when the dollar was relatively weak, the foreign demand for US grains 
is anticipated to be relatively high. Since the prices are in logarithms, it 
should be clear that in the early 1990s the exchange rate acted to increase 
real grain prices by as much as 25 percent. As the weak dollar stimulated 
the foreign demand for US grain, the dollar price of grain was bolstered. 
Subsequently, the steady appreciation of the real value of the dollar from 
1995 through 2002 induced a decline in real grain prices. By 1996, the overall 
eVect of exchange rate movements on grain prices was negative. In contrast, 
high energy prices had a depressing eVect on real grain prices through 1999. 
However, the run- up in energy prices beginning in 1999 acted to increase 
grain prices—by mid- 2000, the overall eVect of energy price innovations on 
grains became positive. By 2006, the eVect was to increase grain prices by 
almost 20 percent.

4.5 Modeling Time- Series Variables with Shifting Means

Although the VAR results are informative, it is useful to develop a comple-
mentary parametric model that allows us to explicitly estimate the shifting 
means. To begin, consider a stationary series 

  yt,t = 1,,T , that in the pres-
ent case represents a particular commodity price. A simple shifting- mean 
(SM) autoregressive model of  order p for  yt, that is, an SM- AR( p), is 
given by:

(4) 
   
yt =  t( ) + j yt - j + et

j =1

p

∑ ,

12. Note that the term “own” shocks for grain can be misleading since all excluded variables 
actually aVecting grain prices influence   e4t . 



Evolving Agricultural and Energy Commodity Price Relationships    155

where 
   et  iid(0,  2), and where under stationarity all roots of the lag poly-

nomial 
   
1 - ∑ j =1

p j L
j  lie outside the unit circle. In equation (4) 

   
(t) is the 

deterministic, nonlinear shift function. As usual in a Dickey-Fuller test, it 
is standard to assume that 

   
(t) contains a time- invariant intercept and, per-

haps, a deterministic linear trend (or quadratic trend) term. In this case  yt 
would be said to be “trend stationary.”

In recent years economists have focused on more detailed specifications 
for the time- varying intercept, 

   
(t). For example, one approach, popularized 

by Bai and Perron (1998, 2003), is to assume that shifts over time in the 
intercept happen in a discrete manner. That is, we may write 

   
(t) as:

(5) 
   
(t) = 0 + i1(t > i)

i =1

k

∑ ,

where  1(⋅) is a Heaviside indicator function such that  1(⋅) = 1 for   t > i  and 
is zero otherwise. In equation (5) 

   i ,  i = 1,,k, denotes the discrete break 
dates. For our purposes, there are several problems with the specification in 
equation (5). First, the number of  breaks or the timing of  breaks are 
unknown a priori, and therefore these additional parameters must also be 
estimated as part of the modeling process. More importantly, the nature of 
the breaks in equation (5) is assumed to be sharp in that each break fully 
manifests itself  at the date   i . However, suppose there is at least one relatively 
long, gradual shift in the evolution of  yt, which in turn must be accounted 
for by 

   
(t). In this instance it is likely that the Bai- Perron procedure would 

require multiple “breaks” in order to accurately account for what is other-
wise one gradual shift. As an alternative to equation (5), then, Lin and 
Teräsvirta (1994) and González and Teräsvirta (2008) proposed the follow-
ing nonlinear specification:

(6) 
   
(t) = 0 + iG

i =1

k

∑ t*;i,ci( ),

where   G(⋅) is the so- called transition function and   t* = t /Tq. For example, 

  G(⋅) is often given by:

(7)    G(t*;i,ci) = [1 + exp{- exp(i)(t* - ci)/t*}]-1,

where    t* denotes the standard deviation of   t*.13 In other words, equation (7) 
is a standard two- parameter logistic function in the rescaled time trend 
index,   t*, where by construction   G(⋅) is strictly bounded on the unit interval. 
The speed with which the logistic function transitions from zero to one is 
determined by the magnitude of     = exp(i). For large values of γ, that is, 
as 

 
 → ∞, it follows that   G(⋅) will eVectively become a step function with 

properties identical to those of the Heaviside indicator functions in equation 
(5), where the switch date or break date is associated with   t* = ci . Alterna-

13. Normalizing    exp(i) by    t*  eVectively renders this parameter unit free, which in turn is 
desirable for numerical reasons during estimation.
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tively, for considerably smaller values of γ the transition from zero to unity 
will be smooth or gradual, and in the extreme as    → 0 the shift eVectively 
disappears. Lin and Teräsvirta (1994) refer to the combination of equations 
(4), (6), and (7) as the time- varying autoregressive model, or TVAR.14 The 
TVAR model represents a generalization of the methods considered by Bai 
and Perrron (1998, 2003) in that both smooth shifts and sharp breaks are 
accommodated.

Of course, equation (7) is not the only transition function that might be 
considered. Others include the quadratic logistic function (see, e.g., van Dijk, 
Teräsvirta, and Franses 2002) and the generalized exponential introduced by 
Goodwin, Holt, and Prestemon (2011). Considering the later, the transition 
function may be defined as:

(8) 
   G(t*;i,ci,i) = 1 - exp{- exp(i)[(t* - ci)/t* ]2i},i = 1,2,,max.

In equation (8) when    i = 1 the standard two- parameter exponential transi-
tion function obtains, which results in something analogous to a V- shaped 
transition function that is symmetric around the centrality parameter,  ci. 
When    i ≥ 2 in equation (8) the generalized exponential function obtains, 
which generates a U- shaped time- path for the transition function, also sym-
metric around  ci. Indeed, as  ki becomes large, say, typically, 4 or 5, the gen-
eralized exponential function approximates a pair of Heaviside indicator 
functions that are oVsetting.15 Depending on the underlying properties of 
the data, combinations of logistic functions and/or the generalized expo-
nential function provide considerable flexibility when modeling a combina-
tion of smooth shifts and discrete breaks in a univariate series.

Estimation of the SM- AR can be done by using nonlinear least squares 
(van Dijk, Teräsvirta, and Franses 2002) or by using a grid search (Enders 
and Holt 2012). Additional details regarding estimation of SM- AR models 
are provided by Teräsvirta, Tjøstheim, and Granger (2010).

A third alternative to modeling the intercept term, 
   
(t), in equation (4) 

was introduced by Becker, Enders, and Hurn (2004). Specifically, they pro-
pose approximating the time- varying intercept in equation (4) by using low- 
frequency terms from a Fourier approximation of 

   
(t) in t. For example,

(9) 
   
(t) = 0 + 1t + {k sin(2kt/T ) + k cos(2kt/T )}

k =1

n

∑ ,n ≤ T /2.

As illustrated by Enders and Lee (2012), the combination of equation (9) 
with equation (4) provides considerable flexibility in modeling a wide array 
of smoothly shifting intercepts in univariate autoregressive models.

14. More generally, Lin and Teräsvirta (1994) consider a situation where all parameters in 
equation (1) can change in a manner defined by the transition function,   G(⋅). As in González 
and Teräsvirta (2008) and Enders and Holt (2012), we restrict attention here to the case where 
only the intercept term varies over time.

15. A pair of  logistic functions could also be used to approximate either V- shaped or 
U- shaped shifts, albeit at the expense of estimating more (nonlinear and correlated) parameters.
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Irrespective of the method used to model the time- varying intercept in 
equation (4), the unconditional (shifting) mean of  the series, yt, may be 
obtained by taking the unconditional expectation of equation (4) and solv-
ing, to obtain:

(10) 
   
Etyt =  jL

j

j=1

p

∑





-1

(t) = j
j =0

∞

∑  t - j( ),

where   0 = 1. According to equation (10) the shifting mean of  yt will depend 
on the precise way for which 

   
(t) is specified, as well as the model’s autore-

gressive parameters.

4.5.1 Shifting Means: Multivariate Methods

In principle the above specifications can be extended to a multivariate 
setting in a straightforward manner. For example, let 

  i = 1,,n, index the 
particular commodity prices considered in the system. We may therefore 
define 

  yt = (y1t,, ynt ′)  as an   (n × 1) vector of observations on commodity 
prices at time t.16 The multivariate counterpart to equation (4), that is, the 
shifting- mean vector autoregression (SM- VAR), is given by:

(11) 
    
yt = �(t) + �j yt - j + �t

j =1

p

∑ ,

where 
  
�j  is a   (n × n) parameter matrix, 

  j = 1,, p,, and where      �t~ iid(0,), 
where     E(�t) = 0, and where 𝚺 is a   (n × n) positive definite covariance matrix. 
Assuming the vector autoregressive structure of the system is dynamically 
stable, the roots of 

    
| I - ∑ j =1

p �j L
j | are assumed to lie outside the unit circle. 

In equation (11) 
   
(t) = (1(t*),,n(t*) ′)  is a   (n × 1) time- varying intercept 

vector, where a typical element might be given by:

(12) 
   
l(t) = 0l + liG(t*;li,cli),l = 1,,n.

i =1

kl

∑

In equation (12) the   G(⋅) transition functions could, as in the univariate case, 
be given by some combination of  equations (7) and/or (8). In a manner 
analogous to the univariate case, the system in equation (11) may be writ-
ten as:

(13) 
    

I -  jL
j

j =1

p

∑



 yt = (t) + �t,

so as in equation (10), the vector- valued shifting- mean for  yt can be general-
ized such that:

(14) 
     
tyt = I - �j L

j

j =1

p

∑





-1

(t) = �j
j =0

∞

∑ (t - j),

16. Henceforth, bolded variables are used to denote appropriately defined vectors or arrays.
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where    �0 = I, an   (n × n) identity matrix. Note that equation (13) implies 
that a shift in the series for, say,  yit, will necessarily cause a shift in, say, 

 
yjt  

(Ng and Vogelsang 2002). Indeed, the only way this is not true is either if  
(a) the coeYcients on lagged 

 
yjt  in the equation for  yit sum to zero or, alter-

natively, (b) if  prior observations on 
 
yjt  do not Granger cause  yit.

4.5.2 Shifting Means: A Testing Framework

An automatic question is, How might the presence of shifting means be 
tested for, especially in a multivariate framework? And how many shifts 
might be required for each equation? Prior research has focused almost 
exclusively on testing in a univariate autoregressive (AR) context. We review 
the general univariate testing approach and then discuss how such tests 
can be adapted for use in a SM- VAR setting. We focus on the shifting- 
mean model where either the logistic function in equation (7) or the gener-
alized exponential function in equation (8) are used to characterize mean  
shifts.

Univariate Models

Consider the following univariate AR model or order p, that is, an AR( p):

(15) 
     yt = 0 + ′� zt + et ,

where 
   
zt = (yt -1,, yt - p ′)  is a 

  ( p × 1) vector, and where 
    
� = (1,, p ′) , a 

  ( p × 1) parameter vector. Of course equation (15) is just a special case of the 
SM- AR where, in particular, no mean (intercept) shifts occur. The alterna-
tive to equation (12) might simply be

(16)      yt = 0 + 1G(t*;1,c1) + ′� zt + et,

where    G(t*;1,c1) is the transition function, presumably associated with 
either the logistic function in equation (7) or the generalized exponential 
function in equation (8). At this point it would seem that equation (15) could 
be estimated and the results used to simply test the hypothesis   H0 : 1 = 0. 
Such an approach would be invalid, however, in that equation (15) can be 
obtained from equation (16) either by restricting   1 = 0 or by setting   1 = 0 
(so that the logistic function degenerates into a constant). The point is, when 

  1 = 0 there are unidentified nuisance parameters under the null, namely,   1 
and   c1. The result is that the estimator for   1 (and likewise, for   1) will be 
associated with a nonstandard distribution, even as  T → ∞. This general 
result is due to a series of papers by Davies (1977, 1987), and is typically 
referred to simply as the “Davies problem” in the literature. To circumvent 
the problem, Lukkonen, Saikkonen, and Teräsvirta (1988) proposed that 
the   G(⋅) function in equation (16) could be replaced with a reasonable Taylor 
series approximation, taken at the limiting value   exp(1) = 0. For example, 
if  a third- order Taylor approximation is used, equation (16) may be rewrit-
ten as:
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(17)      yt = 0 + 1t* + 2t*2 + 3t*3 + ′� zt + t,

where 𝛑 is a   ( p × 1) parameter vector, and where   t  equals the original error 
term,  et, plus approximation error. The Lagrange multiplier (LM) test for a 
constant mean can be conducted by regressing the residuals from equation 
(15) on the regressors in equation (17) and using the standard sample 
F- statistic for the null hypothesis:

(18)    H0 = 1 = 2 = 3 = 0.

Assuming that the null hypothesis of a constant mean in equation (18) 
is rejected, Lin and Teräsvirta (1994) go on to describe a sequence of tests 
that may be used in an attempt to identify the nature of  the mean shift; 
that is, whether it is more likely to be of the logistic function or generalized 
exponential function variety. Specifically, if  equation (18) is rejected we may 
take equation (17) as the maintained model, and then test:

(19) 

  

H03 : 3 = 0,

H02 : 2 = 0|3 = 0,

H01 : 1 = 0|2 = 3 = 0.

The idea is that if  either  H03 or  H01 is associated with the smallest p–value 
that the corresponding mean- shift is more likely a logisitic function. And of 
course in this case the possibility of a sharp break in the model’s intercept 
is not precluded. Alternatively, if   H02 has the smallest p–value, then the 
mean- shift is more likely to have occurred in a manner consistent with the 
generalized exponential function in equation (8).

Escribano and Jordà (1999) consider a modification to the testing sequence 
outlined above. Specifically, they extend the testing equation in (17) to include 
a fourth- order term,   t*

4. That is, the testing equation they propose is:

(20)      yt = 0 + 1t* + 2t*2 + 3t*3 + 4t*4 + ′� zt + t.

The LM test for the null hypothesis of no mean shifts in equation (20) is the 
sample F- value for the restriction:

(21)   ′H0 = 1 = 2 = 3 = 4 = 0.

Escribano and Jordà (1999) propose the following testing sequence:

(22) 

   

H0E : 2 = 4 = 0,

H0L : 1 = 3 = 0,

as an aid in identifying the form of the underlying shift (transition) function. 
Specifically, if    H0E has the smallest p–value, then the underlying mean- shift 
is most likely of the generalized exponential form in equation (8). Otherwise, 
if    H0L is associated with the smallest p–value, then the underlying mean shift 
is likely associated with the logistic transition function in equation (7).
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After completion of the testing sequence, a provisional SM- AR model 
may be specified as:

   
yt = 0 + 1G1(t*;1,c1) +  jyt - j + et,

j =1

p

∑

where   G1(⋅) is given by either equations (7) or (8). And once the parameters 
of  the provisional SM- AR model have been estimated, it is desirable to 
perform additional diagnostic tests or checks. For example, it is useful to 
know if  there is any evidence of remaining autocorrelation or, most impor-
tantly, if  there is evidence of  remaining intercept shifts. As described by 
Eitrheim and Teräsvirta (1996), the provisional SM- AR model may be used 
to perform a series of LM tests designed to address these questions. Spe-
cifically, define the skeleton of the SM- VAR as:

     F(xt,�) = 0 + 1G1(t*;�) + ′� zt,

where    xt = (1,zt ′)  and    � = (0,1, ′� ,�), where     � = (1,c1). Let   êt denote the 
residuals from the estimated SM- AR. And let     ∇F(xt,�) denote the gradient 
of the skeleton of the SM- AR with respect to its parameters, that is, define 

     
∇F(xt,�̂) = ∂F(⋅) / ∂� |

= ̂
.

In order to test for remaining autocorrelation, an auxiliary regression of 
the form:

(23) 
     
êt = ′� ∇F(xt,�̂ ′) + qj êt - j + t

j =1

q

∑

may be performed as an LM- type F- test of  the null hypothesis 

  
H0 : q1 =  = qq = 0. Doing so constitutes a test for remaining serial cor-
relation at lag q. To test for remaining mean shifts the auxiliary regression 
from equation (21) may be modified as follows:

(24) 
     
êt = ′� ∇F(xt,�̂ ′) + j t* j + t,

j =1

max

∑

where   max  typically equals either three or four. The null hypothesis of no 
remaining intercept shifts is 

  
H0 : 1 = max

= 0. Again, this LM test for 
remaining intercept (mean) shifts may be performed as an F- test as previ-
ously described. If  necessary, the testing sequence in either equations (19) 
or (22) may also be used to help identify the nature of the underlying transi-
tion function for any remaining mean shifts.

Multivariate Models

To date, relatively limited research has been conducted on the general 
topic of SM- VAR models or, similarly, shifting- mean near vector autore-
gressive (SM- NVAR) models. Unlike the approaches of  Anderson and 
Vahid (1998), Rothman, van Dijk, and Franses (2001), and Camacho (2004), 
we use the scaled time variable 

  t* = t /T,t = 1,,T , and do not wish to 
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impose a priori the same transition function across equations. Furthermore, 
we want to consider the possibility that a mix of logistic and generalized 
exponential transition functions might be used in the modeling exercise. 
Conducting systems tests in cases like this can quickly become unwieldy, 
especially when n, the number of equations in the system, is large. For these 
reasons we follow Holt and Teräsvirta (2012) and proceed by employing 
univariate tests on an equation- by- equation basis. Provisional models for 
each equation may be estimated by using nonlinear least squares, and model 
assessments performed. Once provisional models have been satisfactorily 
estimated, it is then possible to use these as starting values to jointly estimate 
the parameters in a SM- VAR or SM- NVAR.

A final caveat is in order. Specifically, it is not desirable to use univariate 
methods to identify shifting means if  additional explanatory variables 
should be included in the regression. Specifically, using equation (15) where 

   
zt = (yt -1,, yt - p ′)  will generally not yield the correct number of shifts if, 
in fact, additional explanatory variables should be included in the model. 
 Fortunately, the solution in this case is relatively straightforward. Sup-
pose, for example, that the focus is on modeling  yit and, moreover, that 

 
yjt   apparently Granger causes  yit. In this case   zt can be redefined as 

   
zt = (yit -1,, yit - p, yjt -1,, yjt - p ′) , in which case the models in equations (15), 
(16), and (17) directly apply. In other words, by including appropriate con-
ditioning variables in   zt the univariate testing and evaluation procedures 
defined previously may be readily applied. Simulation results reported in an 
earlier version of Holt and Teräsvirta (2012) indicate this approach tends to 
pick the correct number of shifts,  ki, with reasonable accuracy. Moreover, 
this basic framework is exactly that described originally by Lin and  Teräsvirta 
(1994) when considering the specification and estimation of TVAR models.

4.6 Unit Root Tests with Shifting- Mean Alternatives

Before beginning to estimate our SM- VAR or SM- NVAR, it is necessary 
to determine whether or not the variables used in the analysis contain unit 
roots. As demonstrated by Perron (1989, 1997), in the presence of neglected 
structural change, standard unit root tests are misspecified and suVer from 
serious size distortions. If  the breaks are sharp, it is possible to use dummy 
variables to construct a modified unit root test with good size and reasonable 
power. Nevertheless, as shown by Prodan (2008), if  there are oVsetting or 
U- shaped breaks, the dummy variable approach performs poorly when esti-
mating the number of breaks and the break dates. Moreover, Becker, Enders, 
and Hurn (2004) show that the dummy variable approach loses power in the 
presence of the types of smooth shifts displayed by real commodity prices. 
In essence, to mimic a gradual structural break, it is necessary to combine a 
number of dummy variables into a single step- function.

In order to control for smooth structural change, Enders and Lee (2012) 
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augment the standard Dickey- Fuller test with a Fourier approximation for 
the deterministic terms. Consider:

(25) 
   
yt = a0 + t + d(t) + yt -1 + iyt -1 + et

i =1

p

∑ ,

where the structural breaks are approximated by the deterministic Fourier 
expression   d(t),

(26) 
   
d(t) = k sin(2kt/T ) +

k =1

n

∑ k cos
k =1

n

∑ (2kt/T ) + e(n).

In equation (26), n is the number of frequencies used in the approximation, 
the   k and   k are parameters, and   e(n) is approximation error. The notation 
is designed to highlight the fact that   e(n) is a decreasing function of n such 
that   e(n) = 0 when   n = T /2. In the absence of structural change,   d(t) = 0, 
so that the linear model is nested in equations (25) and (26).

Note that the specification in equation (26) has a number of desirable 
econometric properties. Unlike a Taylor series approximation in the powers 
of t (i.e., 

  t,t
2,t3,), the trigonometric components are all bounded. More-

over, since a Fourier approximation is an orthogonal basis, hypothesis test-
ing is facilitated in that each term in the approximation is orthogonal to 
every other term. Perhaps most important, unlike a Taylor series expansion, 
a Fourier approximation is a global (not a local) approximation that need 
not be evaluated at a particular point in the sample space. Least squares and 
maximum likelihood estimation methods force the evaluation of a Taylor 
series expansion to occur at the mean of the series. However, this is undesir-
able in a model of structural change because the behavior of a series near 
its midpoint can be quite diVerent from that elsewhere in the sample.

In order to avoid overfitting and to preserve degrees of freedom, Enders 
and Lee (2012) recommend using only a few low frequency components in 
the estimation. Since structural breaks shift the spectral density function 
toward zero, they are able to demonstrate that the low frequency compo-
nents of a Fourier approximation can often capture the behavior of a series 
containing multiple structural breaks. Although the approximation works 
best with smooth breaks, it is also the case that the approximation with only 
a few low frequency components is able to detect and control for many types 
of sharp breaks.

The critical values for the null hypothesis of a unit root (i.e.,    = 0) depend 
on whether t is included as a regressor in equation (25) and on the value of 
n used in equation (26). The value of n can be prespecified or selected by 
using a standard model selection criterion such as the AIC or Schwarz- 
Bayesian criterion (SBC).

Instead of using cumulative frequencies, it is possible to reduce the num-
ber of parameters estimated by performing a grid search over the low- order 
frequencies (

  k = 1,2,3,) and then conducting the unit root test using the 
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single best- fitting frequency,   k*. Another variant of the test relies on the 
well- known fact that the trend coeYcient in equation (22) is poorly estimated 
in highly persistent data. In order to produce a test with enhanced power, 
Enders and Lee (2012) develop a testing procedure based on the Lagrange 
multiplier (LM) methodology. The idea is to estimate the coeYcients of the 
deterministic terms using first- diVerences and then to detrend the series 
using these coeYcients. The third variant is Becker, Enders, and Lee’s (2006) 
introduction of Fourier terms into the Kwiatkowski et al. (1992) stationary 
test. As such, it is possible to test the null of a stationary series fluctuating 
around a slowly changing mean against the alternative of a unit root. Since 
all unit root tests suVer from low power, it often makes sense to confirm unit 
root tests with a procedure using the null of stationarity.

Table 4.2 reports the results of the standard Dickey- Fuller test and the 
four diVerent Fourier tests applied to the seven series used in our analysis. 
Notice that the start of the sample period is 1974:01 for all variables save 
ethanol. For each series, the first row of the table shows the estimated value 
of ρ assuming linearity (i.e., setting   d(t) = 0) and the second row shows the 
associated t–statistic for the null hypothesis    = 0. Given that the time trend 
is insignificant in each equation, the 5 percent critical value for the null 
hypothesis is −2.87. Notice that it is possible to reject the null hypothesis of 
a unit root for maize, soybeans, ocean freight, and the climate index, but not 
for oil, ethanol, and the real exchange rate.

The next three rows of the table show the results when we augment equa-
tion (26) with cumulative frequencies and use the AIC to select the value of 
n from the subset of possibilities: n = 1, 2, or 3. For example, for oil, the AIC 
selects a value of n = 3 and the estimate of ρ (called    (n), to denote the use 
of cumulative frequencies) is −0.096. The t–statistic for the null hypothesis 

   (n) = 0 is equal to −5.50 whereas the 5 percent critical value is −5.03. 
Notice that the Fourier unit root suggests that every series, except the real 
exchange rate, is stationary around a slowly evolving mean. We reach the 
same conclusion with the variant of  the test using the single best- fitting 
frequency   k* and with the LM version of the test. However, when we use the 
Fourier- augmented Kwiatkowski, Phillips, Schmidt, and Shin (KPSS) test 
at conventional significance levels, we cannot reject the null hypothesis of 
stationarity for any of the series. Nevertheless, given the preponderance of 
the evidence, we proceed assuming that only the real exchange rate is non-
stationary. As such, it is excluded from our SM- NVAR. Moreover, we 
exclude the real interest rate as our unrestricted VAR indicated that it has 
only limited eVects on real grain prices.

4.7 Empirical Results: SM- NVAR Model

The discussion in previous sections serves as an important guide to deter-
mining which variables to include in the SM- VAR analysis of linkages among 
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the (real) prices for: (a) maize, ln( pct/ppit); (b) soy, ln( pst/ppit); (c) crude oil, 
ln( pot/ppit); (d) ocean freight rates, ln( pft/ppit); and (e) ethanol, ln( pet/ppit).

17 
Because of the role that weather conditions and climate shocks play in the 
production and transportation of maize and soy, we also consider the cli-
mate extreme index, cei. Due to data limitations for ethanol, the period we 
investigate, after reserving the first thirteen months for lag- length tests, runs 
from February 1985 through December 2011, a total of 323 observations.

Table 4.2  Unit root test results

  Maize  Soybeans Oil  Freight  Rexrate  Climate  Ethanol

ρ –0.022 –0.037 –0.015 –0.048 –0.010 –0.605 –0.040
(–2.92) (–3.54) (–1.88) (–4.27) (–1.70) (−8.22) (–0.901)

n 3 3 3 3 3 1 1
ρ(n) –0.092 –0.099 –0.096 –0.074 –0.038 −0.610 –0.120

(–5.43) (–5.77) (–5.50) (–5.28) (–3.491) (−8.24) (–4.86)

k* 1 1 2 3 2 3 1
ρ(k*) –0.053 –0.071 –0.060 –0.073 –0.029 −0.626 –0.119

(–4.14) (–4.93) (–4.18) (–5.17) (–3.15) (−8.36) (–4.86)

τLM −0.088 −0.099 −0.095 −0.079 −0.047 −0.589 −0.125
(–5.30) (–5.74) (–5.34) (–4.66) (–3.79) (−8.07) (–4.97)

τKPSS 0.0106 0.0122 0.0140 0.0127 0.0302 0.028 0.0085

Lags 2 2 4 3 3 4 3
Start  1974:01  1974:01  1974:01  1974:01  1974:01  1974:01  1983:01

Notes: No series contains a deterministic trend: the null that the coeYcient on a trend term 
equals zero could never be rejected at conventional significance levels. ρ is the estimated 
parameter for the augmented Dickey- Fuller test. The critical value is −2.87 at the 5 percent 
level. Bold figures are significant at the 5 percent level. The n is the number of cumulative 
frequencies used in the estimation of the Fourier version of the ADF test and ρ* is the 
coeYcient on the lagged level term. The 5 percent critical value is −3.76 for n = 1, −4.45 for n 
= 2, and −5.03 for n = 3. Bold figures are significant at the 5 percent level. The k* is the best- 
fitting frequency and ρ(k*) is the coeYcient on the lagged level term. The 5 percent critical 
values are −3.76, −3.26, and –3.06, for k* = 1, 2, and 3, respectively. Bold figures are significant 
at the 5 percent level. τLM is the sample value of τ test for the LM version of the Fourier unit 
root test. The value of n is the same as that for the DF version of the test. The critical values 
for n = 1, 2, and 3 are −4.05, −4.79, and −5.42, respectively. τKPSS is the sample of the variance 
ratios for the stationary version of the Fourier test. Hence, the null hypothesis is that the series 
is stationary. The 5 percent critical values are 0.169, 0.102, and 0.072, for n = 1, 2, and 3, 
respectively. The null of  stationarity cannot be rejected for any of the series. For the Climate 
series, the value of n selected by the Fourier KPSS test was 1. Lags denote the number of lags 
in the model; lags −1 is the number of lags used in the ADF versions of the Dickey- Fuller type 
tests. Start is the starting date of the estimation (accounting for lags). 

17. More specifically, prior to estimation all real prices are normalized to a unit value for 
January 1996 and then multiplied by 100. The natural logarithm is then applied to this trans-
formed series.
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4.7.1 Basic Model Specification

The testing and estimation frameworks described above for univariate 
shifting- mean models are used here to investigate intercept shifts (breaks) 
in a select group of commodity prices. The approach requires that we first 
fit a separate transfer- type function (without shifts) to each variable con-
sidered. Following Zhang (2008), the lag length for each equation is deter-
mined by using the Hannan- Quinn (1979) criterion (HQC), which in turn is 
something of a compromise between the more liberal Akaike information 
criterion (AIC) and the more conservative Schwarz- Bayesian criterion. A 
series of Granger noncausality tests are performed in order to determine 
which variables should be included in each transfer function (equation). 
The variables included in each equation, also with optimal lag lengths, are 
reported in table 4.3.

As indicated in table 4.3, the base (i.e., linear model with no shifts) model 
for maize contains two lags of its own price, as well as the prices for soy, oil, 
and ocean freight. In addition, two lags of the climate extreme index are 
included. Preliminary results indicate that ethanol price does not Granger- 
cause maize price, a result that, moreover, was confirmed by using similar 
data by Elmarzougui and Larue (2011). Rapsomanikis and Hallam (2006) 
and Balcombe and Raspomanikis (2008) reached a similar conclusion 
regarding the relationship between ethanol and sugar prices in Brazil. As 
indicated in table 4.3, the base model for soy prices contains two lags of its 
own price as well as two lags of the ocean freight rate. Of interest is that 
corn prices apparently do not Granger- cause soy prices. Preliminary results 
indicated that oil price is apparently strongly exogenous; the linear model 
for oil includes only two lags of its own price. Again, similar results were 
reported by Rapsomanikis and Hallam (2006), Balcombe and Raspomani-
kis (2008), and Elmarzougui and Larue (2011). Over a somewhat diVerent 
time period Kilian (2009) did, however, find evidence of the ocean freight 
rate, as a measure of real economic activity, having significant feedbacks to 

Table 4.3  Structure of individual equations in the shifting- mean near VAR

Commodity  
Lag 

length 
Maize 
(y1t)  

Soybeans 
(y2t)  

Oil 
(y3t) 

Ocean 
freight 
(y4t)  

Ethanol 
(y5t)  

Climate 
extreme 

(y6t)

Maize (y1t) 2 3 3 3 3 3

Soybeans (y2t) 2 3 3

Oil (y3t) 2 3

Ocean freight (y4t) 3 3 3

Ethanol (y5t) 3 3 3 3

Climate extreme (y6t)  1            3

Note: Lag length is determined by using the Hannan- Quinn (HQC) criterion. A 3 indicates 
that lags of the variable in the associated column are included in the respective equation.
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oil prices. The ocean freight index is associated with three lags of its own 
values and the price of oil. Likewise, ethanol price is also specified with three 
lags, and is a function of its own lagged values, the lagged price of maize, 
and the lagged price of oil. This result is also consistent with prior findings. 
Lastly, the climate extreme index is determined to be best explained by only 
one lag of its own value.

4.7.2 Intercept Nonconstancy Test Results

As explained in the methodology section, the LM testing framework for 
shifting intercepts may be applied to each equation. Specifically, the base 
(linear, no- shift) model specifications outlined in table 4.3 are used to exam-
ine the presence of intercept shifts, and hence, shifting means. The results of 
these tests, obtained by using both third-  and fourth- order Taylor approxi-
mations in time under the alternative, are summarized in table 4.4.

The result of  testing intercept constancy for maize with a third- order 
approximation, that is, a test of  H0 in equation (18), indicates that the null 
of no intercept shifts cannot be rejected at the 5 percent significance level, 
but can be rejected at the 10 percent level. The results of the test based on a 
fourth- order approximation, that is, a test of  ′H0 in equation (19) are more 
conclusive, with the null in this case being rejected at the 5 percent level. The 
results of the testing sequence in this case, that is, tests of   H0E and   H0L in 
equation (22), provide support for an intercept shift in the maize price equa-
tion that is U- shaped; that is, a shift that belongs to the family of generalized 
exponential transition functions in equation (8). Results in table 4.4 also 
suggest the presence of an intercept shift for soy. In this case, however, the 
testing sequence applied to the fourth- order approximation is indeterminate. 
Alternatively, when the testing sequence in equation (19) is applied to the 
soy equation, the evidence points toward an intercept shift consistent with 
the logistic transition function in equation (7).

Test results for a shifting intercept in the oil price equation strongly reject 
the null of no shift when either the third-  or fourth- order approximations 
are used. Even so, the testing sequence in equation (19) based on the third- 
order approximation points to a U- shaped intercept shift, while the testing 
sequence in equation (20) points to an intercept shift consistent with a logis-
tic function specification. In the case of oil, the correct specification will be 
determined by fitting both versions and then comparing results for overall 
explanatory power as well as model diagnostic test results.

Turning to the model for the ocean freight index, results in table 4.4 indi-
cate no evidence of an intercept shift when a third- order approximation is 
used. Alternatively, the null of no intercept shifts is clearly rejected when 
a fourth- order approximation is used. Moreover, the testing sequence in 
equation (22) suggests that the shift may be consistent with a generalized 
exponential transition function, although the evidence in favor of a logistic- 
type shift is also strong.
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Ethanol is similar to soy in that the null hypothesis of no intercept shifts 
is resoundingly rejected irrespective of whether a third- order or fourth- order 
approximation is used. Even so, the testing sequence in equation (22) applied 
to the fourth- order approximation is noninformative. Alternatively, the 
testing sequence in equation (19) applied to the third- order approximation 
strongly suggests that the intercept break in the price of ethanol is consistent 
with a logistic function shift.

Finally, and perhaps not surprisingly given a visual inspection of the data 
plot in figure 4.5, there was no evidence of an intercept shift, and hence no 
evidence of a shifting mean, for the climate extreme index. Alternatively, 
Gleason et al. (2008) report notable trends in regional US climate extreme 
indices during the summer and warm seasons since the mid- 1970s. To fur-
ther investigate this possibility, we employed the bootstrap testing frame-
work based on a Fourier approximation to the shifting mean as outlined by 
Becker, Enders, and Hurn (2004). Applying this test we obtain an empirical 
p–value of 0.20, further confirming the results for the climate extremes index 
reported in table 4.4.18

4.7.3 Single- Equation Shifting- Mean Results

The pretests for intercept constancy test results are used as a guide to fit a 
provisional univariate shifting- mean model for each equation. In the case 
where a shifting mean consistent with the generalized exponential transition 
function is called for, a simple grid search over plausible values for the κ 
parameter is employed, namely, 

   = 1,8. The diagnostic testing framework 
outlined in the methodology section, that is, testing for remaining autocor-
relation and for remaining intercept shifts, is also applied. Summary results 
for the preferred univariate shifting- mean models are summarized in table 4.5.

As reported in table 4.5, with the exception of  soy, a single transition 
function (shift function) adequately captures the corresponding intercept 
shifts; in the case of soy, two logistic transition functions are required to 
summarize its idiosyncratic shifts. Of course, these results do not necessar-
ily imply that only one or two mean shifts in the relevant price occurs. For 
example, maize has one idiosyncratic intercept shift, but in turn is a function 
of lagged prices for soy, ocean freight, oil, and climate extremes. By virtue of 
the algebraic result in equation (14), the shifting mean for maize will neces-
sarily be a function of any (all) mean shifts in the right- hand- side variables 
as well. Alternatively, oil price, which is a function only of its own lagged 
values, will necessarily be identified as having one and only one mean shift.19

18. Indeed, the sample employed here, that is, eVectively from 1985 to 2011, may be too short 
to identify any meaningful shifts in climate extremes. 

19. With respect to oil, both a logistic function shift and a generalized exponential function 
shift were fitted to the data. All model fit and diagnostic test results pointed toward the model 
with a single logistic function shift.
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Returning to the results in table 4.5, there is no strong evidence of 
remaining residual autocorrelation in any of  the provisional shifting- 
mean models. Also, tests for remaining intercept shifts indicate in all cases 
that the null hypothesis cannot be rejected at conventional significance  
levels.

Additional diagnostic test results for the provisional shifting- mean mod-
els are reported in table 4.6. Specifically, p–values for LM tests for omitted 
variables in each equation are reported in the table. The results of  these 
tests eVectively confirm the basic model structure for each equation in the 
SM-NVAR outlined in table 4.3. Taken as a whole, the results reported in 
tables 4.5 and 4.6 suggest that the provisional shifting- mean models are 

Table 4.5  Single- equation model assessment and diagnostic test results 

Measure  Maize  Soybeans Oil  Freight  Ethanol

No. shifts 1 2 1 1 1
Shift type GEXP LOGIT LOGIT GEXP LOGIT

  ̂ 4 – – 2 –
R2 0.943 0.944 0.970 0.920 0.885

  ̂e 0.054 0.046 0.079 0.054 0.067

   
̂e,NL / ̂e,L 0.993 0.991 0.967 0.977 0.968
AIC –2.960 –3.299 –2.224 –2.973 –2.528
HQC –2.895 –3.248 –2.197 –2.926 –2.468
AR(4) 0.714 0.595 0.568 0.753 0.388
AR(6) 0.780 0.458 0.142 0.870 0.638
AR(12) 0.333 0.590 0.076 0.056 0.797
ARCH(6) 0.959 0.458 0.142 0.000 5.45 × 10–4

ARCH(12) 0.845 0.590 0.001 0.000 4.55 × 10–5

H0 0.132 0.799 0.515 0.083 0.168

 ′H0 0.073 0.469 0.675 0.078 0.251
LJB  105.46  121.20  181.53  324.07  16.75

Notes: The eVective sample size, T, is 323 observations. No. of  shifts indicates the number of 
intrinsic intercept shifts estimated for each equation. Shift type indicates whether the 
intercept shift is of  the generalized exponential (GEXP) or logistic (LOGIT) form.   ̂ 
indicates the estimated value for the κ parameter in the generalized exponential shift 
function, determined by simple grid search. R2 is the unadjusted R2, and   ̂e is the residual 
standard error. 

   
̂e,NL/ ̂e,L is the ratio of  the respective standard error from the shifting- mean 

model relative to the constant intercept model. AIC is the Akaike information criterion, and 
HQC is the Hannan- Quinn criterion. AR( j), j = 4, 6, 12, is the p- value from an F- version of 
the LM test for remaining autocorrelation up to lag j. Entries for ARCH( j), j = 6,12 are 
similarly defined for ARCH errors up to lag j. Entries for H0are p–values from an F- version 
of  an LM test for remaining intercept shifts based on using third- order terms in t*. Likewise, 
values for  ′H0 are p- values from an F- version of  an LM test for remaining intercept shifts 
based on using fourth- order terms in t*. LJB is the Lomnicki- Jarque- Bera test of  normality 
of  the residuals (critical value from the χ2(2) distribution is 13.82 at the 0.001 significance 
level). 
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legitimate for further investigation in the form of a shifting- mean near vector 
auto regressive model. We now turn to these results.

4.7.4 Shifting- Mean Near Vector Autoregression Results

As described by Holt and Teräsvirta (2012), the parameter estimates for 
the single- equation shifting- mean models described previously may be used 
as starting values to estimate the parameters of an SM- NVAR by using full 
information maximum likelihood (FIML) methods. Also, following van 
Dijk, Strikholm, and Teräsvirta (2003) and Teräsvirta, Tjøstheim, and 
Granger (2010), we constrain the speed- of- adjustment parameters that is, 
the   i’s, in the respective transition functions when performing the FMIL 
estimations. Specifically, we constrain each   i so that    exp(i) ∈ [0.75,50]. We 
follow Enders and Holt (2012) and restrict the values for ci in each transition 
function so that   ci ∈ [0.05,0.95], which in turn is akin to the so called “trim-
ming condition” typically applied in the estimation of threshold models. 
Employing these restrictions helps alleviate numerical problems within the 
iterations of the FIML estimation framework.

Results for the estimated equations in the SM- NVAR are reported in 
table 4.7, while summary statistics, including the estimated error correla-
tion matrix, are presented in table 4.8. Estimated transition functions along 

Table 4.6 Single- equation Lagrange multiplier test results for excluded variables 

 Null hypothesis  p- value 

No lagged ethanol price eVects in maize price eqn. 0.073
No lagged maize price eVects in soy in maize price eqn. 0.178
No lagged oil price eVects in soy price eqn. 0.165
No lagged ethanol price eVects in soy price eqn. 0.096
No lagged climate extreme eVects in soy price eqn. 0.832
No lagged maize price eVects in oil price eqn. 0.608
No lagged soy price eVects in oil price eqn. 0.858
No lagged ocean freight rate eVects in oil price eqn. 0.490
No lagged ethanol price eVects in oil price eqn. 0.724
No lagged climate extreme eVects in oil price eqn. 0.160
No lagged maize price eVects in ocean freight rate eqn. 0.409
No lagged soy price eVects in ocean freight rate eqn. 0.072
No lagged ethanol price eVects in ocean freight rate eqn. 0.074
No lagged climate extreme eVects in ocean freight rate eqn. 0.070
No lagged soy price eVects in ethanol price eqn. 0.960

 No lagged climate extreme eVects in ethanol price eqn.  0.250  

Notes: In all instances the null hypothesis is that lagged values of the variable indicated should 
be excluded from the equation indicated. Entries in the column headed p- values are 
approximate p- values from an F- version of an LM test of  the indicated null hypothesis. All 
tests were performed in a manner consistent with the diagnostic testing framework for smooth 
transition models outlined by Eitrheim and Teräsvirta (1996). 



Table 4.7 SM- VAR estimation results

A. Maize price,   y1t = ln( pct/ppit)

   

y1t = -0.201
(0.519)

+ 0.293
(0.075)

G1(t*; ̂1, ĉ1)( ) 0.085
(0.008)

+ 1.081
(0.053)

y1t-1 + 1 - 1.081
(0.053)

- 0.085
(0.008)( ) y1t-2

+ 0.210
(0.006)

y2t-1 - 0.182
(0.005)

y2t-2 - 0.042
(0.005)

y3t-1 + 0.070
(0.004)

y3t-2 + 0.092
(0.008)

y4t-1 - 0.072
(0.004)

y4t-2

+ 0.047
(0.016)

y6t-1 - 0.018
(0.014)

y6t-1 + ê1t, G1 t*; ̂1, ĉ1( )

= 1 - exp - exp 3.912
(-)( ) t * - 0.770

(0.037)( ) ̂t*






8{ } , R2 = 0.942

B. Soybean price,   y2t = ln( pst /ppit)

   

y2t = - 2.944
(0.399)

+ 0.582
(0.144)

G2(t*; ̂2, ĉ2) - 0.982
(0.228)

G3(t*; ̂3, ĉ3)( ) 0.090
(0.020)

+ 1.150
(0.097)

y2t-1

+ 1 - 1.150
(0.097)

- 0.090
(0.020)( ) y2t-2 + 0.086

(0.012)
y4t-1 - 0.052

(0.013)
y4t-2 + ê2t,

G2(t*; ̂2, ĉ2) = 1 + exp - exp 3.912
(-)( ) t* - 0.824

(0.003)( ) ̂t*{ }





-1

,

G3(t*; ̂3, ĉ3) = 1 + exp - exp -0.288
(-)( ) t* - 0.874

(0.003)( ) ̂t*{ }





-1

, R2 = 0.944

C. Oil price,   y3t = ln(pot/ppit)

   

y3t = 0.292
(0.075)

+ 1.170
(0.115)

G4(t*; 4, c4)( )0.105
(0.025)

+ 1.193
(0.072)

y3t-1 + 1 - 1.193
(0.072)

- 0.105
0.025)( ) y3t-2 +  ê3t,

G4(t*; 4, c4) = 1 + exp - exp 1.490
(0.380)( ) t * - 0.770

(0.037)( ) ̂t*{ }





-1

,

R2 = 0.972

D. Ocean freight rate,   y4t = ln(pft/ppit)

 
   

y4t = 6.131
(0.181)

- 0.383
(0.110)

G5(t*; ̂5, ĉ5)( ) 0.086
(0.030)

+ 0.111
(0.002)

y3t-1 - 0.138
(0.002)

y3t-2 + 0.005
(0.003)

y3t-3

+ 1.312
(0.099)

y4t-1 - 0.595
(0.138)

y4t-2 1 - 1.312
(0.099)

+ 0.595
(0.138)

- 0.086
(0.030)( ) y4t-3 + ê4t,

G5 t*; ̂5, ĉ5( ) = 1 - exp - exp 3.900
(1.874)( ) t* - 0.768

(0.045)( ) ̂t*






4{ } ,

R2 = 0.920

(continued )
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with the implied shifting means for each variable in the system are shown 
in figure 4.8.

As indicated in tables 4.7 and 4.8, the estimated SM- NVAR fits the data 
reasonably well, and it results in an improvement in fit relative to the stan-
dard NVAR—the system AIC and HQC measures for the SM- NVAR are 
lower than their counterparts for the corresponding NVAR that does not 
include mean shifts. Based on the system R2 advocated by Magee (1990), the 
SM- NVAR with intercept shifts apparently results in a substantial improve-
ment in explanatory power relative to the NVAR without shifts. Finally, as 
reported in table 4.8, estimated residual correlations are generally small with 
two exceptions: (a) between maize and soy (0.527), and (b) between oil and 
ethanol (0.305). There is also modest correlation between the residuals for 
oil and ocean freight (0.119).

Of interest here are the estimated mean- shift (transition) functions for 
each price equation. Results in table 4.7 indicate that the idiosyncratic inter-
cept shift for maize, a generalized exponential transition function, is cen-
tered around October 2005, with the shift starting in late 1999 and ending 
in 2011. The two idiosyncratic intercept shifts for soy are fitted as logistic 
functions, with the first one being rather sharp, and centered at March 2007. 
In contrast the second shift for soy is evolving rather slowly (i.e., is close to 
linear), and is centered around August 2008. The single logistic function 
intercept shift for crude oil is quite smooth, and is centered around March 
2004, with 10 percent of the adjustment taking place by June 2006 and 90 

Table 4.7 (continued)

E. Ethanol,   y5t = ln(pet/ppit)

   

y5t = 1.889
0.114( )

- 1.029
0.102( )

G6 t*; ̂6, ĉ6( )( ) 0.206
0.027( )

+ 0.120
0.004( )

y1t-1 + 0.057
0.004( )

y1t-2

+ 0.162
0.003( )

y1t-3 - 0.150
0.006( )

y3t-1 - 0.115
0.005( )

y3t-2 + 0.076
0.004( )

y3t-3 + 1.120
0.099( )

y5t-1

- 0.451
0.070( )

y5t-2 + 1 - 1.120
0.099( )

+ 0.451
0.070( )

- 0.206
0.027( )( ) y5t-3 + ê5t,

G6(t*; ̂6, ĉ6) = 1 + exp - exp 0.290
0.278( )( ) t* - 0.950

-( )( ) ̂t*{ }





-1
,

R2 = 0.885

F. Climate extreme index,   y6t = ceit

  
y6t = 0.201

0.014( )( ) 0.823
0.064( )

+ 1 - 0.823
0.064( )( ) y6t-1 + ê6t, R2 = 0.029

Note: Asymptotic heteroskedasticity robust standard errors are given below parameter 
estimates in parentheses, R2 is the squared correlation between actual and fitted values for 
each equation, and 

  
êjt  denotes the  ′j th equation’s residual at time t, j = 1, …, 6.
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percent of the adjustment occurring by December 2007. Regarding ocean 
freight rates, the estimated idiosyncratic intercept shift also belongs to the 
family of generalized exponential functions. This shift is centered around 
September 2005, which very nearly coincides with the center of the idio-
syncratic shift for maize. The shift for ocean freight begins in 2002, and is 
complete by late 2010. Finally, the idiosyncratic shift for ethanol is also of 
the logistic function variety, and is centered around August 2010. As with 
soy, this shift is also rather gradual throughout the sample period.

4.7.5 Shifting Means

As already noted, the algebraic solution for the SM- NVAR shifting means 
in equation (14) will, in principle, incorporate the intercept shifts of several, 
and perhaps all, equations in the system. In the present case it is possible 
to solve for the reduced form for these intercept shifts and, moreover, to 
obtain their approximate standard errors by using a standard delta method 

Table 4.8 SM- VAR summary statistics

  ln LSM -VAR = 2606.598,

  AICSM -VAR = -32.690,   AICVAR = -32.560,

  HQCSM -VAR = -32.331,   HQCVAR = -32.284

 R
2 = 0.999, 

 R*2 = 0.121

System covariance matrix: 

   ̂ = P, where
 y1t y2t y3t y4t y5t y6t

   

P = {ij} =

y1t

y2t

y3t

y4t

y5t

y6t

1 0.527 -0.054 -0.024 -0.012 -0.038
1 -0.002 0.094 -0.011 -0.067

1 0.119 0.305 -0.010
1 -0.003 -0.018

1 -0.021
1























   = diag{̂1, , ̂6} = diag{0.053, 0.045, 0.078, 0.053, 0.066, 0.122}

Notes: AIC is the system Akaike information criterion and HQC denotes the system Hannan- 
Quinn criterion. A subscripted SM- VAR refers to the model estimated as a shifting- mean 
vector autoregression and a subscripted VAR refers to a standard VAR model without 
intercept shifts. 

 R
2 denotes the likelihood system R2 defined by Magee (1990), while 

 R*2 
indicates the relative contribution to 

 R
2 of the intercept shifts. P indicates the estimated 

correlation matrix, and ϒ is a diagonal matrix with the square root of each equation’s 
estimated error variance on the main diagonal.   i = 1 = ln(pct/ppit),   i = 2 = ln(pst/ppit), 

  i = 3 = ln(pot /ppit),   i = 4 = ln(pft /ppit),   i = 5 = ln(pet/ppit),   i = 6 = ceit, i = j = 1, …, 6.
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approximation. The estimated shifting means for each commodity price, 
including their constituent shifts and approximate standard errors, are 
reported in table 4.9.20

Turning first to the shifting mean for maize, with the exception of the 
shifts for soy, that is, those for   G2(⋅) and   G3(⋅), the estimated mean shifts are 

20. Standard errors for the shift parameters are approximate for all of the usual reasons that 
standard errors derived by using the delta method are approximate. In addition, the Davies 
(1977, 1987) problem applies equally here as well, which only further contributes to the approxi-
mate nature of these measures.

Fig. 4.8 Data and estimated transition function, 1984–2011: A, log real price of 
maize; B, log real price of soy; C, real log price of oil; D, log real ocean freight rate 
index; E, log real ethanol price.

A

C

E

B

D
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apparently statistically significant at usual levels. The eVect of the idiosyn-
cratic shift for maize on its own mean price is positive. But recall that   G1(⋅) is 
U- shaped, assuming unit values only between 1985 and 2000, and again 
starting in 2011. The shift in crude oil price had a positive eVect on the 
unconditional mean for maize and, moreover, was nearly equal in magnitude 
to the idiosyncratic shift for maize. The shift in ocean freight has a negative 
eVect on the mean for maize, but recall this shift is also U- shaped. In other 
words, during the period when   G5(⋅) was less than one, approximately between 
2002 and 2010, the eVect of the ocean freight shift on maize was mitigated. 
What is clear is the idiosyncratic shift in oil, occurring approximately 
between 2004 and 2007, had a direct eVect on the unconditional mean for 
maize. Of course, this does not mean that a structural shift in the real price 
of oil “caused” a corresponding shift in the real price of maize. In other 
words, the possibility that a common but otherwise excluded third factor 
could be the underlying driver cannot be ruled out. For example, expansion-
ary monetary policy and, correspondingly, a devaluation of the US dollar 
relative to other major currencies could be the underlying causal factor 
in this instance. Even so, whatever the reason, it seems that structural 
shifts in real prices for maize and oil during the 2004 to 2007 period coin- 
cided.

Table 4.9 SM- VAR shifting means for maize, soy, oil, ocean freight, and ethanol

Maize:

    

Ety1t = 4.172
0.130( )

+ 0.299
0.110( )

G1(t*; ̂1, ĉ1) + 0.180
0.171( )

G2(t*; ̂2, ĉ2) - 0.310
0.269( )

G3(t*; ̂3, ĉ3)

+ 0.279
0.162( )

G4(t*; ̂4, ĉ4) - 0.149
0.078( )

G5(t*; ̂5, ĉ5)

Soy:

    

Ety2t = 4.798
0.095( )

+ 0.584
0.133( )

G2(t*; ̂2, ĉ2) + 1.008
0.306( )

G3(t*; ̂3, ĉ3) - 0.113
0.134( )

G4(t*; ̂4, ĉ4)

- 0.149
0.120( )

G5 t*; ̂5, ĉ5( )
Oil:

    
Ety3t = 4.678

0.079( )
+ 1.157

(0.255)
G4(t*; ̂4, ĉ4)

Freight:

    
Ety4t = 4.959

0.206( )
- 0.303

0.300( )
G4(t*; ̂4, ĉ4) - 0.400

0.234( )
G5(t*; ̂5, ĉ5)

Ethanol:

    

Ety5t = 4.705
0.086( )

+ 0.022
0.031( )

G1(t*; ̂1, ĉ1) + 0.013
0.018( )

G2(t*; ̂2, ĉ2) - 0.023
0.030( )

G3(t*; ̂3, ĉ3)

+ 0.647
0.146( )

G4(t*; ̂4, ĉ4) - 0.011
0.017( )

G5(t*; ̂5, ĉ5) - 1.039
0.188( )

G6(t*; ̂6, ĉ6)

Notes: Approximate standard errors obtained by using the delta method are given below 
parameter estimates in parentheses.   G1(⋅)  is the idiosyncratic transition function for maize;   G2(⋅) 
and   G3(⋅) are similarly defined for soy;   G4(⋅) is the idiosyncratic shift for oil;   G5(⋅) is likewise 
defined for the ocean freight index; and   G6(⋅) is the idiosyncratic shift for ethanol. Specifications 
for the transition functions along with their estimated parameters are reported in table 4.7.
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Turning next to the shifting mean for soy, results in table 4.9 reveal that 
only the idiosyncratic shifts for soy had any statistically significant eVect on 
the unconditional mean for soy price. Specifically, the shifts in both crude 
oil price and ocean freight rates appear to have only a negligible (and insig-
nificant) impact on the shifting mean for soy. In this sense, while movements 
in oil price and ocean freight rates apparently contributed to short-  and 
intermediate- run movements in soy prices, their respective shifts had no 
lasting eVect on the long- run mean price for soy.

The results in table 4.9 indicate that the eVect of the shift in crude oil price 
on ocean freight rates, while negative, was not statistically significant. It 
therefore seems for all practical purposes that the shifting mean for ocean 
freight rates, like those for crude oil and soy prices, really depends only on 
its own idiosyncratic shift. Finally, turning to the shifting mean for ethanol, 
results in table 4.4 suggest that, in addition to the idiosyncratic shift in eth-
anol price, the only other factor that has a statistically significant eVect on 
ethanol’s underlying mean is the price of oil. Of interest is that ethanol’s own 
shift,   G6(⋅), is: (a) slowly evolving, and (b) has a negative eVect on ethanol’s 
underlying shifting mean. Even so, the eVect of the shift in the price of oil 
on the unconditional mean for ethanol is quantitatively and qualitatively 
large, and from approximately the year 2000 on, more than oVsets the other-
wise negative shift in the price of ethanol. The eVect of the shift in crude oil 
price on the mean price of ethanol becomes qualitatively large starting in 
2003, with the eVect peaking in late 2008 with the onset of  the financial 
crises. As already noted, a number of policy changes occurred during this 
period of time, including the US renewable fuel standard put into place in 
2005 and the phasing out of MTBE in gasoline production in 2006. Even 
so, it is likely that without the underlying recent shift in crude oil price that 
ethanol price (and presumably production) would be nowhere near the lev-
els observed in recent years.

As a final exercise, it is also possible to use the delta approximation method 
to obtain point- wise approximate standard errors, and therefore 90 percent 
confidence intervals, for the shifting means themselves. The results of this 
exercise for each commodity price in the estimated SM- NVAR are reported 
in figure 4.9. As illustrated in panel A of the figure, the shifting mean for real 
maize price generally drifted down from the mid- 1980s through about the 
year 2000, at which point it dipped significantly between early 2000 and the 
middle of 2002. This trend then reversed from 2002 until the fall of 2006. 
From late 2006 through late 2007 the upward trend was even more acceler-
ated. From early 2008 through the middle of 2009, that is, during a period 
coinciding largely with the financial crises, the shifting mean for maize then 
reverses direction, drifting somewhat lower. Beginning in the middle of 2009 
the upward trend in the mean real price for maize resumes. Aside from these 
general patterns, it is also interesting to note that beginning in early 2000, 
the approximate 90 percent confidence band for maize price began to widen. 



Fig. 4.9 Observed log real prices, shifting means, and 90 percent confidence in-
tervals: A, log real price of maize, shifting means, and 90 percent confidence bands; 
B, log real price of soy, shifting means, and 90 percent confidence bands; C, log real 
price of oil, shifting means, and 90 percent confidence bands; D, log real ocean 
freight rate, shifting means, and 90 percent confidence bands; E, log real price of 
ethanol, shifting means, and 90 percent confidence bands.

A

B
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Moreover, the widening of this band accelerated dramatically starting in late 
2006. The implication is that the recent shifts in the underlying uncondi-
tional mean for maize, while notable for both their direction and magnitude, 
were also associated with greater uncertainty.

Panel B in figure 4.9 illustrates comparable results for soy. As illustrated 
there, the shifting mean for soy prices generally drifted lower from the mid- 
1980s until late 2006. From the fall of 2006 through late 2007, the shifting 
mean for real soy prices increased dramatically. According to model results, 
the general downward trend in the mean for soy prices resumed at that time. 
But again, it is noteworthy that the approximate 90 percent confidence bands 
for soy’s shifting mean started to widen in 2002, and widened dramatically 
starting in late 2008. Again, while the shifts in the underlying mean for real 

Fig. 4.9 (cont.) Observed log real prices, shifting means, and 90 percent confidence 
in tervals: A, log real price of maize, shifting means, and 90 percent confidence 
bands; B, log real price of soy, shifting means, and 90 percent confidence bands; C, 
log real price of oil, shifting means, and 90 percent confidence bands; D, log real 
ocean freight rate, shifting means, and 90 percent confidence bands; E, log real price 
of ethanol, shifting means, and 90 percent confidence bands.
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E
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soy prices have been dramatic in recent years, they have apparently also been 
associated with a greater degree of overall uncertainty.

Regarding the shifting mean for the price of crude oil, the plots in panel 
C of figure 4.9 reveal nothing surprising—the shifting mean started to move 
steadily upward in early 2000, rose rather dramatically from 2001 through 
2008, and has increased at a decreasing rate since then. The width of the 90 
percent confidence bands also remained rather stable, although they wid-
ened slightly in the early years of the twenty- first century and again since 
2008.

Regarding the shifting mean for the ocean freight index, the plot in panel 
D of figure 4.9 shows that no discernable shifts occurred from the mid- 1980s 
through the early years of the twenty- first century. Beginning in early 2002 
the mean for ocean freight started to move higher, and continued to do so 
through the middle of 2004. At that point the trend in ocean freight’s mean 
started to edge lower, with the downward trend accelerating between early 
2007 and late 2009. In the last several years in the sample it seems that the 
shifting mean for ocean freight rates has leveled oV at a new, somewhat lower 
level. Of almost greater interest are the corresponding shifts in the 90 percent 
confidence bands for ocean freight’s shifting mean. The confidence bands 
widened somewhat between early 2003 and late 2007, and then increased 
dramatically in magnitude between late 2007 and late 2009, a period that 
almost exactly coincides with the National Bureau of Economic Research 
(NBER) dates for the most recent economic downturn (i.e., December 2007 
through June 2009).

The shifting mean for real ethanol price is plotted in panel E of figure 4.9. 
As indicated there, the underlying mean for real ethanol price drifted lower 
from the mid- 1980s through late 2001. At that point ethanol’s mean started 
moving higher, peaking in late 2007. Since that time the underlying mean for 
real ethanol price has resumed a gradual downward trend. Also, while there 
was some widening in the confidence bands for this mean starting early in 
the twenty- first century, the increase has not been dramatic.

4.7.6 EVects of Shifts on Agricultural Prices

In figures 4.10, 4.11, and 4.12, we perform a counterfactual analysis to 
ascertain the eVects of the various shifts on the mean prices of maize, soy, 
and ethanol. Similar to our VAR results, we plot the estimated means of the 
various commodity prices along with the hypothetical paths obtained by 
zeroing out each estimated shift. By comparing the two paths (and recalling 
that the variables are in logarithms), it is possible to directly show the influ-
ence of each shift. Regarding maize, it is not surprising to note that panel 
A of figure 4.10 shows that the idiosyncratic, or own, shift was especially 
important. Had the shift not occurred, the estimated mean price of maize by 
the end of 2011 would have been about 30 percent less than the actual mean 
estimate. This is similar in magnitude to the results from the VAR analysis 
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that was shown in the top panel of figure 4.7. Recall that the estimated own 
shift in maize can include shifts resulting from the real exchange rate and 
interest rate changes analyzed in the VAR portion of our analysis. The eVects 
of the independent shifts in soy are mixed: the first mean shift for soy acted 
to increase the price of maize whereas the second acted to lower the price. 
What is clear (see panel D) is that the recent run- up in oil prices has served 
to increase the price of maize by more than 20 percent. Moreover, as shown 

Fig. 4.10 Comparative dynamics of the shifting mean for real maize price with ex-
cluded shifts, 1984–2011: A, eVect on maize of leaving out own-shift for maize; B, 
eVect on maize of leaving out first shift for soy; C, eVect on maize of leaving out sec-
ond shift for soy; D, eVect on maize of leaving out shift for oil; E, eVect on maize of 
leaving out shift for ocean freight.
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in panel E of the figure, the eVect of the recent decline in the mean of ocean 
freight rates has had a depressing eVect on maize prices of approximately 
12 percent.

Figure 4.11 illustrates that own shifts for soy were of primary importance 
in determining the time path for its unconditional mean. As with maize, the 
decline in ocean freight rates has acted to keep the mean price of soy about 
11 percent lower than otherwise. The eVect of the run- up in oil prices had a 
small but negative eVect on soy prices. As shown in panel C of figure 4.11, 
the estimated mean price of soy would have been about 10 percent higher 
had the mean price of oil not shifted. Even so, recall from table 4.4 that the 
oil shift is not statistically significant in the soy price equation.

Panel F of figure 4.12 indicates that ethanol’s own shift had a large eVect 
on its own mean price path. By the end of the sample, the magnitude of the 
eVect was approximately 70 percent. Note that the shift in maize and the two 
shifts in soy had only minor eVects on ethanol prices. The key result, shown 
in panel D of the figure, is that the run- up in oil prices had a pronounced 
eVect on ethanol prices. We estimate than the mean price of ethanol would 
have actually declined had the mean shift in the price of oil not occurred. 

Fig. 4.11 Comparative dynamics of the shifting mean for real soy price with ex-
cluded shifts, 1984–2011: A, eVect on soy of leaving out first own-shift for soy; B, 
eVect on soy of leaving out second own-shift for soy; C, eVect on soy of leaving out 
shift for oil; D, eVect on soy of leaving out shift for ocean freight.
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Instead, the run- up in oil prices added approximately 60 percent to the mean 
price of ethanol; instead of falling by almost 50 percent, the mean of ethanol 
prices rose by approximately 10 percent.

4.8 Conclusions

Increases in energy prices, income growth in China, Brazil, and India, new 
uses for ethanol, the renewable fuel standard adopted in 2005, changes in 
storage costs, and macroeconomic factors such as exchange rate and interest 

Fig. 4.12 Comparative dynamics of the shifting mean for real soy price with ex-
cluded shifts, 1984–2011: A, eVect on ethanol of leaving out shift for maize; B, eVect 
on ethanol of leaving out first shift for soy; C, eVect on ethanol of leaving out second 
shift for soy; D, eVect on ethanol of leaving out shift for oil; E, eVect on ethanol of 
leaving out shift for ocean freight; F, eVect on ethanol of leaving out own-shift for 
ethanol.

A

C

B

D

E F



Evolving Agricultural and Energy Commodity Price Relationships    183

rate changes have all been identified as being causal factors for the recent 
and unprecedented high levels for grain prices. Since the cobreaking (coshift-
ing) literature is still in its relative infancy, we use several methodologically 
distinct approaches in order to gain deeper insights into the role of some 
of these factors in the run- up of grain prices. A simple VAR indicates that 
mean shifts in real energy prices, exchange rates, and interest rates have all 
contributed to recent spikes in grain prices. Idiosyncratic shocks have also 
played an important role. The second methodology extends Enders and 
Holt’s (2012) univariate analysis to a time- varying multiple equation setting 
that allows for the possibility of smoothly evolving mean shifts. In addition 
to the general rise in real energy prices, the introduction of ethanol as an 
important fuel source is found to be a causal factor in the run- up of grain 
prices, although identifying such an eVect per se is not easily accomplished in 
our analysis given the coincidence between the rise in ethanol demand (and 
prices) and the rise in oil price. Furthermore, while the mean path for ocean 
freight rates experienced a substantive shift between approximately 2004 
and 2007, this shift did not by itself  contribute to the observed mean shifts 
for maize and soy prices during this period. What is clear, however, is that 
the general decline in the mean path for real ocean freight rates beginning 
in late 2008 did coincide with a downturn in the mean paths for grain prices. 
Finally, the results also reveal that the confidence bands around the shift-
ing means for maize and soy prices as well as ocean freight rates increased 
substantially beginning in the 2007 to 2008 period. Among other things, 
these results suggest that grain prices have in recent times likely experienced 
more intrinsic volatility.

References

Abbott, Philip, Christopher Hurt, and Wallace E. Tyner. 2008. “What’s Driving Food 
Prices?” Technical Report, Farm Foundation Issue Report, July 11. Oak Brook. 
http://www.farmfoundation.org/webcontent/Farm- Foundation- Issue- Report 
- Whats- Driving- Food- Prices- 404.aspx.

Alquist, Ron, Lutz Kilian, and Robert J. Vigfusson. 2013. Handbook of Economic 
Forecasting, vol. 2. Amsterdam: North Holland. 

Anderson, Heather M., and Farshid Vahid. 1998. “Testing Multiple Equation Sys-
tems for Common Nonlinear Components.” Journal of Econometrics 84 (1): 1–36.

Bai, Jushan, and Pierre Perron. 1998. “Estimating and Testing Linear Models with 
Multiple Structural Changes.” Econometrica 66 (1): 47–78.

———. 2003. “Computation and Analysis of Multiple Structural Change Models.” 
Journal of Applied Econometrics 18 (1): 1–22.

Balcombe, Kelvin, and George Rapsomanikis. 2008. “Bayesian Estimation and 
Selection of Nonlinear Vector Error Correction Models: The Case of the Sugar- 
Ethanol Oil Nexus in Brazil.” American Journal of Agricultural Economics 90 (3): 
658–68.



184    Walter Enders and Matthew T. Holt

Becker, Ralf, Walter Enders, and Stan Hurn. 2004. “A General Test for Time Depen-
dence in Parameters.” Journal of Applied Econometrics 19 (7): 899–906.

———. 2006. “Modeling Inflation and Money Demand Using a Fourier Series 
Approximation.” In Nonlinear Time Series Analysis of Business Cycles, edited by 
Philip Rothman, Costas Milas, and Dick van Dijk, 221–44. Amsterdam: Elsevier.

Becker, Ralf, Walter Enders, and Junsoo Lee. 2006. “A Stationarity Test in the Pres-
ence of an Unknown Number of Smooth Breaks.” Journal of Time Series Analysis 
27 (3): 381–409.

Berck, Peter, and Michael Roberts. 1996. “Natural Resource Prices: Will They Ever 
Turn Up?” Journal of Environmental Economics and Management 31 (1): 65–78.

Cafiero, Carlo, Eugenio S. A. Bobenrieth H., Juan R. A. Bobenrieth H., and 
Brian D. Wright. 2011. “The Empirical Relevance of  the Competitive Storage 
Model.” Journal of Econometrics 162 (1): 44–54.

Camacho, Maximo. 2004. “Vector Smooth Transition Regression Models for US 
GDP and the Composite Index of Leading Indicators.” Journal of Forecasting 
23 (3): 173–96.

Carter, Colin A., Gordon C. Rausser, and Aaron Smith. 2011. “Commodity Booms 
and Busts.” Annual Review of Resource Economics 3 (1): 87–118.

Chavas, Jean- Paul. 2000. “On Information and Market Dynamics: The Case of the 
US Beef Market.” Journal of Economic Dynamics and Control 24 (5–7): 833–53.

Chen, Shu- Ling, John Douglas Jackson, Hyeongwoo Kim, and Pramesti Resian-
dini. 2010. “What Drives Commodity Prices?” Auburn Economics Working Paper 
Series auwp2010- 05, Department of Economics, Auburn University.

Davies, Robert B. 1977. “Hypothesis Testing When A Nuisance Parameter is Present 
Only Under the Alternative.” Biometrika 64 (2): 247–54.

———. 1987. “Hypothesis Testing When A Nuisance Parameter is Present Only 
Under the Alternative.” Biometrika 74 (1): 33–43.

Deaton, Angus, and Guy Laroque. 1992. “On the Behaviour of Commodity Prices.” 
Review of Economic Studies 59 (1): 1–23.

———. 1995. “Estimating a Nonlinear Rational Expectations Commodity Price 
Model with Unobservable State Variables.” Journal of Applied Econometrics 10 
(S): 89–40.

Dvir, Eyal, and Kenneth S. RogoV. 2009. “Three Epochs of Oil.” NBER Working 
Paper no. 14927, Cambridge, MA.

Eitrheim, Øyvind, and Timo Teräsvirta. 1996. “Testing the Adequacy of Smooth 
Transition Autoregressive Models.” Journal of Econometrics 74 (1): 59–75.

Elmarzougui, Eskandar, and Bruno Larue. 2011. “On the Evolving Relationship 
between Corn and Oil Prices.” Cahiers de recherche CREATE Working Paper no. 
2011- 3, Center for Research on the Economics of the Environment, Agrifood, 
Transports, and Energy.

Enders, Walter. 2010. Applied Econometric Time Series, 3rd ed. Hoboken, NJ: Wiley.
Enders, Walter, and Matthew T. Holt. 2012. “Sharp Breaks or Smooth Shifts? An 

Investigation of the Evolution of Primary Commodity Prices.” American Journal 
of Agricultural Economics 94 (3): 659–73.

Enders, Walter, and Junsoo Lee. 2012. “A Unit Root Test Using a Fourier Series to 
Approximate Smooth Breaks.” Oxford Bulletin of Economics and Statistics 74 
(4): 574–99.

Escribano, Alvaro, and Oscar Jorda. 1999. “Improved Testing and Specification 
of Smooth Transition Regression Models.” In Nonlinear Time Series Analysis of 
Economic and Financial Data, edited by Phillip Rothman, 289–319. Dordrecht, 
the Netherlands: Kluwer Academic.

Fox, Jonathan F., Price V. Fishback, and Paul W. Rhode. 2011. “The EVects of 



Evolving Agricultural and Energy Commodity Price Relationships    185

Weather Shocks on Crop Prices in Unfettered Markets: The United States Prior 
to the Farm Programs, 1895–1932.” In The Economics of Climate Change: Adapta-
tions Past and Present, edited by Gary D. Libecap and Richard H. Steckel, 99–130. 
Chicago: University of Chicago Press.

Frankel, JeVrey A. 2008. “The EVect of  Monetary Policy on Real Commodity 
Prices.” In Asset Prices and Monetary Policy, edited by John Y. Campbell, 291–
333. Chicago: University of Chicago Press.

Frankel, JeVrey A., and Andrew K. Rose. 2010. “Determinants of Agricultural and 
Mineral Commodity Prices.” In Inflation in an Era of Relative Price Shocks, edited 
by Renee Fry, Callum Jones, and Christopher Kent. RBA Annual Conference 
Volume, Reserve Bank of Australia, February.

Geman, Helyette. 2007. “Mean Reversion versus Random Walk in Oil and Natu-
ral Gas Prices.” In Advances in Mathematical Finance, Applied and Numerical 
Harmonic Analysis, edited by Michael Fu, Robert Jarrow, Ju- Yi Yen, and Robert 
Elliott, 219–28. Boston: Birkhauser Boston.

Ghoshray, Atanu, and Ben Johnson. 2010. “Trends in World Energy Prices.” Energy 
Economics 32 (5): 1147–56.

Gilbert, Christopher L. 2010. “How to Understand High Food Prices.” Journal of 
Agricultural Economics 61 (2): 398–425.

Gleason, Karin L., Jay H. Lawrimore, David H. Levinson, Thomas R. Karl, and 
David J. Karoly. 2008. “A Revised US Climate Extremes Index.” Journal of Climate 
21:2124–37.

González, Andres and Timo Teräsvirta. 2008. “Modelling Autoregressive Processes 
with a Shifting Mean.” Studies in Nonlinear Dynamics & Econometrics 12 (1): 1–21.

Goodwin, Barry K., Matthew T. Holt, and JeVrey P. Prestemon. 2011. “North 
American Oriented Strand Board Markets, Arbitrage Activity, and Market Price 
Dynamics: A Smooth Transition Approach.” American Journal of Agricultural 
Economics 93 (4): 993–1014.

Hamilton, James D. 2009. “Causes and Consequences of the Oil Shock of 2007–08.” 
Brookings Papers on Economic Activity 2009 (Spring): 215–59.

———. 2010. “Commodity Inflation.” Econbrowser: Analysis of Current Economic 
Conditions and Policy, November 10. http:/www.econbrowser.com/archives 
/2010/11/commodity_infla_2.html.

Hannan, E. J., and B. G. Quinn. 1979. “The Determination of  the Order of  an 
Autoregression.” Journal of the Royal Statistical Society Series B (Methodologi-
cal) 41 (2): 190–5.

Hill, Jason, Erik Nelson, David Tilman, Stephen Polasky, and Douglas TiVany. 2006. 
“Environmental, Economic, and Energetic Costs and Benefits of Biodiesel and 
Ethanol Biofuels.” Proceedings of the National Academy of Science 103:11206–10.

Holt, Matthew T., and Timo Teräsvirta. 2012. “Global Hemispheric Temperature 
Trends and Co- Trending: A Shifting Mean Vector Autoregressive Analysis.” April. 
Unpublished Manuscript, Department of Economics, Finance & Legal Studies, 
University of Alabama.

Irwin, Scott H., and Dwight R. Sanders. 2011. “Index Funds, Financialization, and 
Commodity Futures Markets.” Applied Economic Perspectives and Policy 33 (1): 
1–31.

Karl, Thomas R., Richard W. Knight, David R. Easterling, and Robert G. Quayle. 
1996. “Indices of Climate Change for the United States.” Bulletin of the American 
Meteorological Society 77:279–92.

Kilian, Lutz. 2008. “The Economic EVects of  Energy Price Shocks.” Journal of 
Economic Literature 46 (4): 871–909.

———. 2009. “Not All Oil Price Shocks Are Alike: Disentangling Demand  



186    Walter Enders and Matthew T. Holt

and Supply Shocks in the Crude Oil Market.” American Economic Review 99: 
1053–69.

Kilian, Lutz, and Bruce Hicks. 2013. “Did Unexpectedly Strong Economic Growth 
Cause the Oil Price Shock of 2003–2008?” Journal of Forecasting 32 (5): 385–94.

Kilian, Lutz, and Daniel P. Murphy. Forthcoming. “The Role of Inventories and 
Speculative Trading in the Global Market for Crude Oil.” Journal of Applied 
Econometrics.

Kwiatkowski, Denis, Peter C. B. Phillips, Peter Schmidt, and Yongcheol Shin. 1992. 
“Testing the Null Hypothesis of Stationarity against the Alternative of a Unit 
Root: How Sure Are We That Economic Time Series Have a Unit Root?” Journal 
of Econometrics 54 (1–3): 159–78.

Lee, Junsoo, John A. List, and Mark C. Strazicich. 2006. “Non- Renewable Resource 
Prices: Deterministic or Stochastic Trends?” Journal of Environmental Economics 
and Management 51 (3): 354–70.

Lin, Chien- Fu JeV, and Timo Teräsvirta. 1994. “Testing the Constancy of Regres-
sion Parameters against Continuous Structural Change.” Journal of Econometrics 
62 (2): 211–28.

Lukkonen, Ritva, Pentti Saikkonen, and Timo Teräsvirta. 1988. “Testing Linearity 
against Smooth Transition Autoregressive Models.” Biometrika 75 (3): 491–9.

Magee, Lonnie. 1990. “R2 Measures Based on Wald and Likelihood Ratio Joint 
Significance Tests.” American Statistician 44 (3): 250–3.

Maslyuk, Svetlana, and Russell Smyth. 2008. “Unit Root Properties of Crude Oil 
Spot and Futures Prices.” Energy Policy 96 (7): 2591–600.

Ng, Serena, and Timothy Vogelsang. 2002. “Analysis of Vector Autoregressions in 
the Presence of Shifts in Mean.” Econometric Reviews 21 (3): 353–81.

Perron, Pierre. 1989. “The Great Crash, the Oil Price Shock, and the Unit Root 
Hypothesis.” Econometrica 57 (6): 1361–401.

———. 1997. “Further Evidence on Breaking Trend Functions in Macroeconomic 
Variables.” Journal of Econometrics 80 (2): 355–85.

Pimentel, David. 2003. “Ethanol Fuels: Energy Balance, Economics, and Environ-
mental Impacts are Negative.” Natural Resources Research 12 (2): 127–34.

Pindyck, Robert S. 1999. “The Long- Run Evolutions of  Energy Prices.” Energy 
Journal 20 (2): 1–28.

Prodan, Ruxandra. 2008. “Potential Pitfalls in Determining Multiple Structural 
Changes with an Application to Purchasing Power Parity.” Journal of Business 
and Economic Statistics 26:50–65.

Rapsomanikis, George, and David Hallam. 2006. “Threshold Cointegration in the 
Sugar- Ethanol- Oil Price System in Brazil: Evidence from Nonlinear Vector Error 
Correction Models.” FAO Commodity and Trade Policy Research Papers 22, Sep-
tember. Rome: Food and Agriculture Organization of the United Nations. http://
www.fao.org/esfescfen/41470/41522/.

Roberts, Michael J., and Wolfram Schlenker. 2010. “Identifying Supply and Demand 
Elasticities of Agricultural Commodities: Implications for the US Ethanol Man-
date.” NBER Working Paper no. 15921, Cambridge, MA.

Rothman, Philip, Dick van Dijk, and Philip Hans Franses. 2001. “Multivariate 
Star Analysis of Money Output Relationship.” Macroeconomic Dynamics 5 (04): 
506–32.

Schmitz, John D. 1997. “Dynamics of Beef Cow Herd Size: An Inventory Approach.” 
American Journal of Agricultural Economics 19 (2): 532–42.

Serra, Teresa, David Zilberman, Jose M. Gil, and Barry K. Goodwin. 2011. “Non-
linearities in the US Corn- Ethanol- Oil- Gasoline Price System.” Agricultural Eco-
nomics 42 (1): 35–45.



Evolving Agricultural and Energy Commodity Price Relationships    187

Sims, Christopher A. 1980. “Macroeconomics and Reality.” Econometrica 48 (1): 
1–48.

Sims, Christopher A., James H. Stock, and Mark W. Watson. 1990. “Inference in 
Linear Time Series Models with Some Unit Roots.” Econometrica 58 (1): 113–44.

Teräsvirta, Timo, Dag Tjøstheim, and Clive W. J. Granger. 2010. Modelling Non-
Linear Economic Time Series. Oxford: Oxford University Press.

van Dijk, Dick, Birgit Strikholm, and Timo Teräsvirta. 2003. “The EVects of Insti-
tutional and Technological Change and Business Cycle Fluctuations on Seasonal 
Patterns in Quarterly Industrial Production Series.” Econometrics Journal 6 (1): 
79–98.

van Dijk, Dick, Timo Teräsvirta, and Philip Hans Franses. 2002. “Smooth Transi-
tion Autoregressive Models—A Survey of Recent Developments.” Econometric 
Reviews 21 (1): 1–47.

Wang, Dabin, and William G. Tomek. 2007. “Commodity Prices and Unit Root 
Tests.” American Journal of Agricultural Economics 89 (4): 873–89.

Williams, JeVrey C., and Brian D. Wright. 1991. Storage and Commodity Markets. 
Cambridge: Cambridge University Press.

Wright, Brian D. 2011. “The Economics of Grain Price Volatility.” Applied Economic 
Perspectives and Policy 33 (1): 32–58.

Zhang, Ming. 2008. Artificial Higher Order Neural Networks for Economics and Busi-
ness. Hershey, PA: IGI Publishing.

Zhang, Wenlang, and Daniel Law. 2010. “What Drives China’s Food- Price Inflation 
and How Does It AVect the Aggregate Inflation?” Working Paper no. 1006, Hong 
Kong Monetary Authority, July.

Zhang, Zibin, Luanne Lohr, Cesar Escalante, and Michael Wetzstein. 2009. “Etha-
nol, Corn, and Soybean Price Relations in a Volatile Vehicle- Fuels Market.” En-
ergies 2 (2): 320–39.

Zhang, Zibin, Dmitry Vedenov, and Michael Wetzstein. 2007. “Can The US Ethanol 
Industry Compete in the Alternative Fuels Market?” Agricultural Economics 37 
(1): 105–12.

Comment Barry K. Goodwin

I am pleased to have this opportunity to comment on the excellent chapter 
of Enders and Holt. As is typical of the work of these two researchers, the 
chapter represents the “leading edge” in time- series analysis of important 
commodity price relationships. In this case, it is the linkages among energy 
and agricultural commodity markets that are the focus of the analysis. The 
relationships among these markets has become a critical issue in applied 
price analysis, particularly since 2007, when the Energy Independence and 
Security Act of 2007 (Pub.L. 110- 140) was passed. Among other important 
changes, this legislation significantly increased the mandated amount of 
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