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AN OPTIMIZATION APPROACH IN MULTIPLE [ARGE |
PROBLEMS USING INEQUALITY CONSTRAINTS: [111
CASE AGAINST WEIGHTED CRITERION FUNCTIONS

By GUNTHER BOCk v, WUIHINGEN AND PETER Patiyv*
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framewaork The compuiational realization iy hased an an alternaning seqhience af aptingta-
ton steps Géind evalaarian af dua! variables. The aigorithin fur the salyiion of the nuplied
NLP - prablepis ainlitted asd the whale procediee illusiraied witl « wimerical example. fa
indicare the wethad's flexibility and usefuduess e modifications and exiensions of iy
basic idea are painted ani

INTRODUCTION

During the kst few years the discussion on optimal control of cconomic
systems has primanily focused on the development of adequate optinviza-
tien techniques. Until recently, however, comparably less ceffort has
been devoted to the aspects of an adequate formal representition of
the objectives of economic policy. The standard quadratic criterion func-
tion, originally advocated by Simon, Theil and Holt.! has been apphed
almost uniformly, only sometimes accompanied by  dissociative phrase,
This paper sets forth un alternative approach applying inequality con-
straints instead of quadratic or otherwise penalized deviations. In ¢h, 1 we
start with a short critical discussion of the conventional approach. The
basic ideas of our formulation are 1o be found in ¢h. 2; while ch. 3 deals
with the problem of its computational implementation, the approach is
applied to a medium-sized nonlinear economic model in ch. 4. the follow-
ing ch. § being devoted to the discussion of some modifications and ex-
tensions of the basic concept. The tinal ch. 6 summrizes what we think
to be the main advantages of the proposal.

I. Tug CONVENTIONAL APPROACH
Consider the standard macroeconomic model formulation

(h Jeox jwue) =0

*Weare indebted 10 two samanymous referees for valwable eriticism of an cadlicr drafl
of this paper.
1C Simon (1956), Theil (1957, 1968), Holt (1962).
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where v s the veetor of contemporancous endogenous variables
v s avector of lagged endogenous variables
u is the vector of contemporarnieous instruments
u s avector of lagged instruments
¢ is a vector of exogenous varables, which. in the case of 4
stochastic systems. contatns the error terms as well
f is a veetor of nonhinear interdependent. and implicithy defineg

functions.

in genceral the optimization of niodels of this Kind procecds along the

following hnes:

e Take the preferred values of targets and instroments and put then
together in a veetor =*. Note that the term “values™ in this cop-
texi is meant in the most comprehensive sense: it includes cg.
ratios and changes of variables as wellf

e Specify a criterion function suited. say. to stabilize the cconomie
path around some a priori track and/or to reduce the period-o-
period fluctuitions in the ceconomic path:

(2) (- 2"V -

Hence the coeflicients of the weighting matrix are  depending on
the interpretation of the respective elements of - and = intended,
first. to describe the politicians’ preferences. sceond. 1o account for
penalty term cffeets and. third. to represent certain smocthness
requirements on the solution paths of targets and mstruments,

e Finally. to derive the optimal policy minimize the (expected) wel-
fare loss..e.

(3) min (z — z"YAEz -2

sLf()=0

This approach is widespread in application primarily due to its opera-
tional convenicnce. One of the most frequent justifications for using the
quadratic formula has been that this is probubly the simplest form which
aliows for decreasing marginal rates of substitution:' in the absencee of in-
cquality constraints this is in gencral necessary for the existence of finite
solutions (cf. Fricdman (1975). p. 3). The standard approach has. how-
ever, been subject to growing criticism: some of the most significant items
shall be discusscd briefly.

2Far a tharough discussion of 1ty nterpretation n generad of 0 Chow (1973), ¢ v L
Garbade (1975). ¢h. 5. Halbrook (1973 ¢ch. 6. (974, 1975) or Norman Norman Palish
(1975).

3CE Theil (1968), pp. 3 5. where some additionad reference 1. einven 1o related prin-
ciples in statistics and engincering.
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ay FirstUitis to be noted that the theoretically rather flexible ap-
proach has lost some of its atteactivencess in application, since fre-
quently a diagounal weighting matrix is used *
turthcrmore, it scems almost unlikely that the pelicymaker's
preferences fit into such an artifictally limiting framework as the
quadratic function. In this context the most serions problem
seems to be the implied symmetrie reaction. 1t is well known that
svmmetric functions incorporate a potential to bias policy be-
havior if the numecrical values of the z'-clements are not chosen
appropriately (cf. Palash (1977), Shupp (1977)). This can be over-
come by the use of truncated or exponential criterion functions
(cf. Palash (1977)). Apart from this. however, as Fricdman (1975,
p. 183) points out, .. .often policy makers sec certain variables
More as constraints, in the sense of bearing an implicit preference
loss only for values outside of « particular range.” This requires
an asymmctrical and possibly piccewise formulation.*
¢) Regardless of the degree of sophisticatedness of the functional
form of the criterion function a numerical weighting is indis-
pensible. As numerons examples indicate, however, the optimi-
zation results 1n gencral turn owt to be rather sensitive as to the
choice of the coeflicients in the weighting matrix.* Henee a mean-
ingful application of this approach requires a precise knowledge
of the cocflicients” numerical values. For obvious reasons it scems
fairly improbable that the policymaker is able to specify in an
appropriate numerical form his preferences concerning the rela-
tive importance of concurrent targets and. even more tedious, in
addition to that to fix the weights of the cross products between
targets and instruments.” The coincidence of both these facts
scems to give the entire approach a somewhit arbitrary touch.
There have been some proposals to integrate the iterative process
of optimization and preference revelation into a unified ap-

b

~—

*On the other hand the further restrictive assumptuon of positive definiteness of A
often to be found in earlier studies is no more significant, since nowadays models renerally
are neither convex nor concave.

SCT. Friedman (1972: 1975, pp- 183 196), Fair (1974), Poirier (1976).

SAnatytical derivations of conscguences of a misspecification of A are to he found in
Theil (1968, chs. 2,3 & §), Zellner/Geisel {1968), Zeltner (1974) or Hallet (1977).

"Even if the madel builder tries to figure out the policymakers' preferences by an
adequate procedure it is to ask tao much to expect a consistent preference scheme on an
4 priori basis. For some of these a priori procedures 1o derive a functional representa-
tion of the puliticians® preferences cf. c.g. Johansen {1974) Bray (1974, 1975). Additional
information concerning the penalization of instrunienl variations can, however, under
certinin circumstances be drawn according o Gordon (1976).

8The problem of relative weighting is generaily aggravated hy the fact that the
vatisbles use to ke unnormalized. Hence one cannot discriminate hetween that part of the
weighting scheme serving for normailization and that one ex pressing preference ordering.,
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proach.” As far as the application of these algorithims large
nonlinear systems is concerned there scems. however, o b, o
convincing evidence up to now.

d) Anintegrated welfare loss function of the standard type obvipys)y
lacks the facility to discriminate cliciently between targets and re.
strictions. Although restrictions can be madc effective simply by

an arbitrarily high weighting term. this causes numerical problenys
in the case of morc than that particular argiment in the CTiteriop
function since the value of the criterion function is dominateg by
penalty terms." If there are more than one “restriction™ of gy
type taken into account the weights may in effect cancel out. Fyr.
thcrmore, it seems possible that the policymaker is not indifferent
concerning the order of activation of certain instruments, possibly
due to decentralized or hierarchical decision processes. in th;
standard approach this has to be expressed within the framework
of the general weighting scheme too.

) Evaluating the optimization results by mecans of just a single wel-
fare index may be insufticient under various aspects: first. there is
no obvious cconomic interpretation of the results: second, this in.
plies among other things that the performance of different runs
(employing different z*-values) cannot be evaluated in terms of
ultimate targets; third, due to the fact that a lot of simulations s
necessary to evaluate the local properties of a particular solution,
a systematic sensitivity analysis turns out to he somewhat tedious,

As far as the first three items are concerned Livesey’s (19734, p. 1

conclusion seems inevitable: “Hoping to come up with the unique social

welfare function is a fruitless task. For this reason it would be desirable to
keep the welfare function as simple as possible and to incorporate policy
objectives. . .in the model as inequality constraints.”” This is the way
which is to be pursued in the present paper. A consequent application of
nonlinear programming (NLP)- techniques will-- as can be shown
throughout the presentation-—in addition surmount at least in parc the
shortcomings of the traditional approach indicated under d) and e) above.

2. AN ALTERNATIVE APPROACH

In the previous chapter we tried to bring out some of the main prob-
lems associated with the application of g weighted loss function in eco-

3Tt Rustem /Velupillai/Westcont (1977) and carlier work by Zeleny /Cochrane (1973,
followed by WaIlcnius/\\"ullenius/Varlia (1976) or Donckels (1977). All these approaches
are. however. developed within the standard quadralic framework.

ey, Luenberger (1969), p. 302. The significance of this poinl depends upon the rela-
live magnilude of the vecighling lerms as compared with the numerical precisencss of the
c;)gn;;;u!cr. For an alernative penzlizing scheme handling limited discrelion of. Garbade
( )-
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nomic policy optimization. In what follows we outline the features of our
alternative approach. In order to keep to the essentials and to clarify our
position we start with the description of & rather rigorous version of the
basic procedure. In ch. 5 below some of the stronger assumption will be
relaxed in order to point out some potential modifications.

Our starting point is a vector z* too. although we make a different
use of the information contained therein. As has been outlined above,
=t is a rather heterogeneous mixture of targets of economic policy, ex-
pressed in numerical values of certain endogenous variables (but of dif-
fering importance for the policy-maker). and “preferred” values of in-
struments and/or their respective paths. One should, however, recognize
that some of the elements of z* have originally been incorporated into
the criterion function in order to approximate some more or less tech-
nically determined restrictions on the time paths of those particular vari-
ables. In a first step. we try to separate these clements from the entire
z7-veetor. This is done by direct formulation of inequality constraints on
the respective variables: these constraints are combined into a vector x¥
and added as an integral part to the model. As Kornai (1967. p. 398)
points out this **.. . system of constraints expresses thus the compelling
forces of outward circumstances,” which are to be distinguished from the
wishes of economic policy entering the objective function to express the
preference of economic administration. For expository purposes we will
assume that z¥ contains only instruments recognizing that in short-term
planning because of the inertia of lcgislative processes this vector might
contain more elements than in the long-term framewaork !

In view of the criticism raised in the previous chapter we further
reformulate the whole bundle of remaining z*-values in terms of suitably
chosen incquality restrictions, the upper bounds of which are integrated
into a vector z§.'"? Finally. we require an initial ordering of these in-
equalities according to their relative importance. Actually, it is not neces-
sary to assign to each zf-value a cardinal preference number: all what is
required is an ordering.”

Without having made it explicit up to now. the fundamental dif-
ference between this approach and the traditional formulation can be
exemplified figuring out the basically different interpretations of z* und
z*. While the former is assigned to “desired levels.” the latter is to indi-
cate the maximum (or minimum) tolerable level of certain variables.

Hior the moment we further leave out of consideration that there may be preferences
concerning a sequential activation of instruments. In our applicaticn (cf. ch. 4) this idea
is taken up again,

12Note that this general formulation may without any further complications imply
upper and lower bounds on the range of instruments and/or endogenous variables. The
separation of targets and instruments in z; and z; actually is nonessential. cf. ch. 5.

BEven if there is only a grouped ordering our approach -although somewhar more
complicated is still applicable; ¢f. ch. 5.
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Actnally, as far us upper and lower bounds are concerned. we consider
this to be a more adequate representation of the real policy problem:
furthermore, in most realistic situations we expect some ordering of gy,
gets to exist. If this is the casc a formulation as ontlined above wyy ot
to be somewhat more straightforward than to try to catch up this '"dcring
within a rcasonably complex weighting scheme: apart from that we con.
sider it to be intuitively more pausible to the policymaker. We are poy in
a position to identify the basic methodological differences. Wil the
standard approach can be characterized as a minimization problem unger
equality constraints the essence of this method is to construet feusible g,
tutions of a mixed equality - - incquality system by an itcrative procedure.

Before we now come to the exposition of our procedure, let ug sum
up: z¥ is 2 vector containing upper bounds on instruments. the fespective
variables are contained in the vector z; (the clements of z, form a subset
of u). 7F is the vector of upper bounds on c¢ndogenous variables, jts cle-
ments being ordered according to their importanee for the politician, [
us assume that the system's endogenous variables are ordered such thy
the i-th order restriction refers 1o the variable x,. Let oy contain the firy
ina endogenous variables, which are to be restricted. From what was e,
plained above it follows that the politician wants to know a policy which
fultills the following equality /inequality system:

4 5 <
(=20

- ¥
<3

[X1]

*
i

\

&)

But, as it was pointed out--among others-- by Livesey (1976) “The
formulation of economic pelicy is .. an itcrative procedure, with the out.
come of one policy evaluation influencing the formulation of the next
planning exercise.” So our aim is to give the policy-muker together witha
sclution of (4) as much information as possible for the evaluation of the
derived policy under the aspects of the relative importance of his pref-
erences and the implications of their modification.

With this model formulation we now come to the calculations. The
basic idea of the solution method is, starting from a z#-feasible point. in
the procedure stepwise addition of the restrictions in =¥ according to their
order—either to construct a (4)-feasibie point or region - or to show that
(4) has no solution; in this casc we compute the feasible value for tha
particular restriction that causes infeasibility.

In the simplest formulation the steps of computation are therefore:

0) (Construction of a feasible starting vector) Choose any (reason:

able) z#-feasible set of instrument values and compute via f(.) = 0
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t.hc rgspcctwc endogenous variables. Set the Z¥-element counter
i= 0.

) Setis =i+ 10> i the number of elements in z{, then stop.
2) Test, whether the i-th order restriction in Z¥is violated by the cur-

rent value of the respective variable x,. If noi, go to 1).

3) Solve the following problem:

—

min
u

< zf

where =¥ is the truncated vector Z¥ containing only the first
i — 1elements.™ ic. those restrictions which have been dealt with
in carlicr steps 2y or 3).1%

4) Substitute

(6) I = max Gk, ™)

where Zf; is the maximal permitted value (of the i-th order restric-
tion) for x,, and x™ the minimum achieved in (5). Gotostep 1).

Notc that step 4) above is essential: we have either constructed a
z¥'-feasible point or - in the case where x™ is greater that the original
value 7§ shown that this j-th order restriction is incompatible with the
preceding ones of higher importance (including the vector z#). For the
soluiton of problem (5) we make use of a l.agrangean approach (cf. the
next chapter for more details), especially to compute the multipliers for
binding restrictions.

Going through steps 1) te 4) finally leads to the information output of
the ultimate feasible solution as wel! as the respective results from inter-
mediate steps. If an optimization step 3) was performed, this would in-
clude the values of the multipliers'® to indicate the relative importance of

MOr cquivalently: a vector =¥, whose clemenisi + 1. .. .. imayx arc fixed at the highest
ceonomically still meaningtul values. Note that the minimum of x; is independent of the
ordering of 7{F,

3 Noiv that procecding this way the restrictions are in any case fultilled whereas in the
weighted criterion function approzch it is gencrally not guaranteed that the solution is
“elose” o the desired path: ¢f. c.g. Livesey (1973 a,b:1974),

1 Evaluation of the multipliers in the present paper means that we make use of the well
known property of the Lagrangean multiplicrs. namely to indicate the derivative of the
criterion function w.r.t. changes of the right hand side of the respective inequality con-
straints: of. e.g. Lucnberger (1969). pp. 221- 223, Pcterson (1973). This allows for any easy
caleulation of local elasticities.
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the effective zF- and z¥-restrictions, which indicate the sensitivity of (e
results w.r L. variations of the z*-values; this is the information needed
for policy analysis. I'rom the well-known manifold evaluation possibilite,
we only note the following: a high dual for an instrument at the boupg
states (‘)n the one hand its clectiveness and on the other hand the necessigy
to control it preciscly: i high multiplicr for an endogenous variable at the
bound states the cruentl importance ol a precise knowledge of the respec.
tive 3F-value,”

With these results at hand the poliecymaker has the following option:
cither to accept the result as delinite or, if he considers the informationy
content of the multipliers (o be insuflicient, to respecify the veetors T¥and,
possibly, =¥ concerning values and ordering.'™ In the latter case we would
start the computational procedure anew. Hencee the essence of this method
is to perform an alternating sequence of computation and evaluation

9.20
steps.'

3. THE ALGORITHM

tor the solution of (5) and the evaluation of alternative policies i<
outlined above an algorithm is needed which is not restricted to the han-
dling of quadratic criterion functions, which allows for inequality restric.
tions on endogenous variables as well as on instruments and, finally, com.
putes the values of multipliers at least for the incquality constraints,

The literature on solution methods for this general NLP-problem (3)
1s not very extensive, espectally for the numerical treatment of medium-
sized or large-scale problems. In the following we outline our algorithm *

A) Transform all inequality restrictions to equalitics by introduction

of quadratic slack variables:

Note that in a stochastic system. where the restrictions get a stochastic character too,
the multipliers can be evaluated ender this aspect. Heunistically. the restriction then could he
read as

o

. e =% o TF ;
AT R P SRR A

where ¢ is a random term.

“‘Rcordcring of course can only be expected 1o be efiective in the case of a sulticien
nonlinearity of the multipliers,

"%Just to see whether the preferences are feasible, obviously. other (and simplr) pro-
cedures would do as well: ¢.g. the changing of the tiarget variable 1 (5) in cach step would
be unnecessary. To choose, however, the lowest preference variable as a hixed target would
not give as much information concerning the feasible region as does the chianging procedure
adopted here,

2This sequential procedure is in the spirit of Kornai (1967) and Lavesey (1976); ¢f fin.
9 too.

For a more detailed exposition of. Bock v, Wltingen/Pauly (1977). pp. | 1. One
of the referees noted that “the superiority of the nonlinear programming algorithm to any
other existing algorithm is not at all clear.” As a general remark this is correct: but one of
the a priori reasens for the development of this algorithmy was its high rate of convergence.
which in our maoditication (employing an idea of t aasonen (1969)) is overguadratic. More.
over. the Jacobian in (10) is very easy to compute for econometric models.
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(7 21 + Sf = TF
7y 4 83 = ¥

) Transform the restricted optimization problem (5) to a non-

restricted extremal problem by introduction of the Lagrangean:
ty L= X+ M+ s - =)

+ Mo+ 53— o8 4 A f(+) = min

~—

Set up the whole set of necessary conditions for an extremum of £

©) (01_ IL oL oL gL i aL‘)' _ o

X duds, sy oM, (TM—; ﬁ,
Note that in any case of nonlinearity in the system (4) the respec-
tive derivative equation in (9) contains a nonlinear mixture of
system variables and multipliers.

The respective derivative for a variable entering the system
only in linear form is, of course. a linear combination of mul-
tipliers. The derivatives w.r.t. the slack variables simply state the
well known condition that the slack or the multiplier must equal
zero.

D) Solve this system (9) simultaneously to get the optimal values of

instruments. endogenous variables and multipliers.

The implementation® is characterized by the following properties:
¢ The model fiscoded in data form. not in a program or procedure:

¥ and z# are represented simply by indices and critical values of
the respective variables. This makes model medifications or
changes a very easy task. and in either case we do not need to
translate any program anew.

The system (9) uses analytical derivatives. They are created inter-
nally by the program using the input for the model f and the vec-
tors ¥ and z¥. Thus we circumvent the rather time consuming
approach via a formula inierpreter and code generator, whose out-
put normally has to be translated before further processing,

(9) is solved with the Newton-method. The iteration prescription
iSZJ

(10) Fivr = ¥ — J-!(_"})F(.Vj)

where v is the vector of unknowns. which in our application con-
tains the whole set of variables x and u, the slack variables s, and
the multipliers A and M. Note that the derivatives of (9) in the

2Cf.ibid. for a more detailed discussion of the implementational advantages.
BCL any standard reference. e.g. Oricga/Rheinboldt (1970).
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Jucobian J contain the first and sccond derivatives of (he Origing]
model (1).

The derivatives needed in the Jacobian J are also COMputeq
analytically and generated internally: in cach iteration 7 the whole
system (9) s evaluated simuitancously for the compitation of e
new Jacobian of the last iterated value v, F denotes the veelor of
residuals of all equations for .

o The main computational burden in the approach s assockted wigh
the solution of J ' or equivalently the solution of i large seale
lincar equation system. In our implementation we first extrac from
the original system (9) the upper and lower tnangular pare, then
test the remaining interdependent system for bleckdiagonal strue-
ture® and il it has one  repeat the triangulization and decom.
position procedure for cach block and so on. Eventually (10 iy
applicd to cach indecomposablie block separately, cmploying if
necessary - sparse matrix icchmques as familiar from EP-imple-
mentations.

4. AN ExaMpir

The function of the following chapter is to gIve a rough Impression
of the working of the procedure. For expository purposcs we have ap.
plicd our method to a medium-sized., nonlinear, and interdependent
theoretical modei. It can be characterized as a modified Kevnes-Wicksel|
monctary growth model® of an open cconomy™ with price fexibility and
labor market disequilibrium: special emphasis has been put on the intro-
duction of stock and flow constraints as well as on the fullilment of the
government budget constraint.” Itis a condensed version of a larger two.
sector model, which has been described in detail clsewhere.® In order to
focus primarily on the application of’ the proposed algorithm and the
specilic form of the eriterion function, in the present paper a more com-
prehensive discussion of the model has been skipped.?

Within the context of this model we try to solve the following prob-
lem: assume there is an ordered vector Z) of targets of economic policy

HThe basic tdcas have been outlined e.gon Hellerman/Rarick (1972).

B¢t c.g. Fischer (1972,

B For g survey of models of this kind of. Prachow ny (1973).

The fundamental mportance of these ASpCt - macrocconomic policy anafvses ha
rcccn’ll_\» bccl] pointed aute.p by Branson (1970,

B Bock v. W ultingens Pauly (1977, PP G285 Bven thns condeised sersion sums
up to about 100 equations, approximately halt of them are essentsaliy inierdependent. With

regard to the degree of disagerepition as well as 0 the basie coneeptual frameworh the

modelis very much in the SPInit of reeently developed more comprehensive models. of ¢y
Mussa (1976).

23 il s |
A detailed version of the equation MM s, of counse. avarlable from the authers
[§1}] reguest,
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- P _ — 3_
U 3

5 o= :;:: with Zf = I
~BPA 15

| BPA | | 10 |

rate of inflation

where P

U = unemployment rate
DEF = budget deficit
BPA = balance of pavments account

At the policvmakers™ disposal in this (fixed exchange rate) system
there iare three instruments: government expenditures (G). the amount of
the monetary authority’s autonomotus open market transactions (Qif),
and the exchange rate (w): two of these three instruments. however. are

constrained as well. namely

G 25
-G . -
o= with =¥ = 3
. w . 1.05
—w - 935

The optimization results can be drawn Trom Fig. 1. Since in our ap-
plication there are upper and lower bounds on the same variable a shght
modification ol the general procedure is applied: il the violation of the
upper (lower) restriction in step 2) makes an optimization (5) neeessary
we account for the respective lower (upper) constraint at the same time:
this is just to reduce the computational expense. Note Turther that we
adopted the special case referred to in the exposition of suceessive aetiva-
tion ol policy instruments.

Starting with the chotee of a 2, — lTeasible veetor the solution pro-
ceeds along the following steps: ™

1)  Add: P < 2no computation

Iy Add: U < 3 minimize U,

I Add: DLF < 2:no computation.

IV) Add: -DEF < I minimize —- DEF.

V) Add: -BPA < |5 minimize — BPA.

VI) Add:  BPA < 10:no computation.

The final solution }* has the undesirable property that the most
important restriction is at its bound: we would assume that the policy-

0N O1e thatl . since the

Note that. since the instraments hise heen sebtree successnveh L the vilue of g arged

varable may . in i sabsequent step. sull fall befow that value achieved previoushy, when the
respectuive vicnable wis chosen as o target varwble.
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maker takes this ftnal result as the basis to ask for further analvsis of the
loczl propertics. Nevertheless it turns out in this example thai the policy -
maker’s preferences are at least feasible, 1 this were not the case we had
to ask the policymaker to respecity his preferences, 2.8, by weakening the
restrictions in Z¥. Then the procedure had to be applied anew.

5. MODIFICATIONS AND EXTENSIONS

Up to this point we have explicitly considered only one-period prob-
lems. In a multiperiod approach there could be slight modifications of
the formulation. E.g.: the z*-value in z would be treated as restrictions
on the average value of the respective variables:

[
-

)
(12) VT-D i <
1

where 7 is the long run planning horizon. If it is the policymaker’s pref-
erence not to allow some variables to deviate in a single period from the
average value by more than a certain amount, we would add the following
restrictions: )

(|3) 211

A
o>
3
—%
N
~
-~

where

>
]

diag (1 + 0.01-5,)

and b, > 0 is the maximal tolerable (percentual) deviation from the respee-
tive average value.”

If-—in the multiperiod case - the politician’s prefercnce actually is to
maximize a certain variable {say capacity growth or per capita consump-
tion) upon holding of the restrictions formulated above, this would cause
no computational problem: the last step of the procedure described in
ch. 3 would be the maximization of that particular variable under the
restriction of (4). A discounting in the criterion function would be un-
necessary because we can reformulate any kind of intertemporal pref-
erence into an adequate inequality restriction.™

Of course concerning our main aim, the entire climination of the
weights from the approach, the linear criterion function in (5) is not essen-
tial. Any other, e.g. a quadratic function containing only one single vari-
able would do as well and be conceptually equivaient. In this case.

M The problems arising in the multiperiod case concerning the algorithm have been
discussed in Bock v. Wiltingen /Pauly (1977). p.6.

Rin u recent paper Ku/Athans/Varaiya (1977) have pointed out the crucial impor-
tance of the numerical value of the discount rate for the stability properties of dynamic
systems. Despite that the introduction of a discounting factor would only be another ele-
ment of arbitrariness.
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/ however, the numerical evaluation of the multiplices woulq h

/

into account the specific form of the eriterion function:
case particularly for piecewise defined functions,

From the exposttion of the computational procedyre in ch. ; i
should be evident that the assumption of z¥ containing only nstrumengs
il either, With
idcnliczll. It ther

feasible starting
it could involve st

and =¥ containing only endogenous variables is not cssent|
ZF containing also instruments the approach would be
are endogenous variables in cf. the construction of 4
point would have to be slightly moditied. because
some optimization steps as in ().

One of the fundamental ingredients of the present proceduyre
tematic evaluation of the multipliers. Using an algorithm, which does ny
compute the values of the multipliers, changes of the criterion functioy
value with regard to variations of the restrictions on the
might as well be computed simply by simulation runs with mo
of the instruments (as long as no restrictions on endogenous variables e
or become active). In contrast to that the computations of muitipliery
W.r.L restrictions on endogenous variables would deserve for repeated
optimization runs for slightly altered = *-values of the respective clements,

In our example we gave the multipliers only for those steps in which
an optimization way necessary and - trivially  he duals are zero for
nenbinding restrictions. To gain a deeper insight into the implications of
the given preference order. we could perform sten 3) after
ment of =¥ irrespective of whether the restriction w
Furthermore, we could in any case insert the fo“uwing step:

(3a) Set cach element of ¥ where the restriction is not binding at a
value with a zero slack ¥ Now compute the multipliers of the
restrictions.™ the information contained herein being of special
importance in the stochastic case (see fin. 7).

Finally let us look at the requirement of strong ordering of all rest ric-
tions. A natural weakening would be o grouped ordering in the sense that
some *-values would be considered of equal importance by the politician.
In this case we would have 10 add not only one but several restrictions in
a particular step of the computation procedure,

If none of the group is violated by the solution of the |
1s no further problem and we can proceed 1o the next group or single
restriction. Otherwise we first try with some auxiliary criterion function o
construct a new solution which fulfiils those restrictions to be added. It
that turns out 1o be impossible, we ratse all restrictions of the group

1S Q sys.

inslrumcms
dified values

adding anv le.
as effective or not,

ast step. there

Bif g p= 1o . D= prosel pt o2 jed L
& = Owould lead 1o dcgcncruc‘
HBut the new solution will of coarse b
mulupher informay,

S, with & small, buy nonzero. Obviously

4ve not ail restrictions bradimg: so to et the
on possibly deserves for more than one additiona) eptimizalion step

66

Ve 10 gk,
this would be 1he

-



simultaneously by the sarne rate o achieve feasibility.® Note that this
states an infeasibility of the original vector z too.

We have tried to show that the present approach is a very flexible
ool and allows for a variety of extensions and moditications: the fund:-
mental idea in any case is based on one single unweighted target variable
in the course of solution and on the manifold application and evaluation
of the multipliers.

6. SUMMARY

In the present paper we set forth an alternative approach to the
formulation of the criterion function in multiple target optimization prob-
lems based on the use of one- or two-sided inequality constraints on tar-
gets and instiuments. The computational aspects of its implementation
have been discussed in detail. As far as the application to problems of
economic policy optimization is concerned. the main advantages of our
proposal can be summarized as follows: )

o [t allows to separate distinctly between targets of cconomic policy

and more or less technically determined restrictions.

e Most of the notorious problems involved in the specification of the
weighting matrix in the standard quadratic or otherwise penalized
deviations approach can be avoided.

o The problem of sensitivity of the results w.r.t. variations in the
weighting matrix is circumvented.

e The formulation of targets and restrictions requires a considerably
lower degree of preference revelation. Actually, all we need is an
ordering of the targets--at least grouped and numertcal values
of upper and lower bounds for targets and instruments.

o As far as policy evaluation for different preferences. i.e. modified
sets of *- or *-values is concerned, we suppose our approach to be
more suitable than the resort to a single welfare index in the stan-
dard approach.

e The local elasticities of the target values w.r.t. the restrictions upon
other targets and/or instruments may be evaluated making use of
the Lagrangean multiphers.

e If a global analysis is preferred. in this approach a systematic
variation of the bounds allows for a straightforwuard construction
of fcasible regions of solution.

3¥Assuming implicitly some sort of “local homogeneity™ of the politicians™ prefer-
ences. In spite of the grouping this may be questionable. just as the following procedure: add
all restrictions of the group simultaneously and change the bounds successively until all mui-
tipliers of the group have the same value (which is practicable of course only in the case of
sulficient nonlinearity: it furthermore introduces an additional problem of choice. since the
duals are conditional on the respective tirget varnahied
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o Although we make no stochastic optimization in Our proceduge
the stochastic nature of a particular system can be tukep into ;.
count by an appropriate evaluation of the constraings: dual vy,
ables.

As far as our experience indicites these advantages outweigh the
computational impediments which may be connected with the applicatiop
of our method in a particular problem. Thus we are notin a position o
share the pessimism sometimes expressed concerning the formulation of
cconomic policy problems in terms and techniques oi NLp. A systematic
comparison, however. must be left to future research.

Universiry u_/'llwnhnrg
Department of Lconomjcs

REFERENCES

Ando AL A Norman. and C. Palash (1975): On the appheition of optimal control o » large
scale econometrre model. Paper presenied at the ird World Congress ol the
meiric Socrety. Toronto, Augnst 1975, (forthcoming in Munagement Stien-ey

Bock v, \\'iiilirlgc}l. e P Pauly (1977) The solution of targe-scale nonlinear restricted
optimezation problemns and an application to policy oplinlization in MACrocconomic
bang-bang-models. paper presented at the 2nd IFAC/IFORS Interaation:] Conference
on Dynamic Modelling and Control of Natioral Economics, Vicnng, January 1977,
(forthcoming in the conference procecdings)

Branson. W. H_(i976): The duzl role of the government budget and the bal
in the movement from short-run to long-run cquilibrinm.
nomics. 9071976, pp. 345 367

Bray. J. (1974): Predictive control of a stochastic model of the U
Present policy making practice by the UK government. 4
Measuremem. 371974, pp. 239 253

Bray. 1. (1975): Optin:ul control of 4 noisy cconomy with the UK ay an example. Jourmel
of the Royal Statisiical Sociery. Ser. AL LI8/1975 pp. 319 366

Chow. G. C. (1975): 4nalyyis and control o1 dynamic ecanamic systems. New York 1975,

Lcono.

ance of payvments
Quarterly Journal of Ee.

K cconomy simulating
nals of Economic amd Social

Dennis. J. E. J. Moré (1977): Quasi-Newton methods. motivation and theory, $143 Re.
view. 1971977 Vol 1.

Donckels. R. (1977); On the use of goal Programming m macroccanomic planning and
decision making. paper presenied at the Feonemetne Socirty European Meeting.
Vienna, Scpiember 1977,

baie, ROC(1974): On the solution of optimsl controi prohlems as maximization problems,
Aunals af Economic and Social Measuremeni, 371974, pp. 135 154

Fischer, S. (1972): Keynes-Wicksell and neoclassical m
can Economic Review, 62/1972. pp. 880 890,

Fricdman, B. (1972): Optimal cconomie stabilization policy: 2n extended framew ork, Jour-
nal of Political FEconomy, 3071972, pp. 1002 1022

Friedman, B. C978): Economic stabilizarion policy:
1975,

Garbade. K. ). (1975); Discretiondry conrel ofaggre

Garbade. K. D (1977): Economic stubitization in th
ern Economic Journal, 4371977 pp. 1243 1259

Gordon. R. H. (1976) Ap nterpretation of the
lineur-quadratic conteol. nternational £conpmii,: Review, 17:1976_pp. 779 %]

Hallet. AL H. (1977 The sensitvity o optimal policies to stoch
changes. paper presented at the Lconometrie Society
September 1977,

odcls of money und growth. Amen-

methods in optimization, Amsterdam

Ldte economic activiny, Le xington 1975,
¢ presence of limited discretion. Sousk-

Costs on the instruments in deterministic

astic and parametric
Europcan Mecting, Vienna.

628



ticHerman, b l),. O R:".rid( (1972) Yhe n.xrlilmucd pressigned pivot precedure (|,4). -
Rose. DI I:. A. Willonghby (eds). Sparse matrices and their application. New York
1972, pp. 67 76

Holbrook, R. S (l«)?})b, An ;xp[j;¢7;|x'!| to 'fl-.c .cl:nwc ot optimal polies wane barpe seale
couthvitiving arcdiete, Rank of Canida Statd Reseureh Study Noo X, Onrawes l‘)'-'{

Holbrook, R. S. “1)74.). A pf:|g~tic:|l. lllFlil\)(i tor L‘Olllfn“ill_\l‘:l large nnulinc:a; ‘st;vc}luxlic
systen, Annals af Economic and Social Measurcment, 3/1974, pp. 155 179,

Hothrook. R..S, .(!()75): Optial p()“L-'_\ chowee ander a noulinear constraint, Journal o
Money, Credit, and Banking . 7/1975.pp. RRIRD

Hoit, C. C. (I%‘Z], l,in.u:n' decision rulkes l"u.r_u-.'unmuic stabilizution and grosth, Quereerly
Journal of Ecanontics, 16{/1962, pp. 20 458 -

Jnkausen. 1 (1974% Estabhhishing preference functons for wacroccononic decision models,
Furopean Econanic Review, 571974, pp. 41 66,

Korai, 5. (1967): Mathematical planning of structural decisions, Ainsterdam 1967,

r. R ML Athans, aud P Varaiva (19771 The etfeets of disconnied costs on the uneer-
Lants threshold principic. paper presented at the 6th NBER Conference on Lvononiies
aud Control, New Haven, May 1977

Laasonen, P (1969 Fin therguadratisch konvergenter, werativer Algonthmus, Aaal A&
So. Fimnicae, Seric AL Reibe L No 4350,

Livesey, DA (1973 a) Can neicro-ceonotuic plarming problems ever be treated as 2 quad-
ratic regulator problent, i PFAC/IFORS st tnternational Conlerence on Dyinie
Maodelling 1nd Coutrol of National Eeonomics. Warwick 1973, IEE Confercuce Publ,
No. 10t pp. 1 14

Lisescy. DUAL (19713 by Somc further resalts for o model ol the 1K ceonomy ue fEAC
IFORS Ist Iuternational Coulerenee on Dsnamic Moedceliing and Contro! of National
Feonotitics, Warwick 1973, LEE Couference Publication No 101, pp. 95 108,

Livesey, D AL (1974 Some aspects of the theory of ceonomic policy, paper presented
the Feonometric Society buropean Meeting, Grenoble, September 1976,

Liveser. DU AL (1976): Feasihle directions i cconowic policy, paper presented at the Eeono-
meiric Socicty Enropean Mecting. Helsinki, August 1976 (forthconing ia “aurnal of
Optimization Fheary and Applic ationy’)

JLucnherger, D G. (1909). Oprisnization by vectar space methods, New York 1909,

Mussa, M. (1976) A study in macrocconaic, Anisterdam 1976,

Norman, A.. M. Noroear, and C. Palash 11973) Deterministic optimal macroccononiic
policy, Federat Reserve Bank of New York, Resciarch paper No. 7507

Ortega, J. MWL C. Rheinholdt (1970 lrerative solution af nonlincar cquations in several
varighles, New York 1970,

Palash. C. (1977): On the specitication of unemployment and inlation in the ohjective fune-
tiow, Annals of Economic and Sacial Measurcomnent. 6,1977, pp. 275 290

Peterson, 13, G (1973 The ceonomic signiticinee of tuatliary functions i optimal control,
Iuternational Economic Review 1471973 pp 23 282

poiricr. . §. {1976y The cconometries of struzworal change. A misicrdam 1976,

Piachowny, M. L3 (1978): Small epencconantics. Leninpton 1975,

Restem. B.. K. Velupillai, and 3. HOWaotcott (1977) A method for respecifying the werght-
ing watrix ol the guadratic criterion Tunction, piaper presented at the 2nd IFAC/HFORS
International Conference on Dynamiz Modeliing aud Control of National Econamices,
Vienna, January 1977 (fortheowming in Auvtontatice)

Sivon. H. A, (19363 Dynamic progrumunug under uncertiinty with @ quadratic ¢riterion
[unction, Econametrica, 2471936, pp. 74 81

Shupp. F. (1977} Social prelerence fupctions and the dichotomy argunent: 2 comment,
Aals of Evenomic and Social Measurement, 6/ 1977, pp. 295 300,

Theil, H. (1987 A fote on certainty cquivalenee e dypanie planning. Econometeica,
2571937, pp. M6 349

Theil. 1L (1968 ). Oprimal decisim rules for government and industry, Ind print.. Amsterdamn
1968,

Wallenius. .. 3. Wallenias, and P Vartia (1976); An approiach to sofving multple eritert
wacrocconomie policy problens and an application, Furopein Institute for Advanced
Studics in Management. Working paper 76-34, December 1976

62y

Z




v .

p—y

Zeleny. M. J L Cochrane (1973): A priori and a postenor roals i macrocconomic
makimg, n: J. L. Cochrane, M. Zeleny {edsy, Mudtiple criteria deci,
Columbia 1972, pp. 373 39},

Zeliner. AL (1974): The quahty of Guantilative ecconomic policyimuking ahen 1y
costs of change are misspecified, in: Sellchaerts, W, (ed ), £ enontetrics angd
theory. Essays in Honor of J. Tinbergen, New Yerk 1974, pp. 147 164

Zellner, AL M. Geisel (1965): Sensitivity of cantrol 1o tneertamiy and form of (e e
function, in: Watts, D. G qed ). The future of statisties. New York, 1965, pp. 269 ¢y

policy
Momak

el uny
X3 Maingy,

on

6:30)






