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A PREDICTIVE TEST FOR THE REDUCED FORM MODE|.
By W. A. Javamssa ann R, W, FAREBROTHER

In this paper we establivh a test of whether twa ety of uebvervations come from the same
rediced form model.

I. INTRODUCTION

In a recent issue of the Annals of Economic and Social Measurement
Dhrymes et al. 2] extended the single equation stability testing procedure
to the reduced form of the lincar simultancous equations model. However,
as Javatissa [4] has pointed out, their result is not correct when there are
two or more additional obscervations. The purpose of the present paper is
to obtain a result which is generally valid,

2. THEORY
Consider the reduced form model
() Y- X4

where Yisan & x G matrix of obscrvations on the ¢ endogencus vari-
ables of the model, .V is an .V x K matrix of observations on the A exog-
enous variables of the model, Il is a K x G matrix of unknown param-
etersand Vis an N x G matrix of disturbances. We assume that X" has
rank K and that the rows of ¥ are independently and identically normally
distributed with zecre mean and variance X, that is

2) EV, =0  EV.V, =4,
or
(3) EV,.=0  EV,V, = gl

where d; is the Kronecker delta.
Let Zbean N x (N — Ay matrix satisfying

{4) Z’Y =0 and Z2'Z =1, 4

andlet {! = Z'Y = 7'V, then

() EC, =0 EC U, = a,fv_k

whence

(6) EC. =0 FEULU,. = 8,3
172



| that is, the rows of ¢ are independently and identically normally ;.
tributed with zero mean and variance X.

Let A be an (N = 1) x m matrix satistying A4 = I where 7N and
m N - op et

(7) W= (U U, &

and let

(8) R N NN

Then

9 w- N0, & )

and

(10) Wil @ 37~ i)

In practice ¥ js not known and thijs statistic is not operational. However
we may obtain an estimate of 1, & X from

(11 W~ N0, e X)

Let r denote the fargest integer less than, or equal to. (v ~ K)/m. Parti-
tion w into 7 groups of mG ciements and Jet w; denote the jth group. Thep
we have forj = 1.2, T

(12) Ew; = 0 Eww = o %

Applying the result of Anderson 1, p. 106] we have

ry -1
(13 WA Mf‘l ~FmG.r - G + 1)
r mG

provided that r > mG, where

(14) A=

-
H/H,

r
J=1

~ -

3. APPLICATION

Let ¥ X and v be partitioned by their first p rows and the remaining
N ~ nrows

_
(s) N LT 3

= X o= and } =
)‘_,J le I,

LR | (.

where X, has ful column rank. 4~ And let 7 be partitioned as
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le 7
(16) . [ ’ ._1

LO o

-
where Z,1, 71 and Zyare n x (n - A)‘ nox (N -
(N - n) matrices respectively. Then

(a7 1 Ziy,

n) and (N - p) x

LL'13J LZ;Z Yo+ 25, Y,
where Z4, is defined by
{(18) ZuXy =0 and 73,7, =1,

Thus U/;. wand .\ depend only on Y| and Y, and (13) may be used as a
test of whether the observations X, and Y, were generated by the same
model as gencrated X', and Y, large values of the statistic leading to re-
jection of the null hypothesis. Ideally we would like to choose 4 = [,
but for this we require n — K > G(N — n)?.

The remaining preblems of obtaining a muatrix 7 satisfving (16) is
most easily resolved by applying Givens' method to the matrix [Y Y],
This procedure yields the matrix &' = Z'Y each of whose columns is a
set of “‘recursive residuals™ (see [3] and [5] for details).

4. RELATION

We now indicate the relation between our test and that of Dhrymes
et al. 2, eq. (12)) whenm = N ~nand 4 = [, Let us rearrange the
elements of

(19) wo= [UPUE U

ds

(20) iy = col ULy U
then

2n u*(Z“ @ [\, ~ xz(;\l(i)

since the left side of (21) is the same as the left side of (10). Let M = [, -
Y(X'Y) "X then we have from (4) that M = Z7Z', whenee

(22) 1"{” "{|:l Z“ Zlg r[;l 0

1"{” ."121 0 Z)Z ~i3 ZS:



and
(23) T LY = Z0 M,y - NP

where M is partitioned contormably with /7" and p - MMy . Y,
LYY YYD From (23 we have

(24) Uy = {l; ® Zi)e
where
(25) e=col{pP P, . Pt
Thus equation (21)may be rewritten
(26) (EO Mue ~ \imG)
where
(27) My = 2070 =1, - Xavx) tyy
and
(28) My =, ¢ X0V 'y
Finally it = 1 we have from (14)

7-K
(29) n—K)\ = > vy

Iy

= U0,

i

ViZnzy vy,
Yill, - Yy,
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