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Annals of Economic and Sociol Meoswrement 64,1977

MERGING MICRODATA: RATIONALE. PRACTICE
AND TESTING

By Nancy RucGares, Ricnarp RuGaies, Epward Wolry

In the first section of the paper, we argue for the need fos the stotisticol matchad of micro-
data sets as a way of rieconciling diverse bodies of date. As in the x'un\‘lnu‘liull‘(:l notioniel
{macrai decounts, the abjectove to nafr thitormafion franc differeat sources cnta o comnan
framewerk ta resalve coniflices amaong dato drawn frone different samples. The end resalt &
the creation af o siomple replicativit of the mécro ifarmation far coclc sector af thy cconomy
aligned 1o the macrocconamic accaun: for that scctor. In the next scetion of the paper, one
porticular matchixg technigue, develope:l ot the Notional Brreaa of Feonomic Research, s dis-
cussed in some detail. The methad s ilhisirated with residts from o statistical match carricd
out heween the 1970 Ceasus Public Use Sample and the 1969 Ingesnal Revente Serviee Tax
Moadel. In the third section of the paper. we perfernt several cconametric 1ests o evaluare the
reliobility af our marching technigue. We do the by maotching v samples drawst from the
some papuloiion, with the same sompling frome, and witlc almaost the some set of variables (the
1970 Cosuy 3¢, and 157, Public Use Sompleyy. We then subsittuie imputed velues obraired
from the matel for the acaal values 1o deternine » hether she imputed joing distribations difier
statistically from the actual joing disiributions. The resudts show that @i 95 percent of the
cses there is na statistical diglerence berween the aaputed and aciual jomt disiributions.

1. Tir RATIONALE FOR MERGING MICRODATA

A The Relation of Macro- and Microdata

One of the major achievements in cconomics over the past forty years
has been the development ol systematic macroeconomic data. Out of the
combined efforts of academic and government cconomists and statisti-
cians there has emerged a macroeconomic data base including the national
income accounts. input-output tables. the flow-of-funds svstem, iand more
recently national balance sheets. w hich together provide an overview of
the operation of the economic system. The macrocconomic data base is a
general purpose toal. which can be used for planning. monitoring. and
study of fiscal and other general policy questions, and for the construction
of many different kinds of aggregative economic models designed for
forecasting and analysis. Its focus is on the functioning of the cconomic
system as @ whole: problems relating to output, employment and eco-
nomic growth: the relationships among the major sectors  the govern-
ment. houscholds. business. the foreign sector: and monitoring the per-
formance of the cconomic system in terms of the behavior of such key
clemerits as consumer spending. gross capital formation. the government
surplus or deficit. the balance of pavments. It is an essential characteristic of
the macroeconomic data that it forms an integrated system. All of is
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parts fit together. so that it gives a untlicd picture of the behavior of
the cconomy, ) )

In cnnl'ralsl, the sitnation with regard to microdata that is, dagy re-
lating to individual firms. estabhshments, governmental uan.\. h'.')ll:;chuldx_
and persons  is much different, These d;ll.;l are ‘gulhcrcd primarily for yye
in regnlatory activities and the ;ldminislramqn of gu\_'crmm,‘m progr;mm, or
as input in construeting the Macrocconomic statistics. When ;ldmz'nislr;l.
tive and regnlatory agencies collect mlmmutu‘m m. carry out their gy
specific operating functions, it is the operating function, not the l\'%;lllslicul
by-product, that determines the nature ol lh.c data cnllcclu!, hus the
lr.ltcrnal Revenne Service collects microdata in the conrse of processing
tax forms; the Social Scenrity: Administration collects information from
cmployers and bencheraries: and the SEC and 1 l".( require h_nu.nci;;l and
line of business reports from businesses. In the Federal statistical ageqn-
cies, large quantitics of microdata are collected. but their primary use iy
still viewed as provision of the basis for compiling generai purpose agpre.
gative data, i:(;r the most part. the microdata collecting activities of even
the statsstical agencies are conducted as many separate inquirics. Thuy,
although the Censns Burean conducts censuses and surveys  vielding
microdata on houscholds and businesses. the Burean of Labor Statisties
colleets microdata on prices. wages. and cmplovment. other agencies
regularly cotieet information on agriculture, health, and many other
ficlds. and special survevs produce information on consumer expead;-
tures, erime, and a wealth of other social and demographic questions. it is
diflicnlt to relate these separate inquirics cither to one another or to the
macrodita.

Increasingly. this situation has come to be viewed as unsatisfaciory,
Broad social programs involving interrelationships between governments
and houscholds. the distribution of income. the position of specific soeial
and demographic groups. and distribntions by region and type of com-
munity call for new kinds of data. as does the setting of goals and the
measurement of performancee for social programs in such arcas as man-
power training. cducation. and health care. Macrocconomic data systems
do not provide cither the distributional mformation or the social and
demographic information which is needed. but the existing microdats are
often partial, biased, internally incounsistent. and impossible to reconcile
with the macrodata.

The response of the traditional national aceountant and macre-
cconomic analyst to the mereasing demand for such new kinds of infor-
mation has been 1o increase the amonnt of detail in the macrodata by dis-
ageregating the major transactions flows. and by providing supplementar
information that can in some degree be related to the agpregate data.
More detailed data are provided for the government sector, linking the
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revenue and outlays in the government budget with the nutional income
accounts so that the aggregate nupact of varions governent programs
can be traced. More dedailed industrial breakdowns are provided for the
enterprise scetor: this 1s of interest especially to those who are tallowing
specific industrics and who wish to be able to predict ehanges in the level
and composition of industrial activity, Work is progressing alse on
regional brcalkdowns._ It was this approach -disaggregation  that was
followed in the latest revision of the United Nations System of National
Accounts (SNA) [8], where the disaggregations called for have been
pushed well beyond the capacity of most countrics to supply the data.

An alternative approich relies upon dcetailed cross tabulations of
soctal and demographic data. As Richard Stone [71 has demoustrated,
Markov transformation matrices can be used to preject some of the
social and demographic changes that may be cxpected to oceur. The
procedurc involves the development of multidiniensional cross tabulations
of the information germance to a specific type of analysis (as for instance
the cducationil process). The System of Social and Demographic Sta-
tistics of the Urited Nations {9] hus gone in this dircetion.

Howevcr. neither disaggregation of the nuacrocconomic acounts like
thit in SNA nor the more detailed and elaborate soctal and demo-
graphic statistics of SSDS can provide the kind of detailed information re-
quired in many instances for the design and evaluation of specific pro-
grams and policies. Unfortunately. cross-tabulation rapidly  beconics
explosive. If for example onc wishes to study the interaction of 10 variables
in a socio-demographic matrix, and each of these variables contains 10
categories (both very small numibers to characterize a socio-demographic
systent), the number of cells in the matrix is 10*, or 10 billion. Given the
size of the populations of most countrics and the natural clustering. most
of the cells in the matrix would of course be empty, but 1t is still true that
the data would be spread over so many cells as to be essentially unman-
agcable. In this conncction, it is interesting to note that the cross-tabuka-
tions of the population census regularly produced by the Burcau of the
Census fill many more computer tapes than do the original individual cen-
sus reports, despite the fact that the data cross-tabulated seldom exceed
three or four variables.

Furthermore, the microunit data needed for the kinds of uses men-
tioned above is quite different in nature from data obtained by disag-
gregation. In samples of niicrodata all of the information relevant to a
specific microunit is available as a separate and distinguishable set, but in
disaggregated cross-tabulations individual microunits cannot be observed
as separate entities.

Itis possible, however, to envisage a fundamentally different kind of
approach, based on systematization of microdata far bevond what now
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exists. This possibility has been opcnc.d up by .t.hc r.cvolution N daty
processing brought about by the increasing capacity of con~1pmcrs, which
in turn has led to a very great change in the technology of statisticy] ac-
tivitics. The traditional use of data ageregation as o lc%‘hni(;.ug for redue.
ing processing requirements to manageable proportions is no longer
required. Before the computer was dcvclloplcd to its present level, goy.
ernment agencics conceived of their statistical outp'ut as the provision
of specitic tabulations, and subscquent data processing was cpniincd to
manipulation of the tabulated data. Now, the emphasis has shifted frop
tabulations to the processing and editing of the primary data. It js 1ni.
ereasingly elear that data are most efticiently storcd in the form of micre.
unit records relating to cach separate reporting unit. In some cases, sam.
ples of such microunit data may be relcased to other users with appropriate
confidentiality protection. but the desirability of preserving the microgay
records does not depend on whether or not there is any intention of re.
lcasing individual records. This form of storage not only permits fur
greater flexibility in gencrating the wide variety of aggregations and crogs.
tabulations which may be required for different purposes, but it also com.
presses the data storage space required. This change in methedology per-
mits the analyst cflective access to large bodies of information, 3
relatively low cost. and it means that the possibility of relating microdata
sets more directly both to other microdata and to macrodata has become
real (see [S]).

B. Problems Inherent in Using Microdata

It has long been recognized that different microdata sets may eon.
tain conflicting or inconsistent information. but the magnitude of this
problem was not generally appreciated until the microdata began to be
used themselves for analysis. As long as microdata were used only as the
basis for aggregative tabulations, it was customary to make corrections
and adjustments at the aggregate level rather than to carry them back te
the microdata records. Once the microdata began to be used directly for
analysis. however, the problems of editing and cleaning the individual
records became eentral. Glaring inconsistencies or impossible values
which would have been undctected in aggregate data-- for example. a
seven year old girl with ten children - beeame apparent in the miicrorecord
form. The problem of missing values also had to be faced. and techniques
were developed like the “hot deck ™ employed by the Bureau of the Census
to impute reasonable values for missing data.

Even after editing for inconsistencies and allocations for non-
response, however, the data in a single microdata set often are very dif-
ferent from data derived from other independent sources. Such dillerences
may arise because of underreporting. or from differences in classification
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or coverage. Table | below gives an example of the umgniu'ldc of such
differcnces. It compares income data reported ;m_d Allocated in ic 197,
Survev of Income and Education (SIE) and the ( llrrcnl_ Population ‘Sup
vey (CPS) with estimates from indcpcn_dc.'n _murccx_ It is apparent from
this comparison that serious discrcpuﬂnc:cs exist. ' '

When different sources give different rC.\‘.llI(S,-;-l curc.l nl evaluation j
needed to determine which source is superior. Thaus for example. (p,
pavments of social secnrity benefits t.o houscholds as recorded by the
Social Security Administration are likely .to be more accurate than
receipts of social security benefits reported in a houschold survev. Sim.
ilarly, interest and dividends reported to the ln(crn;li_ l_{cvcnnc Service by
the payers are likelv to be superior to inierest ;ll-ld dmdcx_lds reported as
received by individuals in a houschold survey. For analvtic use, an effort
needs to be made to correct the biases in each microdata set to align iy
with the sources judged 10 be most accurate. Special resurvevs. audi,
and small exact matches of records may be found useful in some cases in
analvzing the types of bias involved in particular microdata sets and in
suggesting techniques for introducing appropriate adjustments. Thus the
andits carried out by the Internal Revenne Service have been found to be
very nseful in assessing the quality of the different items of information
in the income tax file, and suggesting kinds of adjustments that wonld be
appropriate. In some cases, adjustments can be based on internal relatiop.
ships in the data itself. Thus for example, the number of individuals who
are receiving social security benetits can be bronght into line with the
totals reported by the Sectal Security Administration on the basis of the
age, sex, and employment status of the individuals in the survev. Such ad-
justments can be introduced as additional information rather than us
alternatives in the original entries contained in the microrecords, thus
adding to the information which can be atilized by the analvst rather
than limiting it.

Quite apart from these considerations, another class of difficulty
anises becanse diflerent microdata sets do. of course, cover different re-
porting units and contain different information. A single survey vielding
ali of the desired kinds of information relating to any given group of
respondents is impractical. Anv given survey is hmited both by cost and
by the reporting burden on individual respondents. There is necessarily
some trade-off between sample size and questionnaire size. In instances
like the population censns where exhaustive coverage of the population
is desired. the number of items that can be obtained from every respon-
dent is limited: more detailed cuestions are asked only from samples of
the population. Even these samples, however, are very large when com-
pared with those nsed for survevs which seek to obtain extremely detailed
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information ubout cach respondent. such as the survey of consumer
cxpendiuures.

All of these problems pose barricrs to the generalization of informa-
tion contained e microdata sets. but the goal is nevertheless worth pur-
suing. As long s the microdata were collected only to produce aggregated
totals or cross-tabulations. it was considered sutticient to relate the in-
formation from different microdata sets at these aggregate levels. and
unfortunately itis still true that this is the most generally used method of
relating information from different sources. But this method both hides
what may be tmportant inconsistencies and differences among data
sources and sharply reduces the use that can be made of their informa-
tion content. The information which the microdata contain on the joint
distributions of dilferent variables becomes lost in the process of ag-
gregation.

C. The Construction of Integrated Microdata Sets

As any gencral equilibrium economist will quickly point out. all
macrodata are in effect aggregated microdata. The national income esti-
mates compiled by the Burcau of Economic Analysis depend on the
tabulations produced by the Internal Revenue Service. the Social Seeurity
Administration, and the Bureau of the Census. all of which are based
upon their microrecords rclating to firms. establishments. governmental
units. houscholds. and individuals. Maintaining microdata files at the
level of the individual reporting unit wakes it possible to preserve both
the basic interrelations of data within the reporting unit and the dis-
tribution among reporting units. but it would be very nseful also to be
able to bring the diverse types of information which are available at the
micro level from any different sources together in a cohesive form.

This could be accomplished by constructing microdata files that are
composites of the known information about various types of reporting
units. Construction of such composite microdata sets would be directly
aualogous to what is done in constructing the macroeconomic accounts.
As in the macro accounts, the objective would be to map information
from different sources onto a common framework so that conflicts among
data from different sources could be examined and resolved in the light
of the best available information. The end result would be a general pur-
pose sample replication of the micro information for each sector of the
economy aligned to the macroeconomic account for that sector. Such
microdata sets could then be used to generate any specific tabulation de-
sired, at any level of disaggregation of the macrodata, and they could also
be used as a vehicie for microanalytic simulation.
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Conceptuatly, one can imagine one or more micn.nl;ltu.wls under.
iving the data for any specific seetor -oI. the cconmn:\. Ihaos .lor example,
s'cls of accounts refating to mdividual hrms and thewr establishmenty van
be considered to underlic the macrocconomic data relating to the epg.
prisc sector. Such accounts are the h;'..\‘l‘s o TRS tax rccor.ds\ FYCand SE¢
records. and the Censuses of Manufactures and Bosiness: hnoa wely,
organized central statistical office, 1t s noty mcom-cn'uhblc that such ip.
formation could be integrated into a cohesive wholel Bven ontside fhe
government, companics such as McGraw-Hill zl.nd l)nni and Bradstregt
assemble information on specific firms and their establishments, Thege
data sources are generally open. and academic ccononnists are rapidly be.
ginning to nse such sourcees of open data. For thL.' goverament scetor., the
Census of Governments contains the accounts of some 75000 individyy
governmental units at the federal, state. and focal levels. For the house-
hold scctor, a wide varicty of data sources exists, both from surveys ang
cenuses and from administrative records mamtained by governmen
agencics, The development of integrated microdata sets for the major
macroeconomic sectors is of course a long term objective. but some of the
steps that could be taken arce clear.

With respect to firms and establishments, industrial concentration
makes it almost imperative that exact matching be used at feast for the
larger firms, since cach one is fairly unique. In open data scts, exadt
matching poses no serions problem for large companics since their
identity is hard to conceal. For small companices and establishments exact
matching may m some cases be quite ditlicult, and other expedients may
be required. Considerable analytic problems arce also cansed. of course, by
births, deaths, and mergers of companies, but this kind of informatioa
constitutes a significant part of the data base and is a topic of much
analysis, Data inconsistencies between ditferent sonrces will continue to
exist. and the analyst will be foreed to choose among the available
sources. Some of the government's dita sources on firms and establish-
ments are open (e, SEC, FTO), but others are coutidential (such as IRS
and census returns). The disclosure rules, however, do not prevent the
Burean of the Census from bringing together information from a variety
of difficrent sources, so long as the published results do not disclose con-
hucitial information. Thus the published enterprise statistics are based
upon use of both RS and census records by the Burcan of the Census.
Similarly, County Business Patterns makes use of Social Sceurity data. i
is certainly not beyond the bounds of possihility for the Burcau of the
Census to develop a comprehensive microdata file tor all the Farger firms
and establishments in the cconomy. Although such o microdata file could
not be released to the public, it would be an extremeh usefut tool in the
development of the statistical system. '
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tFor the government sector. data sources are open. and the microdati
tapes of the accounts of the individual governmental units do provide a
valuable data source to the analyst. Work on linking these accounts 1o
the macro accounts for the government scetor in the national income ac-
counts is geing forward. Here, problems of definition. classification. tim-
ing. and inaccuracies i reporting all arise, but such problems can be
overcome with improved reporting.

With respect to houscholds. the problem of relating microdata
recards from diflerent sources posces a different sort of difficulty. Ana-
Iytically. it would be desirable to match different files on a pell'sonAby-
person basis. and some such exact matching has in fact been carried out.
Files of tax returns. social sccurity records. and the Current Population
Survey have been linked with each other by matching the social security
numbers which were reported in all three files. However. there were a
substantial number of non-matches or mismatches due to non-reporting
or errors in reporting of the social security number. Attempts to match
files by using namcs and addresses of the respondents meet with much
greater difficultics duc to the variation in names recorded in ditferent files.
the existence of duplicate names. changes in addresses. and even changes
in names, i.c.. due to marriage. Thus. cven in those instances where it is
technically feasible. cxact matching is costly to carry out. Furthermore. it
is subject to the objection that the complete identification of individuals
constitutes an invasion of privacy. In instances where the files to be
matched are samples of populations. cxact matching is of course not pos-
sible since gencrally diiferent samples will contain different individuals.
For these rcasons. although exact matching can be usclal in spectal in-
stunces, it cannot be relied on as the basic method for integrating micro-
data records from different sources into @ composite for the household
sector.

In some cases it may be possible to use regression analysis to impute
variables contained in one file to another file. For this metjod to be suc-
cessful_ it is of course necessary that both files contain variables which
are closely related to the variabic which is being imputed. Such imputa-
tion may be satisfactory for many purposces. It should be recognized. how-
ever. that using the regression valic for imputation entails that the joint
distribution of the imputed variables with other variables may not be cor-
rectly measured. Where substantial number of imputations are required
and the joint distribution among the imputed variables is impertant. re-
gression mcthods may not be appropriate and other techniques must be
found.

The concept of a statistical match. which relates a set of data about
an individual or household in ong file to a record for a similar individual
or household in another file. is intuiiively appealing. Thus for example. at
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povernments often publish it spearal consumer prige

an aggregate fevel, ! ' .
paid by a houschold of average

index whiclt is said to represent the prices
o children living e an urban area. In ctect, what is being
nee is that the general pattern of poods purchised hy 4
family ol this type and level of fnconie is very sinutlar to that of uny other
family in the same cireumstanees. The same approach can be extended to
prm'i'dc the basis for statistical matching ot houschold wicrodata files,
For a satisfactory statistical mateh, it is necessary o be able to seleq
houscholds whose characteristics are similar cnough so that the merged
information is consistent with all the known information iu both files. 1or
example, if both a houschold survey and a sumplc-of tux returns contain
fairly complete information ou the composition ol houscholds and their
sources and levels of income, it would be possible to seleet tor any given
houschold in the houscheld survey an actual tax return Trom the tax sam-
h would be representative of the tax retura which that houschold

mcome with tw
said 1 this wmsta

ple whic
did in fact lile.

In recent years there have been a number of ctforts directed at the
stutistical matching ol tiles. In @ pioneering studv, the Bureaun of leo-
nomic Analysis of the Department of Comumerce undertook the statistical
niatching of microdata from a sample of individual tax returns, the Cen-
<us Current Population Survey, and the Federal Reserve Bourd's Surves
of Financial Characteristies of Consumers {2]. The purpose of this eltort
was to develop imiproved estimates of the size distribution of income
related to the social and demographic characteristics of income re-
cipients. At about the same time, the Brookings Institution undertook a
statisticai match of a sample of income tax records with the Survey of
Econemic Opportunity sample in order to analyze the impact ol proposed
changes in tax laws on tire tax payments of individuals (3]. This effort at
tax modciling based upon the integration ol different bodies of data has
continued to be used by both Brookings and the Treasury Department.
Using a somewhat different approach, Statistics Canada carried out a
statistical match between the 1970 Canadian Survey of Consumer Fi-
nances and the 1970 Family Expenditure Survey, which made it possible
to relate information on balance sheets and consunier  expenditure
patterns [11.

At the National Bureau ol Economic Rescarch, a research project o
the measurement of cconomic and social performance’ has been working
on devcloping the methodology of statistical matches of houschold
microdata scts [4]. The methodology developed cmploys a techuigue
based upon sorting and merging of microdata liles. The variables which
are common to the two files to be matched are used to develop a hier-
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archical ordering. Both files are then sorted in the same way according
to this hierarchical order, and merged. The cases which are adjucent in the
merged file can then be considered to be suvitable for matching. Sta-
tistical techniques have been developed to determine the matching inter-
vals which should be spectfied for each variable for any given level of
probability. By specifying differcnt levels of probability, a nested set of
matching intervals can be developed which results in a sorting order of
each file appropriate for statistical matching. The matching procedurces
are described in more detail in section 11 of this paper.

[t should be recognized that such statistical matching is only valid in
fairly dense data scts. Where these are only a few cases within broad
matching intervals, the possibility of mismatching is obvious. For this
reason, this matching technique is not generally applicable to records con-
tained in small samples, or to those records in large samples which have
unusual or extreme characteristics. 1t is also apparent that although the
matching technique takes into account the relation between the matching
variables and the remaining variables in each data set, it can say nothing
about the conditional joint distributions of the non-matching variables
in the two data sets. The assumption is made that such conditiona! joint
distributions are stochastic. Ncvertheless, to the extent that the non-
matching variables are correlated with the matching variables, the raw
joint distributions will be correctly reflected.

A test of the accuracy of matching which was outlined in the earlier
piece [4] was to split a large sample into two halves and match one half
against the other One could then examine whether the imputed values
obtained by the match can satisfactorily be substituted for the actual
values. An alternative to this is to match two samples drawn from the
same popuiation and with the same sampling frame, which have an aimost
identical list of variables. One could then substitute imputed variables Jor
actual ones to determine the reliability of the match. We did this using
the 1970 Census 5%, and 15°, Public Use Samples. The results of the test
are shown in Section HI of the paper.

1. SPECIFICATION OF THE MATCHING PROCEDURE

Since the sort-merge procedure for matching microdatasets was first
outlined [4], we have executed three full-scale matches at the National
Bureau of Economic Research. The procedures we have used follow very
closely the original description of the method. In this section we will pre-
sent a more technical description of the matching procedure and indicate
any modifications to the original strategy. Moreover, in way of illustra-
tion we will present some results from the match we executed between
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the 1970 Census 159, 171000 Public Use Sample (PUS) and the 1949
Internal Revenue Service Tax Model (IRS).

A. The Direction of the March. In our matching procedure e
file. the B file, is matched to the other file, the A file. This means._ in ef.
fect, thal information from the B file is transferred to eich record of the
A file. In the PUS-IRS match, for example. we decided to match the jRS
file to the PUS file. The reason was that the PUS filc is a random (repre.
sentative) sample of the U.S. population, while the IRS file is a stratified
sample with upper income groups over-represented. By matching the RS
file to the PUS file, we could assure that the tax information would be
given its appropriate population weight. N

B. The Matching Unit. Microdatasets have different units of oh.-
servation. For matching purposes, it is necessary to select a common unig
between the two files. Sometimes this entails the creation of a correspond-
ing unit in one of the files. In the PUS file. for example, the basic unit is
the household, but the houschold is broken down into family and indi-
vidual observations. In the IRS file. the basic unit is the return. that s,
a single or joint return. By assuming that all married couples file joint
returns, we constructed single and joint tax return units from the in-
dividuals in the PUS file and matched the two files on the tax unit.

C. The Selection of Matching Variables. In the matching procedure,
there are four kinds of variables in each tile. The first kind is the cohort
variable. These are variables common to both microdatasets which are
matched on the basis of exact values. In the PUS-IRS match, we selected
the type of tax return, the sex of the respondent in the case of single re-
turns, and the age and race of the head of household in the case of joint
returns and of the respondent in the case of single returns (see Table 2).}
Cohort variables are ones we consider too important to match with ap.
proximate values from the other file.

The second kind is the X variable. These are the remaiming variables
common to both files but are less important than cohort variables. These
variables are matched on the basis of approximarte values or matching in-
tervals (see below). In the PUS-IRS match, the Y variables were the num-
ber of children, house ownership. wage and salary carnings, business earn-
ings, farm income and total income. Since X variables sometimes differ
in concept and distribution between the 4 and B file. we designate them
X, and X, respectively (see below).

The third kind is the ¥ variable. These are non-common variables
which are used to construct the matching intervals (see below). In prin-

“We used the 1969 IRS file in the match. because carnings and income information in
the PUS file is for calendar year 1969.

Age and race information was added to our IRS file by i special cun by the Social
Security Administration using the actual social security numbers vn the tay returns
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I'ABLE 2
SURUCIURE OF 1HE 1970 Posrie Usk Savirs 1969 INtrrNAL
Revisve Sexvicr Fax Moo Maten

A. Cohart Variables
I Type of tax return
2. Sex of respondent (single returis)
3. Raee of head of bousehold
4. Age of head of household

B X Variables
1. Mumber of ¢children
2. Owner-oecupied home or rental anit
3. Wage und salary carnings
4. Business carnings
5. Farmincome
6. Total income
C. ¥ Variables"
. Lducation
2. Birthplace
3. Occupation
4. Industry of employment
5. Class of worker
6. Years married (married couples only)
7. Number of years at current address
& Value of property {homeowners only)
4. Number of automobiles in houschotd

2pUS file only.

ciple one set of matching intervals should be generated for each file, and
the two sets interwoven to form an integrated set of matching intervals.
In this case, there would be a separate set of Y variables for each file—
Y,and Y,. In practice, however, we have generated the matching intervals
only from the A4 file because of the enormous computer cost of the
process. The Y variables in the PUS-IRS match are listed in Table 2.

The remaining set of variables in cach file arc designated Z, and Z,,
respectively. These are also non-common variables, but are one which we
have little interest in or which appear, on the surface, unrelated to the X
variables. Quarter of birth, veteran status, transportation to work and
language spoken in the home are examples of Z variables in the PUS filte.

D. The Construction of the Matching Intervals. Since it is very un-
likely to find records in the 4 and B file with identical values for the X
variables, it 1s necessary to match the X variables on close or approximate
values. The range of values of the X variable which can be considered
“sufliciently close™ forms the “‘matching interval.” We construct these
ranges by analyzing the sensitivity of the conditional distribution of Y, on
X, (f(Y,] X)) to X,. Using a Chi-square or a correlation test preset at
a given significance level we determine amoang which values of X, the con-
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NestiD INTERVAL

Larnings

(In Dollars)

S

0

201
301
401
601
701
801
90t
1,50t
1.701
1 801
2000
220!
2,501
2.K01
2901
3100
3401
3.801
4.101

4.301-

4.80i
4901
5.101
5.401
5.901
6.401
7.101
7.50!
8.00}
8.70!
9.701
13,601
13,601
18,601

25,501 50.000+

200
300
400
SO0
700
300
900
1.400
1,700
1,800
2.000
2.200
2,500
2,800
2900
3.100
3.400
3.800
4,100
4,300
4,800
4,900
5.100
5.400
5.900
6.400
7100
7.500
$.000
8.700
9.700
13,600
15,600
18,600
25,500

FTABLYE 3
SIRUCIURE FOR THE Wadr FARNINGS VARIABLS

Intersal Number by Matching Level

Correl Correl Correl Correl Correl
(.97) (.90 (.80} .70 (50)
1 1 ] 1 1

2

3
N 2

4

2 2 5

3

6 3

7

¥ 4 3

9 — _ 3
10
— 5 4

8}

12 6 3
13

14 7

15 S 4
16

17 —
18 9

19
20
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ditional distribution (¥, | X)) is statistically different. Values of Y. for
which the conditional distribution js statistically different are pluc:d i
different matching intervals. and values for which the conditional distribu-
tion is not statistically different are placed in the
Morcover, by varying the Chi-square and correlation levels, we can gen-
erate different sets of matching intervals at different matching levels. In
fact, by continually relaxing the criterion for u significant difference, we
are able to create a “nested’ set of matching intervals. The set of match-
ing intervals for the X" variable Earnings and the matching levels used in
the PUS-1RS match are shown in Tabie 3. For examplie, at the Chi-square
(.99) level. IRS earnings of $3500 would be considered a suitable match
for PUS earnings of $3700 but not for PUS carnings of $390C. At the
correlation (.97) level, any IRS earnings in the range of $3401 to $4100
would be considered a suitable match for PU3S earnings in that range. As
is apparent from Table 3. the range of the matching intervals widens and
the number of matching intervals decreases between the first and last
matching intervals. This is true of the other matching variables in the
PUS-IRS match, as can be seen in Table 4. From this table it is also ap-
parent that the number of matching intervais and the rate of “collapse™
differ substantially among the X variables. (In addition, see [4] for a more
complete discussion of the procedures used in constructing the matching
intervals and the rationale for it.)

E. The Alignment of the X Variables. 1t often happens that an X
variables differs somewhat in concept or sampling distribution between
the 4 and B files. Before the twe files can be matched, it is necessary (o
reconcile or “‘align™ the X, and X, variables. In the first case, where two
variables differ in concept, it is often possible to transform one conceplt

same matching interval,

TABLE 4
Toe NUMBER OF MATCHING INTERVALS BY MATCHING LEVED IN
THE PUS-IRS Maren

Matching Level

6 N 4 3 2 1
Corre- Corre- Corfe- Corre- Corre-
lation lation lation lation iation Chi Sy
(.50 (.70) {80 (.90) {.97) (.99
Y Varihle
1. Number of children 1 | I 1 4 R
2. Homcowner status | 1 | 2 2 2
3. Wage carnings 3 + 3 9 20 36
4. Business carnings ] 1 | 1 1 13
5. Farm income 1 I ! | 2
2 2 3 6 16 6

6. Total income
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into the other it other information s present. In the PUS-IRS match, for
example, adjusted 2ross income (AGH m the TRS tle was matched to ot
personal income in the PUS file. Because of the other information present
in the IRS file. it was possible to add dividend exclusions and other -
justments back in to AGIH to obtain personal gross il.icomc. ’!‘hg WO con-
cepts were stll not identical. since gross incon_m n .lhc IRS file sl
excluded social security income but included capital gains. whereas oy
income in the PUS file included social security income but excluded cap.
ital gains. To align the two concepts, it was. in addition, neeessary o
subtract capital gains from gross income in the IRS file and subtract sociy)
security income from total incomc in the PUS file. In the other case, where
X, dill'&rs from X, in sampling distribution. cither becatuse of differences
in sampiing frame or beeause of differences in reporting errors, it becomes
neeessary 1o align the distributions of the two variables. We did not ¢n-
counter this problem in the PUS-IRS match ?

F. The Sort-Merge Match and Calibration.  The mutch itself is ex.
ceuted in the following steps: First. the A variables in each record in the 4
file and in the B file are recoded into matching intervals. Seeond. the
records m egach tile are sorted on the basis of their cohort values and.
within cohort. on the basis of their matching interval values. Third. for
cach record in the A4 file. a scarch is made for a B record with identical
matching interval values as that of the A record at the first (most detailed)
matching levell I this fails, a scarch is made for a 8 record with identical
matching interval values at the sccond matching level: if this fails, a candi-
date is searched for at the third matching evel, and so on, to the cohort
level. Once the matching level is established, the matching B record is
randomly selected from all the B records that match the A record at this
level * The sclected B record s then merged with the 4 record. lourth,
the distribution of the mateh by matching level is calibrated. If the dis-
tribution is uneven. new matching intervals are generated with a new set
of probability levels and the match repeated.® This process is continued
until the resulting calibration is relatively even. Three iterations were

0ne possible fix-up procedure is 10 align the distributions of X, and X, on the
basis of their rank order or pereentile distribution. fn effect the nth percentile vatue in the
B fil: would be treated as equisatent 1o the ath pereentile vabue i the 4 e, Betsre match-
ing intereals for the # file are generated. the Ap vadues would be transformed 1o their
cquivalent valaes interms of the 3, variable.

*This is actually true enly if the B Bie s a eandon =ample. Hothe B file is a0 siraufied
sample. the 8 record is chosen on 3 prohability basis on the basis of the sample w cights,

The reason for this is that the mateh can be improved by re-specitving the matching
fevels. For example, suppose that 30 pereait of the matches occur at evel 4. correlation
(80). and that lewel 3 is correlation (90, This indicites 1hit o larpe proportion of the
malches would dikely oceur a1 some correlation level between 080 and 090 sy, D83 Sinwe
acorrchation level oI G.83 yields more narrow neatehmy witersals than o correlilion level o
G.X0. the maiches between the 4 and B records w ould occur at closer 3 values and the
malch thereby improved,
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TABLL &
CALIBRATION OF 1y PUS-IRS Maton

Muatchbing Level Percentage of Matches

. ChiSq 9y 16.0"
2. Correl (97) 188 !
3. Correl (90) 0.6
4. Correl (.80) 14.3
5. Correl £.70) 122
6. Correi (.50) 6.2
7. Cohort 30
100.0

necessary in the PUS-IRS match. and the final calibration is shown in
Table 5.

[I1. AN EMPIRICAL TEST OF ThE MaTcHING PROCEDURE

Though it is true. as Sims (6] points out. that We can say nothing
about the joint distribution of Y, and Y, conditional on ¥ we can ncvsrv-
theless say something about the {(raw) joint distribution of Y, and Y,’
As shown previously {10]. the stronger the correlation between Y,and X.
and Y, and X. the closer the imputed joint distribution of Y, and Y,
will be to the actual (unknown) joint distribution. In the case where Y,
and X, and Y, and X are perfectly correlated. the imputed joint distribu-
tion will exactly replicate the actual joint distribution. However, the more
the correlation coefficients deviate from positive or negative 1.0. the
greater the likely error between the imputed and actual distributions.

In this section. we provide a statistical test of the matching proce-
dure. The test is performed on the match of the 1970 Census 1/1000 5°,
Public Use Sample (PUS) to the 1970 Census 1/1000 15°, PUS (see
Table 6). The two datasets are random samples. of the same size. and
identical in their variable list except for about a dozen variables® As a
result, almost all the ¥ and 7 variables will be the same in the two
datasets.” This thus allows a comparison of the imputed joint distribu-
tionof ¥, and Y, with the actual known joint distribution. Moreover. the
imputed joint distribution of Y, and Z, can be compared with the actual.

"We can say nothing about the eanditional joint distribution. since this is precisely
the information missing. As in almost all imputation procedures. we assume the relation is
stochastic (sec Section 1).

The designations 3", and “15° " refer to the percentage of the population receiving
the respective questionnaires. We pertormed this mateb to transfer information on con-
sumer durable boldings for construction of household balance sheets.

In Tact, all the ¥ variables are the same.
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TABILLE 6

SrreCIURE on i 1970 Prapic Use Saserr ST ST Magoy

A, Cohort Variables

. Mantal status

. Agc of head of houschotd

_ Sex of head of houschold

Kaee of head of houschold
Owner-occupicd home or rental amit

TP d et —

\" Pariables
1. Number of children i hesschold
2. Value of property or gross monthly rental

8.

3. Wage carnings of head of houschold
4. \\‘:l;-u carnings of spouse ot head ot houschold (f married)
5. Fotal famity imcome
¢ v Variables?
|. Edugation of kead of hoinsehold
2 Fducation of spouse of head of houschold of nirricd)
3. Industry of employment of head of howschold
4. Qceupation of head of hoaschold
3. Place ol birth of head ol Louscheld
6. Farm income
7. Professional income
%, Social Seeurity icome
9. Welfare income
D, 7 Variables®
I. Hours worked per week by head ot houschaeld
2. Weeks worked per yvear by head of houschold
3. Year last worked by head of houschold

F. Matching Levels tand Calibration”

i Chi-square (99 IR27
2 Corrcation 9%y 1947
3 Correlation (97 2587
4. Correlation (93 17.6" .
5. Correlistion ((90): 133
6. Correlation .80y R

7. Colort : 137

BAILY variables are common to both the 37 and 157 samples.

bpartial list of those common to the 37 and 15 samples.

“The calibrition is in terms of the pereentage of the total number of houscholds
malched 1t the indicated fevel.

and the imputed joint distribution of ¥,, Y¥,. and Z with the actual for
most Z variables.

We used a “Chow test”™ to compare the two joint distributions. A
Chpw test is @ regression technique where the coeflicients of an equation
estimated using one samiple are compared with the coetlicients of the same
equation estimated on a different sample. The test determines whether the
full set of coeflicicnts or any subset is statistically different in the two
estimations. In our application we will use the Chow test to compare co-
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clicient estimates of a regression on the original sample with one where
onc or more imputed (matched) variables has been substituted for the
original variables. 1l the two sets of coetlicients are statistically different,
then the indication is that the imputed joint distribution is not a good
replication of the actnal joint distribution. If they are not statistically dif-
ferent. then the replication is good according to this criterion. This Cri-
terion, it should be noted. has limitations charucteristic of regression
techniques. In particular, a regression is a summary statistic, capturing
only the first and second moments of the joint distribution of the rcgrc;-
sion variables (that is. the means and the covariance matrix)."

We ran the Chow test on a variety of combinations of X, Y, 7. and
cohort variables to obtain a cvomprehensive picture of the relation be-
tween actnal and mmputed joint distributions. In ali we ran six sets of
regressions. In cach set we ran four equations. In the first, variables from
the PUS 15°, sample were used: in the second. the left-side variable was
drawn from the 15°, smuple and the right-side variables from the matched
record of the 5°, sample; in the third, the leftside variable was drawn
from the 5°, sample and the right-side variables from the matched 159
record; in the fourth, all variables were drawn from the 5 sample. We
then ran a Chow test on cach pair of equations, resnlting in six scparate
Chow tests. The number of observations in cach regression was 6341,

We nsed equations that are commonly found in the labor cconomies
literature. The first equation was a regression of the logarithm of carnings
(Log F)on years of schooling (). karnings is an A variable (in matching
nomenclature) and schooling a Y variable. The resulting F-statistics of the
Chow tests are shown in Table 7. The upper left-hand entry of the Table
shows the resilts of comparing the regression of earmngs on schooling
from the actual 15°, sample with a regression of the same equation where
earnings is an original variable and schooling the imputed variable. The
F-statistic indicates no significant difference in the coeflicients. The next
entry shows the results of comparing the actual 157, PUS regression
with the regression of imputed earnings on actual schooling. Again, there
is no statistical difference in the set of cocflicients. The third entry on the
first line indicates no significant difference in the coeflicient estimates
when the sample is drawn from the PUS 15°, sample and when it 1s drawn
from the PUS 5°, sample. The other three entries indicate no significant
difference in the coeflicicnts fron: the remaining regression pairs. In the
second equation we substituted income - another X variable for earn-
ings and found no significant difference in coeflicient estimates between
regression pairs. In the third equation. we added age (4). a cohort

Phere is. of course. the added possibility thal the actual sample distribution will
differ from the poputation distribution. i our test we are interesied only in the relation of

the aclual sample distribulion and the imputed sample distribulion.
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TABLE 7

Cow TeEsT F-STATSTOS FROM ReGRESSIONS RUN Gy gy
Pupstre Usk SaMprt 370 13 Mg Savpny

Equation 1: Log () = o + 1 Seu (F -0

(£15.5%) (.85 (Es, Sy
(E1s.S19) 2140 107 2808
(5. 85) 0449 0.08]
(Fs.85) 0.46%

Equation 2 Log(Y) = Byt ;S +u (Y0

(¥Yis. Ss) (Y. 853) (Ys.8¢)
(Yis.815) 0.180 0923 1.93()
(Fis. S35 L2 1843
(Yo, S1%) 0.774

Equation 3 Log (K) = 8g + #14 + 38+ (K ()

(F15.85) (Fs.59) (Fs. S50
(Es. S15) 1.738 0.823 2184
(F1s. Se) 0.327 0.07%
(Fs.519) 0.3K8

Equationd: Lop(¥y=dp + 314 « 38+ (V-0

(Yis.$5) (Ys. Shs) (Ye.55)
(Fis. 515) 0.947 0.202 1031
(F1s5..5¢) - 1.612 1.172
(Yo, S¢) 0.634

bquation S Log (E)y=dp+ d1A + 8385 + 830+ Ba W + 3R v 3o M +u (£ >0)

A. Chow test on full sct of coethicients

(E1s (S H W) (Es (S H L H <) (Fs (S H W
(Es (S H W hs) 0.669 L4y 2059
(s (S H W) 1.933 1973
(Es S HOW)s) 2.556%

B. Chow teston (S. H. W)

(E s (SO H )5 (s (S H W3/ (B~ S H W9
(Eis (S W) 0.551 1.047 1,238
(Fys (SO HL I )g) £.901 1484
(Es (S I Wy 1192
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TABLE 7 (continued)
Fquation 6 B = do v B4 + 2 S v iy M (M .0y

(”l(s“ (”’;_SIS) (H';..S'd
(W5 S15) 0977 0.26% 1242
W 1s. 55) 0.4%2 0.582

(Ws.S15) 2627

Key:
Log: logarithm
£ carnings
¥ income
AL age
H: hours worked
W weeks worked
R. race
M: marital status
u: random errer term
*Significantly different at the 57, significance level.
#*Significantly different ai the 17 significance level.

variable (and thus with identical values in the 15, and 5%, sample rec-
ords), to the first equation and again found no significant differcnces. In
the fourth equation. age was added to the second equation with similar
results.

In the fifth equation. the logarithm of carnings was regressed on
schooling: age. race (R). and marital status (M), which arc all cohort
variables: and hours worked per week (H) and weeks worked per year
(W). which are Z variables. In the first specification, earnings, schooling.
hours worked. and weeks worked were drawn from the 15°, sample: in the
second specification. the earnings variable was drawn from the 15°, rec-
ord and the other variable from the 5% record: in the third. carnings was
drawn from the 5%, record and the others from the 159, record: in the
fourth, all variabies were drawn from the 5°, record. (The remaining threc
variables—-age, race. and marital status are cohort variables. with
identical values in the two files.) Chow tests on the equality of all co-
efficients indicated only one instance where the coeflicients were signifi-
cantly different at the five percent significance level. Chow tests on the
equality of the coeflicients of schooling. hours worked. and weeks worked
showed no instances. In the sixth equation weeks worked. a Z variable.
was regressed on two cohort variables and a Y variable. There was only
one instance where the coeflicients were significantly different.

These statistical results provide strong support that the imputed joint
distributions resulting from the matching procedure are good replica-
tions of the actual joint distributions. In only 2 of the 42 Chow tests we
perfermed were there significant differences in cstimated coeflicients be-
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tween regressions involving onginal sample varnables gnd regressions
invelving both sample and imputed variables. This test thus indicates thy,
the sort-merge matching procedure can provide reliable svathetic dyy,
sources for many Kinds of statistical applications,
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