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A Bayesian Look at New Open Economy
Macroeconomics

Thomas Lubik, Johns Hopkins University
Frank Schorfheide, University of Pennsylvania and CEPR

1 Introduction

We develop a small-scale, two-country model and estimate it based on
U.S. and Euro area data to study the magnitude of nominal rigidities;
the transmission of monetary policy shocks, as well as demand and
supply shocks; and the determinants of exchange rate fluctuations.
The two economies are roughly of equal size and are each character-
ized by a unified monetary policy. While the trade linkages between
the two currency areas are small compared to the linkages between,
say, the United States and Canada, the U.S. dollar and the Euro are the
two most important currencies to date. The conduct of monetary policy
in these two currency areas is of interest to policymakers and academic
researchers alike. Closed economy versions of our two-country model
have been fitted to both U.S. and Euro area data and provide a natural
benchmark for our empirical analysis.

An important feature of our model is that the real side, that is, pref-
erences and technologies, is fully symmetric, while the nominal side
allows for asymmetries. Specifically, we let nominal rigidities in do-
mestic and import sectors differ across countries, and we distinguish
between monetary policy rules at home and abroad. In the absence of
trade in goods and financial assets, the model reduces to the standard
New Keynesian dynamic stochastic general equilibrium (DSGE) model
that has been widely used to study monetary policy in closed econo-
mies, for example, Woodford (2003). The main theoretical contribution
is the extension of the small open economy framework in Monacelli
(2005) to a large open economy setting. We introduce endogenous
deviations from purchasing power parity (PPP) via price-setting im-
porters that lead to imperfect pass-through.



314 Lubik and Schorfheide

Structural empirical modeling is subject to the following tension:
small, stylized models can lead to misspecification, whereas large-scale
models with many exogenous shocks, for example, Smets and Wouters
(2003), may introduce identification problems and computational diffi-
culties. The Bayesian framework is rich enough to cope both with mis-
specification and identification problems. A section of this paper is
devoted to these issues and provides an accessible introduction to the
Bayesian estimation of DSGE models. We decided to work with a rela-
tively small model that abstracts from capital accumulation. Neverthe-
less, due to the multicountry setting, we estimate roughly as many
structural parameters as Smets and Wouters (2003) and fit the model
to the same number of time series.

In our empirical analysis, we carefully document the sensitivity of
posterior estimates to changes in model specification and prior distri-
bution. We begin with a comparison of closed and open economy pa-
rameter estimates. 1f the long-run implications of the two-country
model are taken seriously, and we impose common steady states for
the United States and the Euro area, we find some discrepancies be-
tween open and closed economy estimates, in particular with respect
to the price stickiness and the monetary policy reaction function of
the Euro area. If the models are fitted to demeaned data, most of the
discrepancies vanish. Estimation of the open economy model with dif-
fuse priors alters the posterior distributions. Since we do not use direct
observations on trade flows and import prices, the estimated price
rigidities and import shares are very sensitive to the choice of prior.

An advantage of the Bayesian approach is that prior distributions
can play an important role. Priors enable the researcher to include in-
formation that is available in addition to the estimation sample. This
information helps to sharpen inference. Nondegenerate prior distribu-
tions can be used to incorporate inconclusive evidence. The resulting
posteriors provide a coherent measure of parameter (and model) un-
certainty that can inform academic debates and policymaking,

Unfortunately, the model has only limited success in explaining ex-
change rate movements. We introduce a nonstructural PPP shock that
is designed to capture the deviations of the model from the data. The
PPP shock generates most of the fluctuations in the nominal deprecia-
tion rate as the model implied real exchange rate is not sufficiently vol-
atile. Attempts to reduce the role of the PPP shock by restricting its
magnitude resulted in substantially inferior fit.
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The structure of the paper is as follows. We begin by discussing
the progress made so far in developing empirical models based on
the new open economy macroeconomics (NOEM) paradigm set forth
by Obstfeld and Rogoff (1995). We focus our discussion on full-
information structural estimation methods. Section 3 contains the
theoretical model. Section 4 introduces and discusses the Bayesian esti-
mation approach, with a specific focus on misspecification and identifi-
cation issues. Section 5 describes the construction of the two-country
data set and explains the choice of priors based on an extensive pre-
sample analysis. The empirical results are summarized in Section 6.
The final section concludes and offers directions for future research.
Details on the data set and the practical implementation of the empiri-
cal analysis are contained in an appendix.

2 1In Search of an Empirical NOEM Model

The development of theoretical models in the NOEM mold has
changed the nature of debate in international finance. While these
models have proven to be quite successful at both a conceptual level
and in terms of quantitative theory, progress has been slower in devel-
oping an empirically viable NOEM model.! In recent years, however,
the literature has made large strides toward that goal with the devel-
opment and widespread use of Bayesian estimation techniques for
DSGE models. In a seminal contribution, Leeper and Sims (1994)
estimated a DSGE meodel using fuli-information, maximum-likelihoed
methods, with the goal of obtaining an empirical model that is usable
for monetary policy analysis. Structural empirical modeling thereby
became a viable alternative to nonstructural and partial information
methods.

Among others, Schorfheide (2000) pushed the research agenda fur-
ther by developing useful Bayesian techniques to estimate and evalu-
ate DSGE models in the presence of model misspecification.? Applying
these methods, Smets and Wouters (2003) estimated a fully specified,
optimization-based model of the Euro area that successfully matched
the time series facts. This work has stimulated a host of research in
closed economy models. The open economy literature has not been far
behind in utilizing Bayesian techniques. In what follows, we discuss
the progress that has been made in search of an empirical NOEM
model.
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Most estimated NOEM models to date are small open economy
(SOE) models. The first paper to use maximum likelihood techniques
was Bergin (2003). He estimates and tests an intertemporal SOE model
with monetary shocks and nominal rigidities. His results offer mixed
support for a benchmark model where prices are assumed to be sticky
in the currency of the buyer. However, the benchmark model does a
poor job explaining exchange rate movements. Similar contributions
along this line are Dib {2003) and Ambler, Dib, and Rebei (2004). While
the former shows that a richly parameterized SOE model has forecast-
ing properties that are comparable to those of a vector autoregression
{VAR), the latter authors focus on structural parameter estimates to
guide optimal monetary policy.

From a modeling point of view, many SOE models can be regarded
as an extension of the closed economy New Keynesian framework as
detailed in, for instance, Clarida, Gali, and Gertler (1999). This interpre-
tation is supported by the contribution of Gali and Monacelli (2005),
who develop a small open economy NOEM that mimics the reduced-
form structure of the New Keynesian paradigm model. This similar-
ity facilitated the use of already established Bayesian techniques in a
closed economy context.

Consequently, Lubik and Schorfheide (2006) estimate a simplified
version of the Gali and Monacelli (2005) model to assess whether
central banks respond to exchange rate movements. The NOEM frame-
work simply serves as a data-generating process to provide identifica-
tion restrictions for the estimation of the monetary policy rule. The
likelihood function of the DSGE model implicitly corrects for the endo-
geneity of the regressors in the monetary policy rule. Earlier work on
monetary policy in the open economy by Clarida, Gali, and Gertler
(1998) has used generalized method of moments (GMM) estimation
with a variety of instruments in order to deal with endogeneity. While
potentially robust to misspecification, this approach suffers from subtle
identification problems that can often lead to implausible estimates.
Full-information based methods, on the other hand, use the optimal
set of instruments embedded in the model’s cross-equation restrictions
and make identification problems transparent.

Lubik and Schorfheide (2006) find that among the central banks
of Australia, New Zealand, the United Kingdom, and Canada, the
latter two consistently respond to exchange rate movements. This
conclusion is robust to changes in the sample period, to the type of
inflation targeting (forward- versus current-looking), and to the type
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of international relative price variable targeted. Subsequent empirical
studies of SOE models include Adolfson, Laseen, Lindé, and Villani
(2004); Del Negro (2003); Justiniano and Preston (2004); and Leigh and
Lubik (2005).

In contrast to the development of the empirical NOEM literature, the
extensive theoretical body of work on open economy DSGE models is
largely based on two-country settings.> We believe that this paper is
one of the first attempts to estimate a two-country model with Baye-
sian methods.* Using a maximum likelihood framework, Bergin (2004)
is the closest precursor to our paper in terms of scope and purpose.
Bergin develops a two-country model that combines features of inter-
national real business-cycle models with the NOEM. Specifically, he
allows for capital accumulation and investment dynamics to provide
richer internal dynamics. Additionally, he assumes that firms can en-
gage in local currency pricing, which allows for deviations from the
law of one price, and that international asset markets are incomplete.
Since the linearized version of the model would imply nonstationarity
due to foreign asset accumulation, he introduces portfolio adjustment
costs, which render the dynamics stationary. Bergin applies the model
to the United States and the G6 countries and uses data on output,
interest rates, inflation, exchange rates, and the current account. He
imposes complete symmetry on the model and estimates it on output,
inflation, and interest rate differentials. He finds that the model has a
similar fit as a VAR and that it produces in-sample, exchange-rate fore-
casts that are slightly better than a random walk model.

Several institutions have developed large-scale multicountry models
with the goal of assisting monetary policy analysis. Examples include
the SIGMA model of the Federal Reserve Board of Governors (see
Erceg, Guerrieri, and Gust 2005) and the global economic model
(GEM) of the International Monetary Fund (see Laxton and Pesenti
2003). However, size creates computational challenges and up to now,
these models have been calibrated only to conduct simulation experi-
ments, and have not yet been formally estimated.

Empirical researchers often face difficult choices when attempting to
take DSGE models to the data. Even more so than in a closed-economy
context, there is an embarrassment of riches in terms of open economy
model elements that are designed to capture different aspects of inter-
national linkages. Of particular interest are the degree of international
risk sharing, the structure of import and export markets, the pricing
decisions by producers, and the degree of exchange rate pass-through
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to domestic prices. Additionally, an overriding concern in open econ-
omy macro is the ability to explain the behavior of nominal and real
exchange rates, their persistence, their comovement with aggregate
variables, and their driving forces.

Our approach in this paper is deliberately parsimonious in order to
focus on robustness and identification instead of fit. We introduce im-
perfect pass-through via a conceptually straightforward, yet elegant,
import price markup mechanism. This allows us to gauge the contribu-
tion of deviations from the law of one price in explaining exchange
rate dynamics. We do not utilize the richer muliti-sector structure as
in Adolfson, Laseén, Lindé, and Villani (2004). Bergin (2003, 2004) has
demonstrated empirically that local currency pricing, ie., price-setting
in the currency of the consumer, is an important component for ex-
plaining exchange rate movements. We assume producer currency
pricing for tractability.

Although there is only weak empirical support for perfect interna-
tional risk sharing, we impose complete international asset markets.
This is in line with most of the theoretical NOEM literature and is
likely to have second-order implications only.” In order to capture the
persistence in the data, we infroduce habit formation in consumption,
as in Justiniano and Preston (2004). These authors additionally model
inflation indexation in the pricing decision of the firms but find only
weak support for this assumption. We also abstract from modeling in-
vestment dynamics, as in Bergin (2003).

3 A Small-Scale Two-Country Model

We develop a two-country model of the United States (“home”) and
the Euro area (“foreign”) in the mold of the new open economy
macroeconomics. We allow for endogenous deviations from purchas-
ing power parity in the short-run but not in the long-run. Specifically,
the same good can have different prices depending on where it is sold
even after adjusting for exchange rate movements. Producers set prices
monopolistically for the domestic as well as the world market in their
own currency. Imported goods, however, are subject to price discnmi-
nation because monopolistic importers charge a mark-up to consumers
at the border.® We assume symumetric preferences and technologies but
allow for differences in price-setting, policies, and disturbances affect-
ing each economy. Under the assumption of complete international as-
set markets, the model has a manageable reduced form but can allow
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for potentially rich exchange rate behavior. In terms of notation, we de-
note goods produced and activities associated with them in the home
and foreign country by H and F, respectively, while the location of eco-
nomic activities is indexed by an asterisk () for the foreign country,
and no index for the home country. For instance, cy (c;) is the con-
sumption of the home-(foreign-)produced good in the home (foreign)
counfry.

3.1 Domestic Households
The domestic economy is populated by a continuum of households
whose preferences are described by an intertemporal utility function”:

[5r

where ¢ = C; — hyC;_q is effective consumption under habit forma-
tion and N; is labor input. We assume that habits are internalized by
the household. 0 < h <1 is the habit persistence parameter, y is the
steady-state growth rate of Aw , v > 0 is the coefficient of relative risk
aversion, 0 < ff <1 is the discount factor. Aw, is a nonstationary
worldwide technology shock, where we define z; = Aw ;/yAw 1. The
presence of the term Aw ; in equation (5.1) implies that households de-
rive utility from effective consumption relative to the level of technol-
ogy and guarantees that the model has a balanced growth path along
which hours worked are stationary, even if r # 1.
(; is an aggregate consumption index:

Cr=[(1- gg)lf’fcgf,;l)/'? n oclj"C,_E_?fl)/"] n/(r—1) (5.2)

(G/Aws) "

1-1 _Nf

(5.1)

where 0 < o« <1 is the import share and # > 0 is the intratemporal
substitution elasticity between home and foreign consumption goods.
Households allocate aggregate expenditure based on the demand
functions:

i
CHt—(l—oc)(gtt) C; and c“_a(P;t‘) Ci (5.3)

Py ¢, Pr s are domestic and foreign goods price indices, and:
P = [(1— )Py + Py 1 V0"

is the consumption—based price index (CPI).®
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In the aggregate, households face the budget constraint:
Py Crt + PrCr e + Ef[Qre41D11]| S WIN: + D, - T} (5.4)

where W, is the nominal wage for labor services provided to firms,
Q¢ 141 1s the stochastic discount factor used for evaluating consumption
streams, and D\ represents payments from a portfolio of assets, so that
Ei[Q:,¢+1D¢11] corresponds to the amount of portfolio purchases at time
t. Under the assumption of complete asset markets, both domestically
and internationally, this portfolio comprises a complete set of state-
contingent claims. T; is lump-sum taxes imposed by the government
to finance its purchases.

Households maximize the intertemporal utility function subject to a
sequence of budget constraints for all ¢. The labor-leisure choice is gov-
erned by the intratemporal optimality condition A;' = W,/P;, where 4,
is the marginal utility of income. Intertemporal consumption choice is
given by:

) )_T [Aw.r ( i1 )_T]
Awihr = || —hypE ' 5.5
st (Aw,r WPE: Aw 111 \Aw,111 (55)
while optimal portfolio choice implies:
Aty1 Py
—glitl tt 5.6
Qrev At Pra (5:6)

This equation can be used to construct the return on nominal govern-
ment bonds, i.e., the nominal interest rate:
J'H'l P t

which we take to be the monetary authority’s instrument.

3.2 Domestic Producers

Domestic differentiated goods are produced by a continuum of mo-
nopolistically competitive producers that are subject to Calvo-type
price setting. Each period, a fraction 1 — 8y of domestic firms set prices
optimally, while #y firms adjust prices according to the steady-state in-
flation rate #, which is common to the home and the foreign economy.
Each firm j € [0, 1] maximizes discounted intertemporal profits subject
to a downward-sloping demand curve. Demand for a firm’s product
derives both from domestic sources Cy ; and government expenditure
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Gr,t, as well as from abroad Cj; ,.” Firms have access to a linear pro-
duction technology that uses labor as its only input:

Yri(j) = Aw 1 ANi(j) (5.8)

where A; is a stationary and country-specific technology shock.
Those firms that are able to re-optimize their price in period T
maximize:

Er lz 04T Qr. Y ()P, r(j)n'™" — Pr,MCh ] (5.9)
=T

with respect to Py r(j) subject to the demand function:

N~
Yu:(j) = (—P;"(])) (Crt+Gu + Chi ) (5.10)
H,t

where MCq ; = W;/(Aw,tAiPu.;) is common to all producers due to
perfectly competitive labor markets. Firms evaluate revenue streams by
the households’ stochastic discount factor Qr ;. The term 657 is the
probability that the specific firm will not be allowed to adjust its price
between periods T and t. The solution to the domestic firm’s optimiza-
tion problem implies that prices are set as a (time-varying) mark-up
over marginal cost. This results in the familiar Phillips-curve relation-
ship between domestic inflation and marginal cost after aggregation
over individual firms and imposing ex-post homogeneity.

3.3 Domestic Importers

Following Monacelli (2005), we assume that endogenous deviations
from PPP in the short run arise due to the existence of monopolisti-
cally competitive importers. Domestic consumers are required to pur-
chase foreign-produced goods from importers that exert market power.
Importers purchase foreign goods at world-market prices Py ,(;) (which
are set by their respective producers in their own currency), so that the
law of one price holds at the border. Importers sell these goods to do-
mestic consumers and charge a mark-up over their cost, which creates
a wedge between domestic and import prices of foreign goods when
measured in the same currency. We can define the law of one price

(lo.p.) gap as:

Ve, = t (5.11)
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1f PPP holds, then ¥ ; = 1. Therefore, pass-through from exchange rate
movements to the domestic currency prices of imports is imperfect be-
cause importers adjust their pricing behavior to extract optimal reve-
nue from consumers.

Similarly to domestic producers, importers operate under Calvo-
style price-setting, with 1 — 8¢ importers setting prices optimally each
period. Importers maximize the discounted stream of expected profits:

Er [Z O Qr.eCre(NIPr()n' T — P} ()] (5.12)
=T
subject to the demand function:
: Pe ()Y ©
Cratp = (D) e, 513)
F,t

where we assume that domestic government purchases cannot fail
on foreign-produced goods. Note also that the marginal cost of pur-
chasing imports is the Lo.p. gap for the specific good. Consequently,
importers set domestic currency prices of foreign goods as a (time-
varying) mark-up over ¥ ,. These endogenous deviations from PPP
then result in a Phillips-curve relationship between import-price infla-
tion and the l.o.p. gap.

3.4 The Foreign Economy

We assume that home and foreign economies are symmetric in terms
of preferences and technology, but they can differ in price-setting and
monetary policy. The equations describing the foreign economy are
therefore the same as for home, but variables and parameters with
asterisks are properly substituted. We can define the real exchange
rate as:

E’fpt*
5y =
Py

(5.14)

Symmetry implies that the foreign real exchange rate s;" = s;!. On the
other hand, the terms of trade differ between the two counfries by the
l.o.p. gaps. The domestic terms of trade, that is, the price of exports in
terms of imports measured in domestic currency, are:

Jt=—5— (5.15)
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while the foreign terms of trade are:

P*

+_ TRt

q = *' (5'16)
ey

Using the definition of the l.o.p. gaps, we can derive the expression:

Ver_ 4 (5.17)
Gt 'al’H,t

Home and foreign terms of trade coincide {(inversely) only when pass-
through is perfect.

3.5 Risk-Sharing, Market Clearing, and Equilibrium

Complete international asset markets imply perfect risk-sharing be-
tween households in the two countries. In equilibrium, stochastic dis-
count factors in the two countries have to be equalized, which leads to
the following condition:

/154.1 Pg A:_H Pt* ()
— = =p— 5 5.18
A Pria Quisr =F A Pl e (3.18)
Goods market clearing requires that:
Yui=Cui+G+Cq, and  Yp,=Cg,;+G +Cry (5.19)

Moreover, we assume that both countries are of equal size and that
initial asset positions are zero. This implies balanced trade in value
terms in the steady state and no net asset accumulation by any
country.

3.6 Linearization

We proceed by (log-) linearizing the model equations around the bal-
anced growth path. Our model imposes common steady-state real in-
terest rates, inflation rates, growth rates, and technologies. Since the
model contains a nonstationary component in the form of worldwide
productivity growth, we de-trend the affected variables by their spe-
cific growth components beforehand. In our empirical analysis, we ex-
ploit the properties of the model as a variant of the New Keynesian
monetary policy model that has attracted a lot of recent interest due its
interpretability and tractability. In what follows therefore, we briefly
discuss the key structural equations. All variables are in log-deviations
from the steady state, where x; = log x; — log *.
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A linear approximation to the solution of the domestic firms’ price-
setting problems results in a Phillips-curve type relationship between
domestic inflation and marginal cost:

Zrg p = PEiTiy 141 + KuMcy ¢ (5.20)

where xpy = ((1 — 8y)/04)(1 — 8yf). Using the condition for labor-
leisure choice, the marginal cost term can be expressed as mcy =
—J; — af, — A. The term J; is the marginal utility of income, which
evolves according to:

= T hp
_At_l—hﬁ%_l—hﬁ

Et[‘f"’étﬂ + Z441) (5.21)

where the law of motion for the habit stock is:
(1 - h)6; =& — his_y + hZ, (5.22)

For h = 0, the model reduces to standard consumption preferences. Re-
call that z; = AAﬁwjg. Worldwide shocks do not affect marginal costs
(only country-specific shocks do), but they change the intertemporal
consumption trade-off as evidenced by habit dynamics and the Euler-
equation:

—J = —Edys1 — (Rt = Eifen) + By (5.23)

The price-setting problem of importers reduces to a Phillips-curve
type relation between import price inflation and the l.o.p. gap:

ip,t = BEF 141 + KF!EF,: (5.24)

where xp = ((1 — 8¢)/8r)(1 — 6¢f). CPl-inflation can be derived using
the definition:

ﬁt = Otﬁp,g + (1 - G()ﬁH!t (525)
and the terms of trade evolve according to:
qt = qf—l + ﬁH,t - ﬁFlf (5-26)

Inflation dynamics therefore depends on domestic driving forces as
well as international relative price movements and endogenous devia-
tions from PPP in the form of imperfect pass-through. The real ex-
change rate behaves according to:

S =g, — (1 - a)f, — of; (5.27)
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and captures the distortions introduced by the l.o.p. gap as well as
movements in each counfry’s own terms of trade. Using the definition
of the real exchange rate also allows us to derive nominal exchange
rate dynamics:

AEj =7 — ﬁ; + Agg (528)

The (linearized) asset pricing equation for nominal bonds implies
that the interest rate differential is related to expected exchange rate de-
preciation, in other words, uncovered interest parity (UIP):

R, — R} =EAé (5.29)

Furthermore, international risk-sharing implies a relationship among
marginal utilities across countries adjusted for purchasing power:

L = it* — 5 (530)

The goods market clearing condition:
- . O -
Y =0 = & = 25 — el — (3, — ;) (5.31)

shows how output is affected by demand and relative prices. Demand
disturbances in the form of government expenditure shocks g, there-
fore affect output directly and not via changing marginal rates of sub-
stitution in consumption and leisure.

The model is closed by specifying monetary policy. We assume that
central banks in both countries adjust the nominal interest rate in re-
sponse to deviations of inflation, a measure of output, and exchange
rate depreciation from their respective targets:

Ry = prRict + (L — pp)l¥nfie + Yo (AT, + Z1) + Y3A8)] + ex (5.32)

The monetary policy rule is of the standard Taylor-type, with the ex-
ception that the central bank responds to deviations of output growth
from the mean growth rate, y, instead of a measure of the output gap.

Once the equations describing the foreign economy are added, the
log-linearized model consists of twenty-one equations in endogenous
variables, and five equations describing the evolution of the exogenous
autoregressive shocks:

Et == psz—l + €.t A} = pAA'f‘__I + €At A?I* = pA,AH;_l + €4 ¢
T ) ] (5.33)
G =peGi1tec: G =pe-Giy + €cn s
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Moreover, there are innovations in each country’s monetary policy rule
denoted by ¢r ; and «g- ;. Given these exogenous processes, the model
is then solved using the methods described in Sims (2002). The closed
economy version of the model is obtained by setting « = 0 and combin-
ing equations (5.20), (5.21), (5.22), (5.23), (5.25), (5.31), and (5.32).

4 Why a Bayesian Approach?

Our empirical analysis focuses on three broad questions, which are
directly related to estimates of the structural parameters and to the
dynamic properties of the two-country model. First, we examine the
magnitude of nominal rigidities, captured by the Calvo parameters.
The rigidities in the import sectors, controlied by & and #;;, determine
the degree of exchange rate pass-through and play an important role
for the transmission of shocks across country borders. Second, we
estimate monetary policy rules for the United States and the Euro area
and study the propagation of monetary policy shocks. Unanticipated
changes in monetary policy appear as innovations in the interest rate
feedback rule in equation (5.32). The estimation of the policy coeffi-
cients and hence the identification of the monetary policy shocks is hin-
dered by the joint endogeneity of the vanables in the interest-rate
feedback rule. Finally, we use the open economy model to determine
the relative importance of the various nominal and real structural
shocks for exchange rate fluctuations.

The Bayesian approach pursued in this paper has three main charac-
teristics. First, unlike GMM estimation of monetary policy rules and
first-order conditions, the Bayesian analysis is system-based and fits
the solved DSGE model to a vector of aggregate time series. Second,
the estimation is based on the likelihood function generated by the
DSGE model rather than, for instance, the discrepancy between DSGE
model impulse response functions and identified VAR impulse re-
sponses as in Rotemberg and Woodford (1997) and Christiano, Eichen-
baum, and Evans (2005). Third, prior distributions can be used to
incorporate additional information into the parameter estimation.

Any estimation method for DSGE models has to address the problem
of potential model misspecification and lack of identification. DSGE
models impose potentially invalid cross-coefficient restrictions on the
time series representation of y;, often resulting in poor out-of-sample
fit relative to VARs. For instance, in order to keep our two-country
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model transparent and the estimation tractable, we assumed symmet-
ric tastes across countries, a common trend in productivity, perfect risk
sharing, uncovered interest rate parity, and we abstracted from capital
accumulation. While in a closed economy setting, more elaborate mod-
els such as Smets and Wouters (2003) had some success in closing the
gap between model and reality, misspecification remains a concern
even for large-scale DSGE models, as documented in Del Negro,
Schorfheide, Smets, and Wouters (2004).

If different parameterizations of a DSGE model have distinct sub-
stantive implications but are observationally equivalent, then the
model is not fully identified. Unlike the context of linear simultaneous
equations models or vector autoregressions, there are no easily verifi-
able identification conditions for DSGE models available because the
mapping from the structural parameters into the reduced-form state
space representation is highly nonlinear. The use of large-scale models
that relax some of the unrealistic restrictions imposed by their smaller
cousins potentially amplifies identification problems. Hence, it is im-
portant that a DSGE model estimation procedure generates coherent
inference, even if some parameters are not identifiable, and can in-
corporate additional information from other data sets. After some
preliminary remarks on the structure of linearized DSGE models, the
remainder of this section will focus on how Bayesian inference can be
used to cope with misspecification and identification problems.

41 Preliminaries
The log-linearized DSGE model can be written as a linear rational
expectations (LRE) system of the form:

To(0)s; = T1(0)s:_1 + Te(Der + Ty (O, (5.34)

Here, s; denotes the vector of model variables such as i, #, R,. The
vector ¢; stacks the innovations of the exogenous processes, and #; is
composed of rational expectations forecast errors.'® The dynamics of
the exogenous shock processes are absorbed in the definition of the I'
matrices, and @ collects the structural parameters of the model. The so-
lution to equation (5.34) can be expressed as:

S5y = @1(9)81@1 + q)e(g)ﬁt (535)

A measurement equation then relates the model variable s, to a vector
of observables y;:
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¥: = A(6) + Bs (5.36)

In our application, y; is composed of output growth, inflation, and
nominal interest rates for the United States and Euro area, as well as
the US$-Euro exchange rate. B does not depend on & because it merely
selects elements of s;. A(¢) captures the mean of y;, which is related to
the underlying structural parameters.

In practice, if y; is predicted based on its lagged values, then its fore-
cast error covariance matrix is nonsingular. Hence, any DSGE model
that generates a rank-deficient covariance matrix for y; is clearly at
odds with the data. So far, our model has seven shocks and can indeed
generate a forecast error covariance matrix that is full rank. The larger
the dimension of y;, the more shocks have to be introduced into the
model. For instance, Smets and Wouters (2003) include investment,
consumption, hours worked, and wages in addition to output, infla-
tion, and interest rates. As a consequence, they have to use a high-
dimensional vector ¢ that includes shocks to the mark-up of the
monopolistically competitive firms, the shadow value of installed capi-
tal, and the disutility of labor.!' Other authors, referring to Sargent
(1989), have added shocks not to the LRE system in equation (5.34) but
rather to the measurement equation (5.36), thus avoiding a structural
interpretation of these additional sources of uncertainty. These addi-
tional error terms are often calied measurement errors, which is a mis-
nomer because the shocks are designed to capture an obvious form of
model misspecification.

Bayesian analysis provides a powerful framework for DSGE model
estimation and inference that is attractive both at a conceptual level as
well as from a practical perspective. Let Y = {y;}f:l. We will collect the
DSGE model parameters in the vector ¢. The likelihood function
ZL(0]Y) is combined with a prior density p(8) to form a posterior den-
sity p(6]Y):

p(6]Y) oc L(6]Y)p(6) (5.37)

where o¢ denotes proportionality. Bayesian procedures tend to have
many desirable statistical properties and allow for coherent inference
and decision making under model and parameter uncertainty, as dis-
cussed in textbooks such as Robert (1994). We want to emphasize two
different aspects of Bayesian inference, namely, its properties under
potential misspecification and lack of identification. In the subsequent
discussion, we will assume that the researcher has, in addition to Y, ac-
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cess to some data set X that is potentially informative with respect to @.
X might contain a pre-sample of y;’s, other macroeconomic time series,
or micro-level observations.

4.2 Misspecification

The presence of misspecification complicates econometric inference
and decision making. In this paper, we are mostly interested in the es-
timation of structural parameters, such as the response of central banks
to exchange rates, or the substitution elasticity between home and for-
eign goods, and moving average representation of the time series y; in
terms of the structural shocks ¢;. DSGE model misspecification can take
many forms, including omitted nonlinearities, misspecified structural
relationships due to incorrect preferences or technologies, or misspeci-
fication due to omitted or wrongly specified exogenous processes.

Once we acknowledge that our econometric model provides merely
an approximation to the law of motion of the time series y:, then it
seems reasonable to allow for the possibility that there does not exist
one single parameter vector &, that delivers, say, the “true” substitu-
tion elasticity between home and foreign goods and the most precise
impulse responses to a monetary policy shock. All formal and informal
estimation procedures implicitly use a measure of discrepancy be-
tween the “true” law of motion and the approximating model. Not
surprisingly, under model misspecification, different measures of dis-
crepancy tend to deliver different parameter estimates. Likelihood-
based methods, for instance, search for values of § under which the
approximating model generates good time series forecasts.'?

One interpretation of the calibration approach advocated by Kyd-
land and Prescott (1982, 1996) is that there exists ample evidence on 8y
both through the long-run properties of y; and from other data sets,
which we denoted by X. As mentioned above, X might contain micro-
level observations on household and firm behavior. This evidence is
translated into calibrated values of 8 that are used to parameterize the
DSGE model to address the questions of interest. In the absence of
model misspecification and the presence of abundant out-of-sample
evidence X, likelihood-based estimation methods should generate the
same parameter values that calibrators choose, and vice versa: parame-
ter values obtained from a calibration analysis should yield high likeli-
hoods. The experience of two decades of calibration and one decade of
estimation has been, unfortunately, that there is neither enough infor-
mation in X to unambiguously pin down &, nor that parameter values
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obtained from micro-level studies necessarily lead to large values of
likelihood functions.

In a Bayesian framework, the likelihood function in equation (5.37)
is re-weighted by the prior density p(#), and the prior can bring to
bear information X that is not contained in the sample Y. Unlike in a
maximum likelihood approach that uses some of the extraneous infor-
mation to fix elements of the parameter vector ¢, the prior density
allows us to weigh information about different parameters accord-
ing to its reliability. Strong microeconometric evidence about the fre-
quency with which firms change their prices or information on the
degree of exchange-rate pass-through can be captured in a tight prior
distribution for the corresponding model parameters. Since priors are
always subject to revision, the shift from prior to posterior distribution
can be an indicator of the tension between the micro-level and time
series information. If the likelihood function peaks at a value that is
at odds with the information in X, then the marginal data density,
defined as:

p(y) = | 20w1pi0) do (5.38)

will be substantially lower than the marginal data density computed
under an alternative, more diffuse prior. Marginal data densities can
be used to compare different Bayes models, where a Bayes modetl con-
sists of a likelihood function and a prior distribution. Illustrating how
the marginal data density changes as the prior is modified can also
highlight tensions between different sources of information.

The overall fit of a DSGE model can be assessed by comparison to a
reference model. In this paper, we simply compute marginal data den-
sities for different versions of Bayesian VARs with Minnesota-type
priors and compare them to marginal data densities computed from the
estimated two-country model. More elaborate methods are available
but not pursued in this paper. For instance, in Del Negro, Schorfheide,
Smets, and Wouters (2004), the assessment of fit is not based on a VAR
with Minnesota prior. Instead the DSGE model itself is used to con-
struct a prior distribution for the VAR coefficients. The procedure
has the interpretation that the restrictions imposed by the DSGE model
on the VAR representation of y; are relaxed to the extent that the
deviation from the restriction improves the marginal data density of
the resulting specification. A comparison of DSGE model impulse
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responses and identified responses from the so-calted DSGE-VAR can
yield insights about the nature of the misspecification. A procedure
that allows for a loss-function-based comparison of multiple, poten-
tially misspecified DSGE models has been developed in Schorfheide
(2000).

The two most popular alternatives to likelihood-based inference are
(1) parameter estimation based on the minimization of the discrep-
ancy between impulse responses of DSGE models and identified vector
autoregressions and (2) single-equation GMM estimation. Impulse re-
sponse function matching tries fo cope with model misspecification by
leaving most of the exogenous shocks unspecified. Its disadvantage is
that it requires correctly identified and precisely estimated VAR im-
pulse responses to, for instance, a monetary policy or a technology
shock. Moreover, it does not provide an overali measure of time series
fit of the DSGE model.

Single-equation approaches also address the problem of model mis-
specification by leaving parts of the DSGE model unspecified. Con-
sider the price-setting equation [equation (5.20)] for U.S. producers in
our two-country model. The system-based Bayesian estimation ap-
proach treats inflation 7y ; and marginal costs mc, as latent variables.
It uses the model restrictions stemming from the production function
and the equilibrium prices, together with the observations on CPI infla-
tion, output growth, interest rates, and nominal exchange rates, to infer
inflation and marginal costs in the U.S. production sector. A single-
equation GMM estimation of the price-setting equation would require
time series observations for 7y ; and mic;. The use of direct observations
on marginal costs is likely to deliver a more reliable estimate of xy, but
the single-equation approach tends to mask identification problems
and the model’s potential inability to predict the movements of these
additional observations.

In the estimation of the monetary policy rule, the likelihood function
adjusts the endogenous regression equation [equation (5.32)] by the
conditional expectation term Eleg |7, i, — #,_, + Z1, Aé]. In a GMM
approach, on the other hand, one would choose a set of instrumental
variables, e.g., lagged endogenous variables, that are orthogonal to
the current monetary policy shock ¢. The likelihood-based approach
exploits the cross-equation restrictions to construct the conditional ex-
pectation of the policy shock. This can lead to sharper inference if the
model is well specified, or it might contaminate the parameter esti-
mates if the conditional expectation is poorly specified.
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Most important, single-equation estimates do not provide an overall
measure of time series fit of the DSGE model. Hence, the reliability of,
for instance, impulse response functions constructed based on parame-
ter estimates that have been obtained with single-equation estimation
methods are difficult to assess. Since the exogenous shocks that gener-
ate business cycles are typically left unspecified, it is not possible to
disentangle the relative importance of the various shocks for the
fluctuations of the endogenous variables. In the presence of rational
expectations, the idea of single-equation estimation is often fundamen-
tally flawed because identification of the structural parameters can be
achieved only if the remainder of the system is sufficiently restricted.
We will elaborate on this point in the following subsection.

4.3 Identification

Identification problems can arise due to a lack of informative observa-
tions or, more fundamentally, from a probability model that implies
that different values of structural parameters lead to the same joint dis-
tribution for the observables Y. We will provide a simple example for
each case.

Suppose we are interested in estimating the degree of exchange rate
pass-through, which in our two-country model is tied to the parame-
ters &r and 8. In the absence of nominal rigidities in the import sector,
pass-through is perfect. We would expect that the degree of pass-
through is best measured through the dynamics of import prices. Non-
structural studies of exchange rate pass-through often regress import
prices on measures of exchange rate variation, e.g., Campa and Gold-
berg (2004). Smets and Wouters (2002) implicitly estimate the degree
of nominal rigidity in the import sector of a small open economy
model by matching DSGE model impulse responses to VAR impulse
responses, whereby the response of import prices to an exchange rate
shock plays an important role in determining the degree of pass-
through. The estimation results presented subsequently are based on
U.S. and Euro area CPI inflation. While the degree of pass-through
also affects the dynamics of CPI inflation, the choice not to use direct
information on import prices will make it more difficult to identify the
degree of pass-through.

Rational expectations models can generate delicate identification
problems that are very difficult to detect in larger systems since the
mapping from the vector of structural parameters @ into the state-space
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representation [equations (5.35) and (5.36)] that determines the joint
probability distribution of Y is highly nonlinear and typically can
only be evaluated numerically. Consider the following two models, in
which y; is the observed endogenous variable and #; is an unobserved
shock process. In model .#4, the u;’s are serially correlated:

1 ..
A Y= ElEf[ng,.]] + i U= pH_1 + € ~ IId(O, 0'2) (539)
In model .#>, the shocks are serially uncorrelated, but we introduce a
backward-looking term ¢vy;_; on the right-hand-side, as is often done
in the new Keynesian Phillips curve literature:

1 .
Mo Y = a]Er[llHl] + Y1 + Uy Hy = ¢ ~ ud(O,az) (5.40)

Under .#,, the equilibrium law of motion becomes:

1
A Yi=pYir 1+ 1 p/OCEt (541)
whereas under the backward-looking specification:!?
1 20
My =—(a—+o?2—4 _ 542
2 yt z(a o (505)% 1+a+mef ( )

Models .#; and .#; are observationally equivalent. The model with
the backward-looking component is distinguishable from the purely
forward-looking specification only under a strong a priori restriction
on the exogenous component, namely, p = 0. Although .#; and .#>
will generate identical reduced form forecasts, the effect of changes in
« on the law of motion of y; is different in the two specifications. While
Bayesian analysis does not alter the likelihood functions associated
with models .#) and .45, it can bring to bear additional information X
about the parameters that may help to discriminate between the two
specifications.

For .#,, it is easy to see that o and the standard deviation of ¢ are
not separately identifiable. The likelihood function conditional on p
is flat for values of x and o such that ¢/{1 — p/«) is constant. More gen-
erally, suppose that the generic parameter vector # of a probability
model can be partitioned into 0 = [0},05]', and the likelihood func-
tion is flat in the direction of 6>: #(8|Y) = #(61|Y). Straightforward
manipulations with Bayes theorem lead to:
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p(6]Y) = p(61]Y)p(8)61) oc Z(61]Y)p(61,0) (5.43)

First, a proper prior p(6;,8,) can introduce curvature into the objective
function that facilitates numerical maximization and the use of Markov
Chain Monte Carlo methods to generate draws from the posterior dis-
tribution. Second, there is updating of the marginal distribution of &
but not of the conditional distribution of 8,|9;.1* Nevertheless, the pos-
terior distribution is well defined as long as the joint prior distribution
of @ integrates to 1. Hence, a comparison of priors and posteriors can
provide insights about the extent to which the data provide informa-
tion about the parameters of interest.

Finally, consider the attempt to answer the question whether there is
backward-looking behavior via GMM analysis. Let #, be the rational
expectations forecast error associated with y; and write:

Vi — ay1 +adyio = g — oty (5.44)

The presence of u;_; on the right-hand-side suggests that y; has to be
lagged by at least two periods to obtam valid instruments. It is stralght-
forward to verfy that under G & LA p and under 4> & LA (1/2)-
(e — /o — 4du), where £, denotes convergence in probability. Under
both specﬁlcahons ocgﬁ 2. 0. Hence, the GMM estimates are inconsistent
in this example.

The identification of rational expectation systems and DSGE models
more generally is typically possible only under strong a priori restric-
tions on the model and the exogenous driving processes. This point
has been emphasized by 5ims (1980}, and in recent years in the context
of indeterminacy by Lubik and Schorfheide (2004) and Beyer and
Farmer (2004). Limited information approaches that try to avoid auxil-
iary assumptions are often subject to hidden identification problems,
as illustrated in the stylized example above. Hence, we advocate the
use of a system-based estimation approach that spells out all auxiliary
assumptions, constructs a likelihood function, and combines the sam-
ple information Y with out-of-sample information X summarized in a
prior distribution.

5 Data and Priors
We interpret our theoretical two-country model as representing the

economies of the United States and the Euro area. The two regions are
roughly the same size and have a similar per capita income; unlike
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other groups of countries such as the OECD, the Euro area can be
viewed as a unified economic region. Even before European Monetary
Union, monetary policy in Europe was guided by the Deutsche Bun-
desbank within a system of fixed exchange rates. Moreover, closed
economy versions of New Keynesian DSGE models have been esti-
mated for both the United States and the Euro area and can serve as a
benchmark for the analysis of the two-country model developed in this
paper.

Our empirical analysis is based on output growth, inflation, and
nominal interest rate series for the United States and the Euro area, as
well as data on nominal depreciation rates. Most of the U.S. data were
extracted from the FRED 2 database maintained by the Federal Reserve
Bank of St. Louis. The Euro area time series comes from the database
underlying the Area Wide Model of the European Central Bank. In ad-
dition, we construct a synthetic US$-Euro exchange rate series for the
time period prior to the introduction of the Euro in 1999.1% Details on
the construction of the data set are provided in Section 8.1 of the ap-
pendix. The estimation results reported in Section 6 are based on a
sample from 1983:1 to 2002:1V.

5.1 A Preliminary Look at the Data

The top panel of figure 5.1 plots the ratio of per capita gross domestic
product (GDP) in the United States and the Euro area. According to
the DSGE model, the technology processes in the two regions have a
common stochastic trend. Since all the other shocks in the model are
stationary, the output ratio should be stationary. While the series
plotted in the first panel appears fairly persistent, its autocorrelation is
0.85 and a conventional Dickey-Fuller test rejects the null hypothesis of
a unit root. Thus, the commeon trend assumption does not seem to be at
odds with the data.

The nominal depreciation rate is depicted in the bottom panel of fig-
ure 5.1. The depreciation rate is very volatile, in particular compared to
quarter-to-quarter interest rate differentials R;_; — R;_, and quarter-to-
quarter inflation differentials 7; — z;'. Our model imposes uncovered
interest rate parity, that is:

Ei_1[Aé] = Ri.y — R},

According to the data, the interest rate differential, and hence the con-
ditional mean of the nominal depreciation rate, shows very little time
variation. Thus, in order to fit the exchange rate data, the DSGE model
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Figure 5.1

Output, Inflation, Interest Rates, and Exchange Rates

Note: Top panel: log real per capita GDP ratio for United States versus Euro area. Bot-
tom panel: nominal exchange rate depreciation, quarter-to-quarter interest rate differen-
tial Ry_; — Rf_l, and quarter-to-quarter inflation differential 7, — #;'.
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has to generate a mapping from the structural shocks into unantici-
pated movements of the depreciation rates that can explain the large
fluctuations of Ag;.

We also impose the PPP relationship:

Ad = AG + (7 — 7))

Figure 5.1 shows that the actual inflation differential is fairly smooth
and that most of the nominal exchange rate fluctuations are aligned
with movements of the real exchange rate. It is well known that the
current generation of NOEM models has difficulties reproducing the
observed volatility of the real exchange rate (see, for instance, Chari,
Kehoe, and McGrattan 2002). Therefore, we introduce a shock to the
PPP equation:

Aét = Agt + (ﬁt - ﬁ:t*) + €Lt

This shock essentially captures model misspecification. If the estimated
variance of ¢g ; is small, we can conclude that the model can explain
most of the observed real exchange rate fluctuations.

5.2 Presample Analysis and Prior Distributions

In principle, priors can be gleaned from personal introspection to
reflect strongly held beliefs about the validity of economic theories,
but in practice, most priors are chosen based on some observations,
denoted by X in Section 4, that are available in addition to the estima-
tion sample Y. We will subsequently motivate the choice of most of our
priors based on a presample of observations from 1970:I to 1982:1V.
The prior distributions for the price stickiness parameters are loosely
chosen based on micro-econometric studies of price-setting behavior.
The marginal prior distributions for the parameters of the NOEM
model are summarized in tables 5.1 and 5.4. We assume all parameters
to be a priori independent.

For both the United States and the Euro area, we are fitting AR(1)
models to inflation rates, import shares, and ex post real interest rates.
The estimated means are used to guide the choice of prior means for
the steady-state real interest r, the import share parameter «, and
steady-state inflation rates 7, and z*. We also estimate a common sto-
chastic trend model for U.S. and Euro area output data:

Aj, =y+AA +z,  AJ =y+AA 4z
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Table 5.1
Prior Distribution (Benchmark)
Name Domain Density Para (1) Para (2)
Oy [0.1) Beta 0.50 0.15
Or [0,1) Beta 0.50 0.15
04 [0,1) Beta 0.75 0.15
0 o.1) Beta 0.75 0.15
T R* Gamma 2.00 0.50
h 0.1) Beta 0.30 0.10
o o1 Beta 0.12 0.05
7 R* Gamma 1.00 0.50
N R* Gamma 1.50 0.25
v, R* Gamma 0.50 025
Vs R Gamma 0.10 0.05
¥y R* Gamma 1.50 0.25
2 R* Gamma 0.50 0.25
¥ R* Gamma 0.10 0.05
24 [0,1) Beta 0.80 0.10
P 0,1) Beta 0.50 0.20
¢ [0,1) Beta 0.80 0.10
24 0,1) Beta 0.60 0.20
P [0,1) Beta 0.50 0.20
f2a [0,1) Beta 0.80 0.10
Pz 0,1) Beta 0.66 0.15
i R+ Gamma 0.50 0.50
y R Normal 040 0.20
A R* Gamma 7.00 2.00
oA R* Inverse gamma 1.00 4.00
oG R* Inverse gamma 1.00 4.00
OR R* Inverse gamma 0.40 4.00
Ga R* Inverse gamma 0.40 4.00
oG R Inverse gamma 1.00 4.00
oR- R* [nverse gamma 0.20 4.00
gz R* Inverse gamma 0.50 4.00
GE R Inverse gamma 3.50 4,00

Notes: The prior is truncated at the boundary of the determinacy region. Para (1) and
Para (2) list the means and the standard deviations for beta, gamma, and normal distri-
butions; the upper and lower bound of the support for the uniform distribution; s and v
for the inverse gamma distribution, where p «¢(a|v,s) oc g les /207,
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where:
A =paAi 1+ uay Af = pa-Af_ Faes Zy = P21 + Uy

The estimate of y is used to set the prior mean for y in the analysis of
the DSGE model. We use the estimates of p, and a(u; ;) to inform the
choice of prior means for the nonstationary technology process in the
DSGE model. The processes A; and A; are not directly comparable to
the country-specific technology processes in the DSGE model. Never-
theless, we use the estimates to guide the choice of prior for the
remaining exogenous processes in the DSGE model. In order to obtain
a prior for the standard deviation of the monetary policy shock, we es-
timate the following regression by OLS (for the United States and the
Euro area):

Ry =By + B1Riq1 + Bome1 + BrAY 1 + tir

The benchmark prior for og, the standard deviation of the PPP shock,
is based on the unconditional standard deviation of the nominal depre-
ciation rate during the presample period. We vary this prior in our
empirical analysis to assess how the fit of the model changes as a func-
tion of prior beliefs about the misspecification of the exchange rate
equations.

The priors for the price stickiness parameters # are chosen based on
evidence on the average frequency of price changes. Following Bils
and Klenow (2004), an average 26 percent of U.S. sectoral prices are
changed every 3.3 months, which translates into a Calvo-adjustment
parameter of 0y = (0.5. Stickiness of import prices is set at the same
level. For Euro area data, we use information reported by Angeloni
et al. (2004) to set the prior mean at 0.75. The prior mean for the intra-
temporal substitution elasticity # is set at 1, with a large standard devi-
ation to account for uncertainty about its location. The priors for the
coefficients in the monetary policy rule are loosely centered around
values typically associated with the Taylor rule. We allow for the pos-
sibility of a small policy response to exchange rate movements in both
countries, following Lubik and Schorfheide (2006). As a final point, it is
well known that linear rational expectations models can have multiple
equilibria. While this may be an issue of independent interest (see
Lubik and Schorfheide 2004), we do not pursue this direction in this
paper. The prior distribution for the model is therefore truncated at
the boundary of the determinacy region.
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6 Empirical Analysis

The empirical analysis has three parts. We begin by estimating the
two-country model developed in Section 3 under a benchinark prior
distribution. We then document the sensitivity of the parameter esti-
mates to changes in the prior. The second part studies the dynamics of
the estimated NOEM model through impulse response functions. We
assess the estimates of the transmission of monetary policy shocks
under the benchinark prior and a perfect pass-through version of the
model. Finally, we examine the estimated exchange rate dynamics and
the relative importance of the various structural shocks for exchange
rate fluctuations.

6.1 Estimation

Markov Chain Monte Carlo methods, described in Section 8.2 of the
appendix, are used to generate draws from the posterior distribution
of the model parameters. Based on these draws, we compute the sum-
mary statistics (posterior means and 90 percent probability intervals)
reported in tables 5.2 to 5.7. The results in Sections 6.2 and 6.3 are
obtained by converting the parameter draws into impulse response
functions and variance decompositions. The estimated steady-state
inflation rates, reported subsequently and denoted by z4), are annual-
ized. We also report a ™, which is related to g according to g =
1/(1 +r'4/400). Moreover, y is the quarter-to-quarter percentage
growth rate of Aw .

6.1.1 Closed Versus Open Economy Estimates We begin our em-
pirical analysis with a comparison of parameter estimates obtained
from a closed and an open economy specification. If agents do not
value goods produced abroad (x = 0) and the exchange of financial
assets across country borders is prohibited, our model reduces to the
familiar New Keynesian closed economy (CE) DSGE model. Although
Bayesian estimates for the CE version have been reported elsewhere in
the literature, we re-estimate CE models based on our particular model
specification and data set.’® The results obtained under the benchmark
prior distribution (table 5.1) are summarized in table 5.2. For conve-
nience, we also reproduce prior means and probability intervals.

The closed economy U.S. estimates are, by and large, similar to the
Euro area estimates. This finding is consistent with the results obtained
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Table 5.2
Open and Closed Economy Estimates
Posterior Distributions
United States—Euro

Prior Area United States

Mean 90% Interval Mean 90% Interval Mean 90% Interval Euro Area
By 050 [0.250.75] 066 [0.53,0.80] 065 [051,0.82]
8 050 [0.25,074] 056 [0.28,0.86]
84 075 [0.53,098] 0.86 [0.73,1.00]
8z 075 [053,098] 076 [0.67,0.85] 064 [047,0.85]
T 200 [1.19,2.79] 376 [2.81,469] 277 [191,361] 301 [2.12,387]
h 030 [014,046] 041 [0.15,0.67] 040 [019,0.62] 048 [0.27,0.70]
o 012 [0.04,020] 013 [0.04,023]
" 100 [023,173] 043 [0.07,0.80]
¥ 1.50 [1.09,189] 141 [1.03,1.75] 151 [1.07,1.89]
s 050 [012,087] 066 [0.38096] 069 [037,1.00]
¥ 0.10 [0.02,0.17] 0.03 [0.01,0.05]
7 1.50 [1.09, 1.89] 1.37 [1.08, 1.65] 1.80 [1.42,2.17]
74 050 [0.13,0.88] 127 [0.80,1.73] 049 [0.20,0.78]
¥ 010 [0.02,017] 003 [0.01,0.05]
Pa 080 [0.65,096] 083 [0.75092] 0.85 [0.78,093]
oy 050 [0.18,0.84] 0.76 [0.70,0.81] 0.76 {0.71,082]
2c 080 [0.65,096] 090 [0.83,097] 0.88 [0.80,097]
N 0.60 [0.29,0.93] 0.85 [0.77,094] 0.89 [0.85, 0.94]
pi 050 [018,0.83] 084 [0.80,0.88] 0.83 {0.77,0.89]
e 080 [0.65,096] 094 [091,097] 0.88 [0.78,0.97]
Pz 0.66 [0.42,091] 060 [040,082] 064 [045,085] 054 [0.33,075]
f4 050 [0.00,115] 086 [0.29,140] 045 {0.00,0.86] 1.68 [0.81,254]
P 040 [0.07,0.73] 039 [023,055] 043 {0.25,060] 042 [0.26,0.58]
=4 700 [3.72,1011] 316 [250,3.83] 330 [250,401] 292 [218,3.64]
04 1.26 [0.53, 1.99] 166 [0.89,244] 153 [0.81,2.13]
aG 1.26  [0.53, 1.98] 050 [0.41,058] 047 [0.39,0.56]
OR 0.50 [0.21,0.79] 0.18 [0.15,021] 0.18 [0.15,60.21]
4 050 [0.21,079] 261 [1.18,4.16] 1.89 [0.94, 2.87]
oc- 125 [052,197] 062 [0.50,0.73] 049 [0.40,057]
og- 0.25 [0.11,0.40] 0.18 [0.14,0.21] 0.15 [0.12,0.18]
oz 063 [0.27,099] 035 [023,047] 037 [0.24,049] 040 [0.26,0.54]
or 439 [1.82,690] 448 [3.88,5.07]
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by Rabanal and Rubio-Ramirez (2003, 2005) and Smets and Wouters
(2004). There is a substantial overlap of the confidence sets for 7, h, .,
¥, 74, and a,, supporting the symmetry assumptions built into the
two-country model. Only the estimates of r@ differ. In our model,
#4) + 4y determines the steady-state real interest rate. According to
the closed economy estimates, the real interest rate in the Euro area
was more than 100 basis points higher than in the United States over
the sample period. The Calvo parameters 0y and 6; are about 0.65,
implying an average duration between price optimizations of three
quarters. The 90 percent probability intervals range from about 0.5 to
0.85. These numbers are comparable to estimates reported elsewhere
in the literature: Rabanal and Rubio-Ramirez (2003, 2005) obtain 0.77
for the United States (sample period 1960-2001) and 0.82 for the Euro
area (sample period 1970-2003). Gali and Rabanal (2004) estimate
to be 0.33 in a slightly larger model (sample period 1948-2002), and
Schorfheide (2005) reports 0.55 (sample period 1960-1997). On the de-
mand side, habit formation seems to play an important role in both the
United States and the Euro area. The estimates of h are 0.40 and 0.48,
respectively. The policy rule estimates imply fairly strong responses to
inflation and output growth movements by both the U.S. Federal Re-
serve as well as the European monetary authority.

The open economy estimates are, by and large, similar to the closed
economy estimates, with a few exceptions. The posterior mean of the
nominal rigidity in the Euro area production sector rises from 0.64 to
0.76, a value that is not unreasonable given the estimates reported else-
where and the probability intervals from the CE estimation. The poste-
rior mean of the risk aversion parameter z increases from 2.8 and 3.0,
respectively, to about 3.8. While the policy rule coefficients for the
United States are not affected by the inclusion of the Euro area data,
W drops from 1.80 to 137 and ¥ increases from 0.49 to 1.27. There
are two potential sources for this discrepancy: first, the two-country
model imposes common steady states for the United States and the
Euro area, which implies that the estimated fluctuations around the
steady states have potentially changed. Notice that #4) is 0.86 in
the open economy specification but rises to 1.68 if the closed economy
model is fitted to Euro area data. Second, the likelihood function asso-
ciated with the two-country model might generate a different correc-
tion for the endogeneity of the regressors included in the policy rule
equation (see Section 4). We will investigate this issue below by esti-
mating the models with detrended data. We included the depreciation
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rate as an argument into the policy rule but found that the correspond-
ing coefficient estimates for the United States and the Euro area are
nearly 0. This finding complements the empirical results reported in
Lubik and Schorfheide (2006), who find no evidence of exchange rate
responses for a variety of small open economies.

The prior distribution for the import share parameter « and the nom-
inal rigidity in the U.S. import sector dr are essentially not updated,
indicating that the likelihood function is not informative with respect
to these parameters. The estimated substitution elasticity between
home and foreign goods, 7, is 0.4, a number that is substantially lower
than the values that are typically used in calibration studies. This find-
ing is robust to all specifications we investigated. It suggests that home
and foreign output are not very responsive to movements in terms of
trade differentials, which in turn are related to the Lo.p. gaps. Conse-
quently, imperfect pass-through does not seem to play an important
role in driving output.

Finally, our estimated standard deviation of the PPP shock is large,
suggesting that the model is unable to generate the real exchange rate
fluctuations that we observe in the data. Since the importance of
shocks cannot directly be assessed from the magnitude of the associ-
ated standard deviation due to normalization issues, we decompose
the variance of exchange rate fluctuations in Section 6.3.

6.1.2 Estimation Based on Demeaned Data So far, we imposed all
the long-run restrictions implied by our open economy model, in par-
ticular, a common technology growth rate y, a common steady-state in-
flation rate 7'%, and a common steady-state real interest rate #4) + 4y.
Many of the key equations in an open economy model, such as uncov-
ered interest rate parity or purchasing power parity, have to hold in
levels and not just in terms of deviations from steady state. Persistent
deviations from these steady-state relationships in the data are typi-
cally absorbed in the estimated exogenous shock processes and might
lead to a contamination of the parameter estimates. In order to assess
the effect of the imposed long-run restrictions on the parameter estima-
tion, we re-estimate the open and closed economy specifications based
on demeaned data. The results for some of the key parameters are
reported in table 5.3. For most of the parameter estimates, the effect of
demeaning the data is small. Not surprisingly, those open economy
parameter estimates that do shift are now more similar to their closed
economy counterparts. Examples are 8, /;, and .



344 Lubik and Schorfheide

Table 5.3
Open and Closed Economy Estimates-——Demeaned Data

Posterior Distrlbutions

United States-Euro
Prior Area United States

Mean 90% Interval Mean 90% Interval Mean 90% Interval Euro Area

64 050 [0.25075] 062 [049,077] 0.63 [051,0.76]

6 050 [0.25074] 045 [0.17,0.72]

6; 075 [053,098] 090 [0.82,1.00]

6 075 [0.53,098] 061 [043,081] 060 [0.44, 0.82]
T 200 [119,279] 391 [3.00,482] 281 [197,361] 301 [211,3.90]
ko 030 [0.14,046] 046 [0.23,070] 040 [0.19,059] 047 [025,0.68]
x 012 [004,020] 019 [0.08,0.29]

7 100 [0.23,1.73] 030 [0.05,0.55]

¥, 150 [1.09,1.89] 154 [L15,191] 152 [1.12,190]

¥, 050 [0.12,087] 063 [037,090] 064 [0.36,0.89]

v, 010 [0.02,017] 003 [0.01,0.05]

wr 150 [1.09,1.89] 151 [117,184] 182 [1.47,2.17]
Wi 050 [0.13,088] 074 [0.35 1.10] 043  [0.17,0.69]
Wi 010 [002,017] 002 [0.00,0.04]

6.1.3 Estimation Under Alternative Priors In order to assess the
sensifivity of our parameter estimates to the choice of prior distribu-
tion, we re-estimate the open economy model under several alternative
prior distributions. The modifications of the prior distribution are pre-
sented in table 5.4, and the corresponding posteriors for key parame-
ters are summarized in table 5.5. Since our previous analysis indicated
that the monetary authorities in the United States and the Euro area do
not respond to exchange rate movements, we impose ;3 = 3 = 0 and
also re-estimate the model under the (modified) benchmark prior.

First, we consider a perfect pass-through version of our model, that
is, Or = B = 0. It turns out that the model without nominal rigidities
in the import section roughly leads to similar parameter estimates as
the benchmark model. Without data on import prices, it is very diffi-
cult to measure the degree of price stickiness in the import sector. We
will revisit this point when we examine the impulse response dynam-
ics of the estimated models.

Diffuse prior I replaces the beta-priors for the Calvo parameters by
uniform distributions. Moreover, we make the priors for the autocorre-
lations of the exogenous processes less informative by changing them
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Table 5.4

Alternative Prior Distributions

Name Domain Density Para (1) Para (2)
Perfect pass-through

A 0.1} Fixed 0.00

0 [0, 1} Fixed 0.00

Diffuse prior 1

0n 0,1) Uniform 0.00 1.00
O 0.1) Uniform 0.00 1.00
05 0,1) Uniform 0.00 1.00
o; 0,1) Uniform 0.00 1.00
£a 0,1 Uniform 0.00 1.00
PR 0. 1) Uniform 0.00 1.00
2c 0,1) Uniform 0.00 1.00
A [0,1) Uniform 0.00 1.00
PR 0, 1) Uniform 0.00 1.00
o 0, 1) Uniform 0.00 1.00
Diffuse prior Il

T R* Gamma 2.00 2.00
h [0,1) Uniform 0.00 1.00
3 [0,1) Uniform 0.00 1.00
# R* Gamma 1.00 1.00

Notes: Para (1) and Para (2) list the means and the standard deviations for beta, gamuma,
and normal distributions; the upper and lower bound of the support for the uniform
distribution.

to uniform distributions as well. Diffuse prior II relaxes some of the
restrictions that we placed on the preference parameters. We find the
benchmark posteriors to be sensitive to changes in the prior distribu-
tion. For instance, the posterior mean of « rises from 0.16 to 0.39 (dif-
fuse prior 1) and 0.74 (diffuse prior II), respectively. Since we are not
using direct observations on the magnitude of bilateral trade between
the United States and the Euro area, the estimate of ¢, in particular un-
der diffuse prior 1I, becomes counterfactually large, while the intratem-
poral substitution elasticity # declines considerably to compensate for
the change in «. The estimate of # is not anchored by direct observation
of sectoral prices and quantities.

If we relax the priors on the Calvo parameters, oy, is essentially 1
and 6} drops from 0.71 to 0.17. Information on price stickiness in the
United States and in the Euro area is obtained from the CPI inflation
series. According to the model, CPI inflation is a function of inflation



346 Lubik and Schorfheide

Table 5.5
Posterior Estimates Under Alternative Priors
Perfect Pass-
Benchmark Through Diffuse Prior I Diffuse Prior [

Mean 90% Interval Mean 90% Interval Mean 90% Interval Mean 90% Interval

Oy 066 [052,08] 060 [043,077] 043 [022,068] 053 [0.40,0.67]
g 050 [021,078] 0.00 [0.00,000] 009 [0.00,020] 066 [0.41,0.89]
0;, 086 [073,1.00] 000 [0.00,000] 099 [099,1.00] 091 [0.86, 0.95]
9: 074 [060,085] 077 [068,086 017 [0.00,041] 032 [0.13, 051]
: 361 [272,449] 384 [282,479 353 [257,452] 645 [3.72, 9.61]
o 041 [014,066] 047 [023,071] 063 [044,082] 084 [0.64,0.99]
x 014 [005024] 007 [0.03,010] 039 [0.21,053] 074 [0.51,0.88]
n 043 [0.05082 035 [0.06067] 018 [0.04,030] 018 [0.00,0.29]
¥, 143 [1.06,176] 154 [117,190] 179 [142,216] 1.82 [1.45,221]
¥, 063 [034,092] 057 [0.31,082] 038 [0.16,059] 040 [0.18 0.62]
¥a 000 [0.00,000] 000 [0.00,000] 000 [0.00,000] 000 [0.00,0.00]
¥ 137 [106,166) 139 [1.09,167] 185 [152,219] 161 [1.25,1.96]
¥ 113 [067,157] 103 [0.61,144] 049 [020,075] 057 [0.26, 0.86]
¥ 000 [0.00,0.00] 000 [000,000] 000 [0.00,0.00] 000 [0.00,0.00]

Note: We fixed ¥; = 5 = 0 in all specifications.

in the domestic production sector and the import sector. Without sam-
ple information on import prices, however, it is difficult to disentangle
the sources of stickiness. The estimates suggest that under diffuse prior
I, almost all the stickiness in the Euro area consumer prices is attrib-
uted to import price rigidity.

It is interesting to note that the posteriors of the policy rule coeffi-
cients are also affected by the choice of priors for the nonpolicy
parameters, in particular for the Euro area. As discussed in Section 4,
the estimation of policy rules involves a regression with endogenous
regressors. The DSGE model is used to construct a conditional ex-
pectation of the monetary policy shock given the current values of the
endogenous regressors (inflation and output growth). This conditional
expectation is used to correct for the endogeneity. Changes in the prior
distribution seem to generate different correction terms and hence lead
to different parameter estimates.

Overall, we conclude that the prior distribution plays an important
role in the system-based estimation for DSGE models. For instance, in
the case of the import share coefficient « and the nominal rigidity
parameters &y and 8, the prior can be used to incorporate additional
information that is not contained in the estimation sample Y. This
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information down-weighs the likelihood function in a region of the
parameter space that is implausible in the light of data on the magni-
tude of bilateral trade and avoids a contamination of other parameter
estimates.

In addition to the results reported in table 5.5, we carried out a num-
ber of additional robustness checks. The disturbance g ; captures exog-
enous deviations from PPP that cannot be explained via the perfect
pass-through mechanism. More generally, it captures model misspeci-
fication. We estimated the model subject to the restriction that gg =0
and under a number of prior distributions that shrink the estimate of
og toward 0. Whenever we restricted the variance of the PPP shock,
the likelihood fit of the model deteriorated substantially, and the esti-
mated standard deviation of at least one of the structural shocks in-
creased dramatically to capture the nominal exchange rate fluctuations
observed in the data.

In order to improve the fit of his two-country model, Bergin (2004)
introduces a serially correlated shock to the UIP equation that increases
the variability of the expected exchange rate depreciation E;_; [A€]. This
reduces the volatility of the unexpected component Aé, — E;_;[A¢] that
has to be explained by the structural shocks of the model. In Bergin's
setup, the UIP shock is correlated with the other structural shocks. We
estimated a specification with an ud UIP shock and found that such a
shock is unable to explain the observed exchange rate fluctuations.
The fit of the UIP shock specification was very poor compared to the
version of the model with PPP shock.

Finally, in the conference draft of this paper, we reported estimation
results for a model in which the central banks react to deviations of
output from the stochastic trend Aw ¢, instead of deviations of output
growth rates from the steady-state growth rate. Moreover, we did not
impose a common steady-state inflation rate. The parameter estimates
of the output gap version of the model were very sensitive to the un-
derlying potential output series that was implicitly constructed through
the latent exogenous processes. For instance, the estimated Calvo pa-
rameter for the U.S. production sector, Ok, dropped from (.78 in the
closed economy specification to 0.46 in the open economy version. The
posterior mean of the U.S. policy rule coefficient ¥, decreased from
0.56 to 0.01 by switching from a closed to an open economy setting.

6.1.4 Model Fit Table 5.6 reports log marginal data densities for the
various specifications that we have estimated. The fit of the benchmark
specification is improved by imposing that the central banks do not



348 Lubik and Schorfheide

Table 5.6

Log Marginal Data Densities

DSGE model: benchmark prior, 5, ¢ estimated —795.22
DSGE model: benchmark prior, yr; = 45 =0 -786.78
DSGE model: perfect pass-through —788.58
DSGE model: diffuse prior [ —788.83
DSGE model: diffuse Prior II —763.66
VAR{M4): =2 —834.18
VAR(M): t = 3 —788.93
VAR(4): t =5 ~754.34
VAR(M): t = 20 —795.19

Note: The log marginal data densities for the DSGE model specifications are computed
based on Geweke's (1999) modified harmonic mean estimator. The marginal data den-
sities for the VARs are calculated analytically (see section 8.3 in the appendix).

respond to exchange rate movements. The assumption of perfect pass-
through leads to a slight deterioration of fit, and so does the diffuse
prior I. It is important to note that the marginal data density penalizes
the likelihood fit by a measure of model complexity. Making a prior
distribution more diffuse is equivalent to the removal of restrictions on
parameters and increases the model complexity (approximately mea-
sured by the log determinant of the posterior covariance matrix of the
parameters). For diffuse prior II, the improvement in model fit domi-
nates the penalty for increased model complexity and the marginal
data density improves by 24 points on a log scale. This indicates that
the benchmark prior restricts the parameter estimates from moving
into an area of the parameter space that yields a higher likelihood. If
one is willing to interpret the benchmark prior as driven by empirical
evidence not contained in the estimation sample Y, then there seems to
be a tension here. Trying to keep the estimates close to values that are
consistent with this additional information, e.g., a small import share
%, leads to a deterioration of model fit.

We also report marginal data densities for reduced form vector
autoregressions with four lags, estimated under various Minnesota-
type prior distributions. Details on the VAR estimation are relegated
to Section 8.3 of the appendix. The hyperparameter z controls the tight-
ness of the prior distribution. The larger is 7, the more the parameter
estimates are tilted toward the prior mean. The marginal data density
of the VAR is quite sensitive to the choice of hyperparameter. For
v =3, the fit of the Bayesian VAR and the DSGE model are roughly at
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par, whereas for v = 5, the VAR clearly dominates all specifications of
the DSGE model. While the two-country model seems to suffer from
misspecified cross-coefficient restrictions, not every VAR dominates
the DSGE model. Hence, careful attention has to be paid to model fit
if the DSGE model is supposed to be evaluated based on VAR esti-
mates. The loss-function-based evaluation framework of Schortheide
(2000) and the DSGE model prior approach of Del Negro and Schorf-
heide (2004) enable more refined comparisons between DSGE models
and a VAR that account for model fit.

6.2 Impulse Response Analysis

We can develop some understanding of the inherent dynamics and the
relative importance of different shocks by computing impulse response
functions. The responses of endogenous variables of interest to one-
standard-deviation structural shocks are reported in figure 5.2. We first
discuss overall results for the benchmark model. We then focus on the
effects of monetary policy shocks and the importance of imperfect
pass-through.

The effects of monetary policy shocks are as expected {first and sec-
ond row of the panel). Inflation and output decline in response to
contractionary domestic policy. The inflation response in the United
States is stronger than in the Euro area on account of a higher policy
coefficient. Interest rate shocks sharply appreciate the currency, as
depicted in the last column, but the effect quickly dissipates within a
few periods. A monetary contraction in the United States leads to a
rise in European output and inflation, to which the monetary authority
responds endogenously with an interest rate hike. The transmission of
European monetary shocks to the United States is weaker and esti-
mated with less precision. The main transmission mechanism of shocks
between countries in this model are relative price movements that are
implied by and are consistent with perfect risk sharing. This has an ex-
penditure switching effect away from domestic goods toward foreign
output.

U.S. technology shocks are expansionary at home, and they lower
prices and the interest rate, thereby depreciating the dollar. European
technology shocks have similar effects on Euro area variables. Trans-
mission of productivity disturbances is negative, however, lowering
output. This can be explained by the assumption of perfect risk-
sharing, which leads to production shifting to the counftry with the
highest productivity. In contrast, government expenditure shocks have
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Figure 5.2

Impulse Response Functions for Benchmark Estimation

Note: Figure depicts posterior means (solid lines) and pointwise 90% posterior probabil-
ity intervals (dashed lines) for impulse responses of endogenous variables to one stan-
dard deviation structural shocks.
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supply effects via relative price changes. The effects of government
purchases are broadly similar in both economies. Output expands,
inflation declines, the currency appreciates. Transmission from the
United States to the Euro area is positive, while transmission in the
other direction is negative.

In a perfectly symmetric model, worldwide productivity shocks
would not have any effects on relative prices. In our framework,
however, they imply a dollar depreciation (see the seventh row of the
panel). Since the Euro interest rate barely responds, the positive differ-
ential in favor of the United States requires an expected depreciation.
Together with the inflation differential in favor of the United States,
this pattern explains the behavior of the exchange rate. Different
degrees of price stickiness therefore play a role in determining the di-
rection of exchange rate responses.

We look at this issue in more detail by considering impulse re-
sponses to expansionary U.S. monetary policy shocks in isolation. Fig-
ure 5.3 reports results for the benchinark prior and for the case of
perfect pass-through. The responses are remarkably similar. The excep-
tion is the behavior of import inflation. Under imperfect pass-through,
adjustment is smooth and gradual, driven by the l.o.p. gap and ulti-
mately by differential terms of trade movements. Under perfect pass-
through, import inflation essentially reflects the nominal exchange rate.

This is not to say that this particular mechanism of introducing devi-
ations from PPP is conceptually flawed or important. But it highlights
the difficulties of explaining disaggregated behavior with aggregate
data alone. This cutcome is likely to be changed when sectoral inflation
rates, more specifically, import price inflation data, are used because
this would allow us to explain their behavior directly.

6.3 What Determines Exchange Rate Dynamics?

Our estimation methodology allows us to decompose exchange rate
volatility into individual components explained by the disturbances in
the model. The model is driven by seven structural shocks (monetary
policy, technology, and government purchases) to which we add an
additional disturbance in the form of an error term appended to the
equation defining the nominal depreciation rate. The disturbance is not
strictly structural because it is not contained in the model’s primitives.
It captures deviations from PPP not already explained endogenously
through imperfect pass-through. However, this interpretation is prob-
lematic since it is not tied to behavior by the agents in the model.
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Figure 5.3

Impulse Responses to a US. Monetary Policy Shock

Note: Figure depicts impulse response functions at posterlor mean parameter estimates

(reported in table 5.5). Solid-line responses correspond to imperfect pass-through, dashed-

line responses correspond to perfect pass-through. which were obtained by setting 0y =
6, =0.

Nevertheless, it is often instructive to add disturbances of this
type because they provide a measure of the extent that the data are
explained by specific features of the model. In a purely econometric
sense, intfroducing these shocks allows a better fit of individual equa-
tions since they do not appear anywhere else in the model and do not
have to obey any cross-equation restrictions. Without these shocks. the
estimation procedure attempts to fit the model’s unobservables base on
a tightly restricted equation. such as the definition of the depreciation
rate. which may resuit in implausible estimates.

12
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We report variance decompositions for the depreciation rate in table
5.7. Notice that the prior distribution on # induces a prior distribution
for the variance decomposition of the exchange rate fluctuations. We
consider two priors: the benchmark prior with the exchange rate coeffi-
cient set to 0, and a prior that imposes full pass-through. Under both
priors, the PPP shock explains about 80 percent of exchange rate fluc-
tuations, while monetary policy shocks make the biggest model-based
contribution. It turns out that the data are very informative with
respect to the variance decompositions, and the posteriors obtained
under these priors lock very similar.

In our benchmark estimation, PPP shocks explain 93 percent of the
variability of the depreciation rate. This result had already been hinted
at by the estimated variance of the PPP shock, which is an order of
magnitude larger than those of other disturbances. The second largest
component is the Euro area monetary policy shock, followed by the
U.S. policy shock. By and large, the contribution of real shocks is al-
most negligible. The same conclusion emerges from the estimation
under perfect pass-through, which attributes a slightly larger percent-
age of exchange rate movements to the PPP shock.

Overall, these results do not lend support to the notion that ex-
change rate dynamics are largely driven by real shocks, at least as far
the endogenous components are concerned. Our benchmark model
can thus explain roughly 10 percent of the movements in the depre-
ciation rate. This result is not immediately comparable to other con-
tributions in the literature mainly because of different methodologies
applied. Calibration studies typically study only one shock at a time
and attempt to match a small set of statistics with large degrees of free-
dom in setting parameters.

Methodologically comparable results can be found in Bergin (2004).
He reports that monetary policy shocks contribute between 50 percent
and 70 percent to exchange rate movements at longer horizons. His
approach differs from ours in various ways, however. Bergin intro-
duces UIP shocks that are correlated with the structural shocks in the
model. He shows that different orthogonalization schemes change the
variance decompositions considerably. It is therefore not a priori clear
whether the influence attributed to monetary policy shocks is the
artifact of an orthogonalization scheme. Using long-run identifica-
tion restrictions in a VAR framework, Ahmed, Ickes, Wang, and Yoo
(1993) do not find support for a role for monetary policy shocks in
exchange rate dynamics. On the other hand, in a VAR study using
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similar identification, Clarida and Gali (1994) show that monetary
shocks, demand shocks in their interpretation, are a main driving force
behind output movements over short horizons. This suggests that the
lack of explanatory power derives from the disconnect between output
movements and relative prices that is also evident in our model."”

The variance decompositions are not robust, however, to seemingly
minor changes in the model specification. In the conference draft of
this paper, we reported results from a specification that used the level
of output relative to technology Ay ; as the target variable in the policy
rule. This specification attributed 20 percent of exchange rate move-
ments to the structural shocks. Estimates with diffuse priors showed
that the endogenous component to exchange rate movements can even
be increased to beyond 20 percent when more endogenous persistence
is allowed via habit formation, for instance. Moreover, monetary pol-
icy shocks did not have any significant influence at all because the
exchange rate was largely driven by Euro area technology and govern-
ment shocks. A possible explanation for this finding is that these real
shocks operate mostly in fact through the monetary policy rules by cre-
ating movements in the model implied output gap that affect the ex-
change rates.

The conclusion we derive from this analysis is that NOEM models
are stili very far away from offering a satisfactory explanation for ex-
change rate dynamics. Our finding of an explanatory power of 10 per-
cent is not out of line with results from other studies. Since the failure
of the model in this respects is likely due to several factors, this will be
an active research area for years to come.

7 Conclusion

This paper has developed and estimated a two-country NOEM model
using a Bayesian approach. We provide estimates for various prior
distributions and document the extent to which inference is robust
and sensitive to the choice of priors. The model can be extended
to an incomplete market setting that could be used to study current ac-
count dynamics. Although construction of a bilateral current account
data set is not straightforward, the same procedure that we used in
constructing the exchange rate series could be employed. Adding
another data series requires the introduction of another disturbance. A
likely candidate is a shock to the UIP relationship. Our benchmark esti-
mates reject that specification in favor of a PPP shock, but the former
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may contain information that helps explain current account dynamics,
as in Bergin (2004). Real exchange rate dynamics in our model depend
exclusively on movements in relative prices of traded goods. However,
movements in the prices of nontraded goods are an important compo-
nent of real exchange rates (see Betts and Kehoe 2004). The model can
be extended to include a nontraded sector that is also subject to nomi-
nal rigidities. It is our presumption that this would help improve the
overall fit of the model and help explain exchange rate movements
endogenously.

It is also plausible to assume that the host of puzzles in interna-
tional finance cannot be explained satisfactorily by models with
fully rational agents. Attempts to integrate deviations from this bench-
mark have been made by Duarte and Stockman (2001) and, albeit in a
less structural framework, by Gourinchas and Tornell (2004). While
we used a log-linear approximation of our two-country model, non-
linearities might play an important role in the understanding of ex-
change rate fluctuations. Fernandez-Villaverde and Rubio-Ramirez
(2002) have made significant progress toward algorithms that enable
the likelihood-based estimation of DSGE models solved with nonlinear
methods.

A final challenge for researchers is how to communicate the fruits
of their labor to a wider public, in particular, policymakers. We argue
that a Bayesian approach is supremely useful for this. Researchers can
report to what extent information comes from the likelihood function
and to what extent it derives from the prior. This leaves it up to the
policymaker to decide what value to place on the information con-
veyed. Finally, implementation has become much easier and more
transparent due to available software. We provide GAUSS programs,
and the analysis in this paper can be conducted with the user-friendly
DYNARE package.

8 Appendix

8.1 Data Set

Most of the US. data were exiracted from the FRED 2 database
maintained by the Federal Reserve Bank of 5t. Louis: http://research
stlouisfed.org/fred2/. The Euro area data stem from the database un-
derlying the Area Wide Model (AWM) of the European Central Bank,
which is described in detail in Fagan, Henry, and Mestre (2001). Ex-
change rate data are obtained from the International Financial Statistics
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(IFS) database maintained by the International Monetary Fund (IMF)
http: //ifs.apdi.net/imf/.

+ U.S. output growth (quarter-to-quarter, percent) is based on the real
GDP series GDPC96-FRED2. We construct a measure of U.S. working
age population (ages 16—64) from the series PAN17-DRI and PAN19-
DRI provided by DRI-Global Insight http:// www.globalinsight.com/.
The observations from 1990-1999 are updated using intercensal esti-
mates, and the observations from 2000 onward are updated based on
postcensal estimates http://www.census.gov/popest/. Annual data
are converted to quarterly frequency using a quadratic interpola-
tion. Per capita output growth is defined as 100 * [In(GDP;/POP;) —
In(GDP;_1/POP;_y)].

+ US. inflation (quarter-to-quarter, annualized, percent) is based on the
Consumer Price Index for All Urban Consumers, CPIAUCSL-Fred?.
The monthly series is converted into quarterly frequency by arithmetic
averaging. Inflation is defined as 400 % In(CPI; /CPI;.1).

+ The U.S. nominal interest rate (annualized, percent) is the effective
Federal Funds Rate FEDFUNDS-Fred2. The monthly series is converted
into quarterly frequency by arithmetic averaging.

+ Euro area output growth (quarter-to-quarter, percent) is based on the
real output series YER-AWM. A measure of the Euro area working age
population (ages 15-64) is obtained from the AMECO database http://
europa.eu.int. The Euro area series is extended backward using growth
rates calculated from the Euro area (including West Germany) series.
Annual population data are converted to quarterly frequency using
a quadratic interpolation. Per capita output growth is defined as

100 * [In(YER,/POP;) — In(YER,_1/POP;_1)].
+ Euro area inflation (quarter-to-quarter, annualized, percent) is based

on the Harmonized Index of Consumer Prices, HICP-AWM, and is
defined as 400 « In(HICP,/HICP;_y).

+ The Euro area nominal interest rate (annualized, percent) is defined
as the short-term nominal rate STN-AWM.

* For exchange rate depreciation (quarter-to-quarter, percent), starting
in 1999, we use the official US$-Euro exchange rate obtained from the
IF5 database. Prior to 1999, we construct a synthetic bilateral exchange
rate series. We extract US$-national currency unit exchange rates E; ;
for the Euro area countries from the 1FS database and define:
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E = H(ﬁEi,r)w"
i=1

The weights w; correspond to the real GDP weights underlying the
construction of the AWM database.’® The f;’s are the fixed conversion
rates between the national currency units and the Euro. Taking logs
and differences yields:

AInE =) wAInE;,
i=1

Thus, prior to 1999, the depreciation rate of the synthetic US$-Euro
exchange rate is the output-weighted average of the depreciation rates
of the national currencies. The depreciation rate is multiplied by 100 to
convert it to percentages.

* The import shares that are used to specify a prior for « are defined
as IMP/(GDP — EXP + IM). We are using EXPGSC96-FRED2 and
IMPGSC96-FRED? for the United States and XTR-AWM and XTR-
AWM for the Euro area tc measure real exports and imports,
respectively.

8.2 Practical Implementation

The results reported in this paper have been computed using GAUSS
6.0. The GAUSS programs and the data set are available from the
authors at http: // www.econ.upenn.edu/~schorf. The empirical analy-
sis can also be implemented using the MATLAB-based DYNARE pack-
age that is available at http: //www .cepremap.cnrs.fr/dynare/.

1. The matrices I'o(8), I'1(8), T'c(8), and T',(#) in equation (5.34) can be
derived from the linearized equations presented in Section 3.6. The so-
lution algorithin described in Sims (2002) is used to compute the state
transition equation [equation (5.35)].

2. Combine equation (5.35) with the measurement equation [equation
{5.36)] to form a state space model for the observables y:. The matrix
A(#) in equation (5.36) is composed of:

A(8) = [y, n(""),rm) + 74 & 4y,y,n(A),r(A) + 74 + 4y, O]'

where y; stacks U.S. output growth, U.S. inflation, the U.5. nominal
interest rate, Euro area output growth, Euro area inflation, the Euro
area nominal interest rate, and the depreciation rate. The matrix B
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selects and scales the relevant model variables to construct y;. The
growth adjusted steady-state real rate is related to the discount factor
B through B = 1/(1 + r™ /400).

3. The likelihood function Z(#]Y) is evaluated with the Kalman filter.
To make the DSGE model estimation comparable to the VAR estima-
tion, which conditions on the first four observations to initialize lags,
we run the Kalman filter from 1983:1 to 2002:IV but calculate the
likelihood based only on the observations from 1984:1 to 2002:IV. Since
In p(Y|Yp) =In p(Y,Yo) — In p(Yy), this adjustment of the Kalman fil-
ter yields a conditional likelihood function for the DSGE model.

4. A numerical-optimization procedure is used to maximize:
p(OlY) cc Z(0]Y)p(6)

and find the posterior mode. The inverse Hessian is calculated at the
posterior mode.

5. A total of 500,000 draws from p(8|Y) are generated with a random-
walk Metropolis algorithm. The scaled inverse Hessian serves as a
covariance matrix for the Gaussian proposal distribution used in the
Metropolis-Hastings algorithm. The first 50,000 draws are discarded.
The parameter draws ¢ are converted into impulse response functions
and variance decompositions to generate the results reported in Sec-
tion 6. Posterior moments are obtained by Monte-Carlo averaging.
Marginal data densities are approximated with Geweke's (1999) modi-
fied harmonic-mean estimator. Further details of these computations
are discussed in Schorfheide (2000).

8.3 Marginal Data Density of VAR

We use a modified version of the Minnesota prior (see Doan, Litter-
man, and Sims 1984) that is implemented based on dummy observa-
tions. In the main text, we report results based on a VAR(4) with seven
endogenous variables. Subsequently, we present the choice of dummy
observations in the context of a bivariate VAR(2):

Y1t =[a1]+ Puu Bz || Vit " m Y2 || -2 +[ul,l}
Y2t ol Bn Pnl| Vi1 Y Yo || Y22 1y g

Define y: = (Y11, Y21l % = [1, ¥y, ¥ 5]’ and ty = [sr 1, 12,4 and:
(D’:[Ocl Pu P }’12]

@ Bn B rva Pz
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The VAR can be rewritten as y, =x®+u/, t=1,...,T, and u ~
ud A(0,Z,). The dummy observations that generate the prior can be
classified as follows (the generalization to larger VAR systems is
straightforward):

* Dummy observations for the § coefficients, reflecting the belief that
P11 and f,, are equal to i, and By, and 8, are equal to 0 on average:

[ITSI 0 :l _ [0 51 0 00

@ +u
0 ms] 10 0 s 00] "

* Dummy observations for the y coefficients, reflecting the belief that
the y’s are 0 on average:

[0 o]q[o 0 0 52 0

D+ u’
0 0 0000:522d] ¢

* Co-persistence prior dummy observations, reflecting the belief that
when data on all ¥'s are stable at their initial levels, they tend to persist
at that level:

A Apl= A Ay, A A0 +u

+ Own-persistence prior dummy observations, reflecting the belief that
when y; has been stable at its initial level, it tends to persist at that
level, regardless of the value of other variables:

[1”371 0 ] _ [0 iy, 0 pj 0

_ _ _ | P+
0wy, 0 0 wp, 0 4

+ Dummy observations for the covariance matrix:

balslouos

(I)r
0 s 00000]”

The #,’s and s;’s are calculated as means and standard deviations of
the values of y; that are used to initialize the lags of the VAR. The
parameters 7, d, 4, and g are hyperparameters that control the weight
on different characteristics of the prior distribution. We set d = 0.5,
A=35, and u =2, and we vary 7, which controls the overall tightness
of the prior. The typical Minnesota prior shrinks the VAR parameter
estimates toward univariate random walks, which can be achieved by
setting : = 1. However, since we are using growth rates as dependent
variables (interest rates being an exception), we set 1 = 0.
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Wirite the system in matrix notation Y = X® + U, where Y, X, and U
have rows y,, x|, and u;, respectively. We condition on the observa-
tions that are used to initialize the lags of the VAR. The T* dummy
observations are collected into the matrices Y* and X*. The likelihood
function p(Y*|®,Z,) for the dummy observations combined with the
improper prior distribution p(®,X,) oc 12,2 induces a proper
prior distribution for the VAR parameters. The marginal data density
of the VAR can be written as:

_ [p, Y |®,5,) dods,

pOYIYT) = [p(Y"|®,5,) dbds,

(5.45)

where p(Y,Y*|®,Z,) is the joint likelihood function for actual and
dummy observations. The integrals on the right-hand side of equation
(5.45) can be obtained by replacing Y, X, and T in the subsequent for-
muta by Y,y X, XY, T+T*and Y*, X", T* respectively:

Jp(ﬂcp, 5,)d®dz, = n-TH2 K|~/ = TR 2gutn-1)/4
< [ITUT ~ k+1-1)/2], (5.46)
i=1

where 7 is the dimension of y, k is the dimension of x;, and:
= (X'X)'X'Y S§=(Y-XD)(Y-Xb)
The specification of the dummy observations and the computation of

the margmal data densities is implemented with MATLAB programs
written by Chris Sims.
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1. Naturally, there have been various early attempts to take the NOEM framework to the
data. Schmitt-Grohé (1998) matches impulse response functions from a structural VAR to
theoretical impulse responses derived from a model of the Canadian economy to study
the transmission of business cycles. Ghironi (2000) uses GMM to estimate various first-
order conditions derived from a NOEM model. None of these earlier approaches assesses
overal! fit or estimates the model over the entire parameter space.

2. Other early contributions to the literature on Bayesian estimation of DSGE modeis are
DeJong, Ingram, and Whiteman (2000); Fernandez-Villaverde and Rubio-Ramirez (2004);
Landon-Lane (1998); and Otrok (2001).

3. An excellent survey of that literature can be found in Lane (2001).

4. de Walque and Wouters (2004) recently reported some preliminary results from a
large-scale two-country model fitted to U.S. and Euro data. Since Justiniano and Preston
(2004) include a reduced-form rest-of-the-world sector in their SOE model, their specifica-
tion shares similarities with a two-country framework.

5. See the discussion of the implications of market completeness in Corsetti and Pesenti
(2001). Under incomplete asset markets, devices such as portfolio adjustment costs have
to be introduced to render the model stationary. Schunitt-Grohé and Uribe (2003) show
that the differences to the complete market benclunark are quantitatively negligible.

6. Our framework extends Monacelli (2005) to a large open economy setting. This form
of endogenous pass-through has also been studied by Justiniano and Preston (2004) and
Leigh and Tubik (2005).

7. We ignore household-specific indices for notational convenience.

8. Each domestic- and foreign-produced goods aggregate is composed of differentiated
individual products with demand functions:

Cr{i) = (P;—‘(‘I))_wcm and  Cp (i) = (P;—*("})_wcm

H,t F.t

and associated price indexes. We abstract from this level of disaggregation since it is im-
material to our aggregate model specification.

9. We assume that the government shares the preferences of the consumers so that its de-
mand has the same functional form. Moreover, we also assume for simplicity that firms
do not engage in local currency pricing. An extension of the model in this regard would
be a promising research direction.

10. For a variable x,, one can define # = %, — E;_;[%] and include E,[¥;] in the vector
sy to represent the model developed in Section 3 [equation (5.34)].

11. In fact, Smets and Wouters {(2003) used more shocks and variables to overcome some
aspects of model misspecification.

12. Formally, likelihood-based estimators tend to converge to the & that minimizes the
Kullback-Leibler discrepancy between the approximating model and the data generating
process (see, for instance, White 1982).

13. To ensure determinacy, we assume o> 1 in .# and |x— /o? —4¢a| <2 and

le + /a2 — dda| > 2 in #,.
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14. This is well-known in Bayesian econometrics. See Poirier (1998) for a discussion. It
has been exploited in Lubik and Schorfheide (2004) when they estimated DSGE models
with indeterminacies.

15. Over the sample pericd from 1983:1 to 2002:1V, the correlation between depreciation
rates calculated from our synthetic US$-Euro exchange rate and the published US$-ecu
depreciation rates is greater than 0.99.

16. There are typically subtle differences in model specification that make a direct com-
parison of estimates difficult. For instance, Rabanal and Rubio-Ramirez (2003, 2005) use
a stationary version of the New Keynesian benchmark model and work with output
data that are deviations from a quadratic trend. Lubik and Schorfheide (2004) use HP-
filtered output and transform the exogenous technology and government-spending
processes into a pure shift of the Euler equation and a pure shift of the price-setting equa-
tions with correlated innovations. Schorfheide (2005) uses output growth data and non-
transformed structural shocks.

17. This exchange rate disconnect puzzle has been emphasized by Rogoff (1996) as the
main challenge for open economy macro models.

18. These weights are: BE = 0036, DE = 0283; ES=0.111; FR =0.201; IE =0.015;
IT = 0.195; LU = 0.003; NL = 0.060; AT = 0.030; P'T = 0.024; FI = 0.017; GR = 0.025.
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Comment

Puaolo Pesenti, Federal Reserve Bank of New York, NBER, and CEPR

In their paper, Thomas Lubik and Frank Schorfheide introduce and
estimate a midsize two-country model of monetary interdependence.
The key building blocks of the model are rather well known, having
been extensively investigated in the large (and growing) dynamic
stochastic general equilibrium (DSGE) literature. The open-economy
dimensions of the paper are perhaps less familiar, and it is precisely
on those aspects that this comment is focused.

A Bayesian Look at What?

The “new open-economy macroeconomics” (NOEM) referred to in the
title is more of a synthesis of disparate elements than a well-defined
“school of thought” (the term was originally coined by Ken Rogoff to
emphasize differences with respect to the “old” paradigm in interna-
tional finance, as represented by the Mundell-Fleming-Dornbusch tra-
dition). With important differences in style and emphasis, the NOEM
is closely related to recent tendencies in monetary economics and rep-
resents the open-economy counterpart to popular research approaches
whose labels range from neo-Wicksellian to new Keynesian, to new
neoclassical. In this respect, the basic ingredients of NOEM models
are imperfect competition in labor and/or product markets, nominal
rigidities, and optimal price-setting behaviors leading to time-varying
markups.

The NOEM also attempts to bridge the gap with the recent inter-
national trade literature, although the integration between the two
research areas is, to say the least, far from complete. For instance,
the macroeconomic analyses of openness and interdependence con-
sidered in NOEM models typically focus on the intensive margin of
international trade (exports and imports of a given set of varieties),
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downplaying or ruling out tout-court its extensive margin (exports and
imports of new varieties), even though the latter plays a key role in the
new trade literature both at the theoretical and empirical level. While
recent work is slowly pushing the research frontier in these respects,
the bulk of NOEM contributions do not allow for endogenous entry of
firms, the creation of new varieties of goods, or changes in the array of
traded and nontraded good. The paper by Lubik and Schorfheide is no
exception here.

While NOEM models come in different sizes and varieties, they usu-
ally tend to be skewed bimodally either toward the “bonsai” end of the
complexity spectrum (simple qualitative models of predominantly the-
oretical interest), or toward the “Godzilla” opposite end (large-scale,
multicountry DSGE models with a wealth of parametric features).
Among the earliest and most influential examples of the first kind of
models, Obstfeld and Rogoft’s (1995) work has now reached the status
and reputation of a modern classic. Models of the second type have
found fertile ground among central banks and policy institutions, with
the Global Economy Model developed at the International Monetary
Fund (IMF) possibly representing the best-known application so far.!

The paper by Lubik and Schorfheide is particularly welcome because
it represents a relatively rare type of contribution at a position equidis-
tant between the two extreme poles of the complexity spectrum (let’s
call it the Totoro regionz). In fact, the authors devote an entire section
of the paper to the discussion of the finely balanced trade-offs between
misspecification and identification issues arising in DSGE models.
However, this need not mean that theoretical and empirical aspects
(or, if one prefers, specification and estimation sides of the model) are
given equal attention in the paper. In fact, the formal framework of the
paper is a simple variant of the canonical NOEM model, and the theo-
retical setup turns out to be little more than a pretext for the applica-
tion of state-of-the-art Bayesian estimation techniques.

In a nutshell, the paper considers a world economy equally split be-
tween two large trading partners, the United States and the Euro area
(EU). The two countries are symmetric in terms of technology and
tastes (although tastes are skewed toward local goods, and such home
bias in preferences implies that purchasing power parity [PPP] would
not hold even if the law of one price held for all goods). They differ,
however, in two important respects, both related to the specification of
the monetary economies: the mechanism of policy transmission (that
is, the size and persistence of nominal rigidities) is different across
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countries, and the interest rate rules followed by the two monetary
authorities put different weights on output and inflation gaps, presum-
ably reflecting different strategies and policy objectives.

Complete markets are assumed to exist both at the national and in-
ternational level. For each tradeable good, the law of one price applies
at the border level; that is, the price paid by the importer and the price
received by the producer are equalized when expressed in terms of the
same currency. This implies complete pass-through of exchange rate
movements onto import prices at the border level. However, there is
imperfect exchange rate pass-through at the consumer level, reflecting
the monopoly power of importers in the domestic retail market (we
will return to this point shortly). Uncertainty is introduced in the
model through a smorgasbord of shocks, including a nonstructural dis-
turbance that is designed to measure exogenous deviations from PPP
(see Section 5.1).

While the approach of the paper is “deliberately parsimonious in
order to focus on robustness and identification instead of fit,” one
must acknowledge, of course, that this level of theoretical abstraction
is not problem-free. In fact, several simplifying (and unrealistic)
assumptions—that make sense only in the minimalist context of the
bonsai NOEM models—are imported without much discussion in the
work by Lubik and Schorfheide, raising the possibility of mild or se-
vere misspecification.

Take, for instance, the assumption of complete markets and full in-
ternational risk-sharing, according to which a set of contingent trans-
fers guarantees that the real exchange rate moves in tandem with the
ratio of marginal utilities of the representative households in the two
countries [see equation (5.30)]. This assumption implies that, across
countries, consumption should be higher where its price is lower. The
problem is that this is not true at all in the data, as recognized by a
long tradition of empirical work dating back to Backus and Smith
(1993). Besides raising doubts about the ability of the model to fit the
dynamic profile of the U.5.-European current account, the crucial ques-
tion is how empirically reliable should we judge the results of a meth-
odology that forces the correlation between the two key variables in the
analysis—relative consumption and real exchange rate—to be high
when in the data it appears to be very low, if not negative.

Some problems with the model are discussed in the text—such as
the absence of a nontraded sector, which is acknowledged in the
conclusion. Other problematic aspects are less obvious, such as the
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specification of exchange rate pass-through. Recall that price stickiness
and low pass-through arise at the consumer level. There is no pricing
to market or imperfect pass-through at the border level: the im-
porter-currency price of imports moves one to one with the exchange
rate, but the price paid by the consumer is less elastic to changes in ex-
change rates (the empirical evidence is that pass-through is indeed
higher at the import level than at the consumer level, although it is still
imperfect).

In the model, producers operate under conditions of monopolis-
tic competition. When they sell in the domestic market, facing a
downward-sloping demand for their specific varieties, they exploit
their monopoly power by charging a markup over their marginal costs.
Due to nominal rigidities, there is asymmetric adjustment, price disper-
sion among producers, and inflation dynamics in the aggregate. When
the same producers sell their products to foreign importers, however,
they do so at precisely the same price charged in the domestic market.
In other words, they do not take into account the fact that the demand
for their products abroad is a function of the consumer price set by the
foreign importers. Since the latter is subject to nominal rigidities unre-
lated to those in the home market, the demand elasticities at home and
abroad can be different. In this case, it is unlikely that the monopolistic
producer/exporters find it optimal to give up their monopoly power
and charge the same price both domestically and abroad.

Note that in a small open-economy model, this particular way of
modeling lower pass-through at the consumer level rather than the
border level would be perfectly valid because importers face an exoge-
nously given price for their import goods. In the general-equilibrium
framework of the model, however, the postulated absence of price
discrimination seems logically inconsistent with the principle of profit
maximization.

Does Openness Make a Difference?

The minimum common denominator of NOEM contributions (and
NOEM's raison d'étre) is the investigation of policy transmission and
the design of monetary rules among interdependent economies. To as-
sess the relevance of the contribution by Lubik and Schorfheide in the
context of the literature, it may prove useful to keep in mind a few key
results in the NOEM tradition. Among those is the characterization of
markup stabilization as a principle of optimal monetary policy.
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Broadly speaking, in a closed-economy multi-sector setting, the key
principle underlying optimal monetary policies is the stabilization of
some weighted average of markups in the product (and labor) mar-
kets, with higher weights assigned to the sectors in which price (wage)
adjustment is most sluggish—a principle consistent with the notion of
core inflation targeting. In an open-economy context, there is a trade-
off between stabilizing markups of local firms selling in the domestic
market and markups of foreign exporters also selling in the country.
The trade-off may depend on the degree of openness and the pass-
through elasticity of consumer prices with respect to exchange rate
fluctuations and other factors affecting changes in exporters’ marginal
costs.

For instance, if pass-through is very high, exchange rate fluctuations
do not affect exporters” markups. In this case, optimal monetary policy
stabilizes only domestic markups (that is, focuses only on domestic
inflation). This policy is inward-looking, thus substantially similar to
the optimal policy strategy in a closed economy because exchange rate
movements make up for the lack of price flexibility in the import sec-
tor. This point has been stressed by Clarida, Gali, and Gertler (2001),
among others. One may refer back to Friedman (1953) for early traces
of the same basic idea. But if pass-through is low and if the ex-
change rate plays no expenditure-switching role, optimal monetary
policy reacts to shocks worldwide and possibly dampens exchange
rate fluctuations.?

This paper takes off from these considerations. In fact, its starting
point is the Clarida, Gali, and Gertler model augmented by monopolis-
tic importers who buy goods at the border and sell them to consumers,
as seen above. The key question addressed in the paper is: are mone-
tary policies in open economies significantly different from mone-
tary policies in closed economies? To answer this question, the authors
consider two specifications of the model, one in which the US.
and EU countries are considered as two closed economies coexisting
in autarky, and one in which the two countries engage in bilateral
trade.

After estimating the model under the two specifications, the answer
of the paper is a solomonic yes and no; depends. In the European case,
moving from a closed- to an open-economy setting seems to make
quite a difference. But in the U.5. case, not much differs whether or not
the model accounts for the imports sector.? As a result, openness
makes monetary policies less asymmetric across countries.
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What happens is that the estimated degree of price stickiness in the
EU market for domestic goods increases substantially when we move
from the autarkic specification to the world-economy model. This re-
sult has important implications for EU monetary policy. When we
allow for openness, the weight on inflation falis in the estimated inter-
est rate rule, and concern with the output gap becomes predominant in
policy design.”

Why so? The paper falls a bit short on economic intuition. In the
context of the NOEM results above, one could suggest the following
hypothesis. Suppose prices in one sector of the EU economy (say, do-
mestic goods) are relatively more sticky, and prices in the other sector
(say, imports) are relatively more flexible. If the model is brought to
the data without accounting for sectoral differences, the estimated de-
gree of nominal inertia relevant for policy decisions is some national
average of the two sectors, prompting a relatively aggressive reaction
to inflationary pressure because the costs of disinflation are perceived
as low. But as soon as sectoral differences are taken into account, the
degree of consumer price stickiness and inflation persistence in the
domestic sector becomes more relevant, raising the sacrifice ratio faced
by the EU authorities and prompting a more balanced policy response
to inflationary pressure and the output gap.

But this interpretation raises as many questions as it answers. If the
import sector exhibits more price flexibility than the domestic one,
why is the estimated degree of import price stickiness in the EU higher
than in the domestic sector? And why don’t we observe similar results
in the case of the United States? One could argue that pass-through is
so low in the United States that it makes the estimated differences in
the degrees of price stickiness across sectors negligible. But it is not
clear whether this is the case: quite interesting—or puzzling—is that
home and foreign output are found to be basically independent of the
degree of exchange rate pass-through onto import prices, or more gen-
erally the degree of import price stickiness.

Of course, in light of the theoretical considerations above, one may
suggest some caution in inferpreting these pass-through estimates.
And perhaps similar results would arise if one moved from a one-
sector to a multi-sector model of the EU economy, suggesting that
openness and international considerations have little to do with asym-
metries in monetary policies. At the end of the day, it is not clear how
robust these results are. After ali, they seem to disappear as soon as the
estimation is based on demeaned data.
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In conclusion, the paper provides food for thought. The open ques-
tion, needless to say, is, To what extent does model misspecification
affect the validity of these results? Because the bilateral exchange rate
is the only open-economy variable used in the analysis, it is not clear
how much the model is able to tell us about the international transmis-
sion mechanism. And the fact that ad-hoc PPP shocks explain 93 per-
cent of the variability of the depreciation rate obviously begs for some
drastic improvements in the theoretical specification and a fuller vali-
dation of the model.

Fortunately, we won’t have to wait too long for corroborations or
refutations of these results. It is an easy prediction that, accounting for
the user-friendliness of the DYNARE package and its rapid spread
among Bayesian buffs, there will be a bubble-like trend in the number
of papers experimenting with the Metropolis-Hastings algorithin in
the attempt to re-estimate the Lubik-Schorfheide model or some N-
country variant thereof.

Endnotes

1. Laxton and Pesenti (2003) and Farugqee et al. (2005) document different stages of prog-
ress in the development of the Global Economy Model.

2. Tonari no Totoro (My neighbor Totoro) is a classic animation film by Hayao Miyazaki.

3. See Devereux and Engel (2003) and Corsetti and Pesenti (2005) for a synthesis of this
argument.

4. The estimates in the conference version of the model, based on a few different assump-
tions, led to opposite conclusions, as the authors mention in Section 6.1.3.

5. Exchange rate movements do not play any autonomous role in policy design besides
their impact on the outlook for prices and output.
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Comment

Christopher A. Sims, Princeton University

There’s Not Much to Criticize Here

My comments on the meeting draft of this paper focused mainly on
the absence in that draft of serious attention to model fit. None of
my criticisms of the paper on that account apply to this revised ver-
sion of the paper. The paper now includes a nice discussion of Baye-
sian model comparison and provides us with comparisons of this
structural model’s fit to that of nonstructural Bayesian vector auto-
regressions (VARs). 1 fully agree with the paper’s arguments in favor
of likelihood-based methods for fitting and comparing models, as
opposed to single-equation or impulse-response-matching approaches
that have been more common in the literature.

The model itself is a pioneering effort at making behavioral sense of
a two-country data set. It invokes a number of restrictions that may
have limited its ability to fit the data or that limit its usefulness as a
policy-projection tool. But some such restrictions are necessary, and it
is hard to argue that this model is a bad start. My main substantive
criticism of the model, that its assumption of no net asset accumulation
makes it incapable of analyzing the current account, has all along been
acknowledged in the paper’s conclusion, in the form of an agenda for
future research. My comments will therefore focus on some less cen-
tral, though still I hope interesting, aspects of the paper.

Model Fit: The Glass Is Half Full

The log marginal data densities displayed in table 5.6, interpreted me-
chanically, imply overwhelming odds in favor of a VAR specification
The best VAR fit, with 7 = 5, has a marginal data density that is higher
by 9.32 in natural log units than its nearest competitor, the diffuse prior
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II dynamic stochastic general equilibrium (DSGE). This implies odds of
about 10,000 to 1 in favor of the VAR. But note that the VAR fit varies
sharply with the prior tightness parameter. This by itself would not
weaken the evidence against the DSGE. If prior probability were
spread equally across the four VAR models in the table and the diffuse
prior II DSGE, the posterior odds against the DSGE would still be
nearly the same. But the fact that posterior odds vary so strongly with
the prior tightness suggests that analysis of further plausible variations
in the DSGE prior and model structure might bring its fit into line with
that of the VAR:s.

Of course, diffuse prior 11 allows the posterior estimate of «, the im-
port share, to move firmly into an area that makes no sense within the
model’s current behavioral interpretation, so the fact that it has by far
the best fit among the DSGE specifications is in itself a criticism of
the model specification. Therefore, matching the VAR fit more closely
probably requires changing not only the prior but some aspects of the
model’s specification. Nonetheless, even though the model is clearly
not yet ready for use in forecasting and policy projections, its perfor-
mance is encouraging.

Could the Model Comparison Methods Be More Refined?

The paper points the reader to Schorfheide’s loss-function-based frame-
work and to the Del Negro-Schorfheide DSGE-based priors as a
source for a “more refined” comparison of VARs and DSGEs. Here 1
disagree. Both these other approaches cited by the paper can produce
interesting analyses, but neither provides a useful comparison of fit
with VARs.

Schorfheide’s loss-function-based theory assumes the availability of
a loss function relevant to decision-making. It also assumes that ex-
pected losses can be assessed for all models being compared. The loss
function plays an important role, distinct from likelihood, only when
all the models being compared are dominated in fit by another model
(the reference model) that is, for some reason, itself unusable but none-
theless can be used to evaluate expected loss for the other models.
Since DSGEs are structural models that can be used to project the
effects of policy, while unstructured VARs cannot be so used, this
setup seems to fit the situation where DSGEs are compared to VARs.
But nonstructural VARs cannot be used—precisely because they are
not structural—to evaluate the expected losses from using badly fitting
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structural models. The Schorfheide framework can be artificially
applied by assuming that the loss function is moment-matching, as
if we cared directly about the accuracy of a model’s predictions of
certain moments in the data. But we do not in fact care about this,
and if we did, there is no reason that reduced form VARs could not
be used directly to match moments. To pretend that we should use
a better-fitting VAR to evaluate the moment-matching ability of
DSGEs, as if VARs are inconvenient to use in predicting moments,
and as if moment-matching mattered for policy purposes (instead of
being a crude shortcut in estimation), is no more than a classroom
exercise.

The Schorfheide framework is worth studying because it provides
insight into the pitfalls of using likelihood-based measures of fit on a
collection of models, none of which fit well. It also may eventually be
directly useful, for example, in a central bank that has a large, nonlin-
ear DSGE model that fits well but is unwieldy for providing quick
real-time projections of the effects of policy actions. Such a bank might
want smaller, or linearized, structural models for making rapid projec-
tions, and Schorfheide’s setup explains exactly how to choose among
such handy, but clearly somewhat inaccurate, simple models using the
large nonlinear model as a reference.

The Del Negro-Schorfheide setup generates a prior for a VAR from
a DSGE and treats the tightness of the prior as a hyperparameter.
When the marginal data density is high with the prior very tight, this
suggests the DSGE model is not bad. This is not a comparison of the
DSGE as a model for the data with the VAR as a model for the data,
however. Such a comparison requires comparing a VAR with a prior
to the DSGE with a prior. The type of comparison in this paper’s table
5.6 is between, on the one hand, a (VAR) model and prior that treats
variables symmefrically, using no knowledge of what the variables
are, much less any economic theory, and on the other hand, a (DSGE)
model and prior based on substantive considerations. This is therefore
a test of the economic theory embodied in the DSGE and the substan-
tive prior, versus simple smoothness and persistence priors with no
economic content. The Del Negro-Schortheide framework provides no
such test. Since the VAR will need some prior, the framework will
place some weight, maybe a lot of weight, on the DSGE prior, but we
have no way of determining whether a good fit with a tight prior is
coming from the DSGE simply generating smoothness and persistence
or instead from the substantive economic content of the DSGE.
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This is not to say that we shouldn’t aim for a more refined compari-
son of models than that in table 5.6. But the more refined comparison
will require improving the DSGE at least, so that we have a few ver-
sions of it that are closer to each other and to the VARs in fit. If we
were considering using the models for policy projections, it might also
be useful to add a structural VAR to the list so that we could see to
what extent differences in fit correspond to important differences in
policy implications between more and less tightly restricted models. A
similar result might be attained by adding a more richly parameterized
version of the DSGE model to the list.

In other words, what is “unrefined” about the model comparisons in
the paper is that the list of models is too lacking in serious competitors
as probability models for the joint time series behavior of the data.
Changing methods of model comparison will not fix this; only chang-
ing the list of models will.

Purchasing Power Parity (PPP) Shocks

The paper finds, as others have found before, that a representative
agent, rational expectations structural model cannot explain much of
the observed fluctuations in the exchange rate. This result emerges as
a large variance for an ad hoc PPP shock in the exchange rate equation.
Because this shock is both uninterpreted and statistically important, it
creates a barrier to the use of the model for policy purposes. The model
is absorbing some of the observed cross-variable dynamics into this
uninterpreted error, and we must be uneasy about holding this shock
constant as we consider policy experiments in the model.

It is disappointing that the paper leaves out of figure 5.2 the re-
sponses fo the PPP shock. We know from table 5.7 that the responses
would be large in the exchange rate column of figure 5.2, but our de-
gree of concern about the large PPP shock could be affected by whether
it feeds back in to other variables in the model. If there were little such
feedback, it would be plausible to interpret the PPP shock as foreign-
exchange-market noise, unrelated to fundamentals. If there is strong
feedback into other variables, this would raise more serious questions
about the model’s structure and might also give us insight into what
type of extension of the model might bring this variation back in to the
structure.

The agenda for future research based on this type of model should
put high priority on adding model elements that could make devia-
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tions from uncovered interest parity (UIP) interpretable. There is some
evidence that trading strategies that attempt to exploit deviations from
UIP generate very high risk-return ratios (LeBaron 1998), which might
serve as leverage for a theory based on market microstructure frictions.
There is also evidence that foreign exchange risk premiums behave
systematically and can be modeled (Brennan and Xia 2003), albeit not
without considering higher than first-order moments.

Conclusion

I hope 1t 1s clear that, although my comments question some claims
and choices the authors make in the paper, my overall assessment is
that this paper is a big, well-executed step in the right direction for in-
ternational macro-modeling.
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Discussion

Comments focused on modeling choice, Bayesian techniques, and in-
terpretation of the results.

Andrew Levin was surprised the authors chose to apply their model
to the United States and Europe. To Levin, a more reasonable starting
point for Bayesian estimation of new open-economy macroeconomic
models is the classic case of a small open economy, or if the goal is to
explore the interactions between two economies, Levin suggested start-
ing with country pairs that do a substantial amount of trade with each
other, such as the United States and Canada, or the Euro area and the
United Kingdom. By contrast, the United States and the Euro area rep-
resent two economies that are relatively closed [trade is only about 10
percent of gross domestic product (GDP), only 10 percent of their trade
is with each other, U.S5. exports to the Euro area account for only 1 per-
cent of U.S. GDP], and therefore it takes very large shocks to the Euro
area before they show up in direct standard trade linkages. Levin was
also concerned about a model that assumes a single monetary policy
in each economy being fit to European data from the 1970s and 1980s.

In terms of Bayesian techniques, Ken Rogoff was curious about the
authors’ claim that Bayesian papers are easier to communicate to poli-
cymakers. Schorfheide acknowledged the challenge of communicating
what exactly is learned from the data and how the prior distributions
affect the conclusions that are ultimately reached. But he maintained
that one can nicely capture the effects of uncertainty on the decision,
and therefore the researcher can incorporate uncertainty into the
decision-making process.

Chris Sims also was not so sure that it is easier to communicate Baye-
sian results. But he agreed with Schorfheide that Bayesian methods—
in principle—aliow one to combine the policymaker’s subjective infor-
mation with the model. According to Sims, the formal econometrics
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associated with previous styles of estimation is impossible to bring into
policy discussions because it does not allow the researcher to integrate
the subjective uncertainty that policymakers have.

Michael Woodford and Mark Gertler commented on the interpreta-
tion of the results. Michael Woodford wanted more intuition about the
key empirical result of the paper: that the estimated frequency of price
changes in the United States increases dramatically when you move
from a closed-economy to an open-economy model. He wondered
whether different measures of inflation or marginal cost were dnving
the result. He also wanted to know whether the model with more fre-
quent price changes fits better in the open-economy version than in
the closed-economy version, or whether the sticky model fits worse
in the open-economy version than in the closed-economy version.

Regarding exchange rates, Mark Gertler wondered—in light of the
research by Meese and Rogoff—whether these structural models can
come close to a vector autoregression (VAR) in explaining exchange
rate dynamics. If they cannot, he proposed that the model be seg-
mented in some way so that the authors could look at the performance
of quantities in the model {e.g., output, inflation), while recognizing
that they are going to be way off on exchange rates.

Schorfheide responded that the additional shock ¢f creates this ex-
change rate disconnect. Even with this shock, the authors could explain
20 percent of the variation in exchange rate differentials. However,
when Lubik and Schorfheide forced this shock always to be 0, ex-
change rate fluctuations had to be explained by the other structural
shocks in the model, giving technology shocks unreasonably high vol-
atility. Thus, the authors concluded that this shock was necessary to
control the contamination picked up by forcing the model to fit ex-
change rates.



