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Abstract 

Across scientific fields of inquiry, there is interest in the role of replication and 

confirmatory studies within the broader set of potential research objectives. The lack of 

replicability is of particular importance in pre-clinical and clinical research where research 

studies are expensive and study results inform both regulatory decisions and patient treatment. 

This white paper is intended as a resource to understand what we mean when we talk about 

replication. There are many types of actions that fall under the umbrella of replicability. 

Understanding what potential work may constitute replication and how to talk about the scope of 

replicability is a important communication tool. I also review strategies to define successful 

replication – even when the scope of work is well defined, there is little consensus about how to 

estimate the success of failure of a replication. The white paper also aims to summarize what we 

know about pre-clinical and clinical replicability. Particularly, the white paper discusses drug 

regulation as an empiric context to study the replicability of results through confirmatory trials. 

Although regulatory requirements for confirmatory trials are rarely framed as replications, they 

are just that — a space where decision making is conditional on successful or sufficient 

replicability of results.  
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Introduction 
Academics, funding agencies, and the general public all care about the replicability of 

study results. It matters what we spend our money and time on. Ideally, effort and funding are 

allocated to the generation of results which improve decision making and reveal underlying 

truths. When we fall short of that goal, the repercussions can be dramatic – more research is 

called into question and, particularly in clinical settings, lives can be lost when ineffective or 

harmful therapies are used to treat patients.  

Clinical research may intuitively seem like a relatively safe research space from 

replicability issues – much of the research is conducted as randomized controlled trials – the gold 

standard in research practice. However, pre-clinical and clinical research suffers from the same 

replicability issues observed across fields as varied as experimental psychology, economics, and 

political science. In two highly publicized articles, the pharmaceutical firms Bayer and Amgen 

both reported an inability to replicate the vast majority (75% and 89% failures respectively) of 

sampled study results (1,2). Clinical research is an expensive and time-consuming endeavor. The 

approval process for a new drug takes on average 12 years (3). Pre-clinical work that is 

erroneously promising, triggers further investments and commitment which ultimately may not 

produce approved, effective therapies. One indication of replicability issues is the failure rate of 

downstream clinical research. By some estimates, the probability of success in Phase II clinical 

trials is decreasing over time (4). Each step in the pre-clinical and clinical process increases the 

cost and time commitment of the study, when the replicability of early stage research is low, we 

pursue clinical research which does not produce benefits for society. 

Beyond the low probability of success in the drug development pipeline, an even more 

troubling issue in clinical research is the use of ineffective (or harmful) therapies based on 

promising results during the regulatory process. One well-known example is the 2011 decision 
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by the FDA to revoke the breast cancer indication for Avastin (5). Avastin was initially approved 

in 2008 through the FDA’s accelerated approval pathway for the treatment of metastatic breast 

cancer in combination with paclitaxel for patients with HER2-negative breast cancer and no 

previous chemotherapy. In the year before the indication was revoked, 2010, there were 6.8 

billion USD in sales recorded for the drug (5). In the case of Avastin, pre-approval studies 

measured the objective response rate in small patient samples (85 and 56 patients in two separate 

studies). When a confirmatory trial of a much larger study population, 921 patients, measured the 

true outcome of interest – overall survival – the implications of the earlier studies were not 

confirmed. Clinical research, regulatory, and treatment decisions necessarily occur under 

conditions of uncertainty. It’s important to consider how to react to existing research. Do we feel 

comfortable given the information we currently have from the cumulative evidence available to: 

(1) Wait,   study the context more 

(2) Act now,   verify with additional formal study 

(3) Act now,   trust and allow observational information to accumulate 

 

The choice to approve Avastin for the treatment of breast cancer on outcomes from two 

early studies while requiring a follow-up trial to measure overall survival falls under option 2. 

Had the early information been correct, patients would have had access to an effective treatment 

faster. Instead, patients were harmed from decision making based on surrogate endpoint 

outcomes. Weighing the balance between these potential futures (one where you were right all 

along vs. one where you were wrong) requires context specific considerations which quantify the 

upsides and downsides of incorrect decision making.  

This white paper is intended as a general resource to better understand the academic 

conversation around replicability in clinical research. Figure 1 summarizes the results of a 

survey conducted by Nature (2016) of 1,576 researchers across a variety of fields including 
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biology and medicine (6). Ninety percent of respondents felt that there was either a slight or 

significant reproducibility crisis.  

Figure 1: Nature (2016) Survey Results – “Is there a reproducibility crisis”? 

 

 Despite a clear consensus that replicability and reproducibility are important and often 

lacking in research studies, there remains incredible ambiguity about what types of replication 

we need, when replication is worth conducting, and how to approach the analysis of replication 

efforts. This white paper is divided into three substantive sections: Section 1 focuses on a review 

of definitions and types of replication studies, Section 2 provides summaries of efforts to 

improve and understand the replicability of clinical research and Section 3 outlines the role of 

replicability in the Food and Drug Administration (FDA) regulatory pathways. 

Section 1: Replicability Definitions and Methods 
1.1 Key Definitions 
 Discussions both in academic communities and around the kitchen table often involve 

many terms which can be interchangeable or represent distinct types of work. Strict definitions 

serve us less well than clear communication about what, in the given situation, are the planned 
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tasks and the threshold for replicability success or failure. Rather than relying on a single term to 

communicate a complex set of objectives, the following questions can serve as key points to ask 

and answer (Figure 2). 

Figure 2: Key Clarification Questions and Implied Scope of Replication 

 

There are several papers which aim to categorize replication efforts in thoughtful and 

distinct categories which in addition to the questions posed in Figure 2 can clarify the type of 
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replication of interest. Goodman and coauthors propose three terms to categorize replication 

efforts across the dimensions of methods, results, and inference (7).  

Methods Replicability 

Methods replicability implies that the same procedures could be exactly repeated. The 

original study provides sufficient data and protocol details for an independent researcher 

to follow all analytic or experimental steps with the starting point of the original data.  

Results Replicability 

Results replicability is defined as performing the same study protocol with new, 

independent data and finding the same (or sufficiently similar results). 

Inference Replicability 

Inference replicability requires that independent research or reanalysis yields the same 

conclusions. For instance, it is possible that even with consistent or stable results, there is 

disagreement about the interpretation or meaning of the results. 

 

The distinction between methods, results, and inference are useful categorizations to consider 

when designing a replication study. Another categorization system developed by Michael 

Clemens dichotomizes studies into replication or robustness categories primary from the 

perspective of economic research (8). Clemens distinguishes replication from robustness on the 

basis of whether parameters are drawn from the same (replication) or different (robustness) 

sampling distribution (Table 1).  

 

 

 



 
 

8 

Table 1: Clemens (2017) Proposed Standard of Classifying Any Study as a Replication 

 

Yet, even within well-defined and structured systems for categorization there is still a 

need for clear communication around what is considered a replication. This is well articulated by 

Clemens: 

“If the original sample contains data from one African country but asserts that its 

results apply to “Africa,” then a follow‐up study in a different African country 

could be said to represent the same population by the original article's criteria; but 

if the original study asserts validity only for the original country, a follow‐up in a 

different country is not sampling the “same” population. The standard proposed 

here is that it is incumbent upon the author claiming a failed replication to 

demonstrate that the discrepancy is material, and to offer persuasive reasons why 

the population should be considered the “same” population.” 

  

In addition to having consistent frameworks for thinking and communicating replication study 

types, it remains useful to know the technical definitions of terms, even if the terms are often 

used interchangeably in practice (7–9). A comprehensive resource is the National Science 

Foundation (NSF) subcommittee on replicability in science which provides definitions and NSF 

internal recommendations (10). The NSF focuses specifically on reproducibility, replicability, 

and generalizability: 
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Reproducibility 

Is the baseline requirement for an informative study and is defined by the NSF as “the 

ability of a researcher to duplicate the results of a prior study using the same materials 

and procedures as were used by the original investigator” (10). The burden of this 

standard varies by the type of research. In some studies, providing raw data files and the 

processing and analytic code will be sufficient. However in lab-based clinical work, there 

may be more uncertainty if the original inputs are no longer available (records rather than 

the underlying clinical samples or animal vectors as one example) (7). The NSF provides 

one recommendation in this domain: 

Recommendation 1: “Each report of research supported by NSF should be 

accompanied by detailed documentation on procedures to enable an independent 

researcher to reproduce the results of the original researcher. A report of what 

these archives contain and how they are accessible should be required in a 

project’s Final Report and in descriptions of “Prior NSF Funding” in proposals 

seeking new support.” 

 

Replicability 

Replicability is defined by the NSF subcommittee as “the ability of a researcher to 

duplicate the results of a prior study if the same procedures are followed but new data are 

collected” (10). The NSF subcommittee includes two recommendations for improved 

replicability: 

Recommendation 2: “NSF should sponsor research that evaluates various 

approaches to determining whether a finding replicates and to assess which 

approach(es) under which circumstances are the most helpful for reaching valid 

conclusions about replicability.” 

 

Recommendation 3: “To permit assessing replication in various ways, NSF 

should encourage researchers to report associations between variables using 

different metrics (e.g., standardized and unstandardized coefficients, effect sizes, 

odds ratios) and indicating precision of estimates (with standard errors) and to 

assess the statistical significance of findings using these different methods.” 
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Generalizability 

The NSF defines generalizability as conditions when “the results of a study apply in other 

contexts or populations that differ from the original one” (10). When study results from 

one study are not observed in a subsequent study there may be multiple explanations. 

One might be that the first study results were not successfully replicated, new data was 

collected but the initial findings were not verified. Another explanation may be that the 

first study results were not generalized—the effect of the treatment or exposure does not 

have the same effect in the new data (new population, new context) as it did in the 

original sample population. Lack of generalizability in contrast to lack of replicability 

may yield important boundaries and theoretical insights to the given study context (10). 

The NSF recommendation for generalizability is specific to the difference between 

replicability and generalizability: 

Recommendation 4: “NSF should sponsor research that identifies optimal 

procedures for practically assessing all types of generalizability of findings (e.g., 

from a set of study participants to a population, from one set of measures to other 

measures, from one set of circumstances to other circumstances) and 

differentiating lack of generalizability from failure to replicate.” 

 

The NSF full report includes further refinement of the terms described above as well as insights 

and recommendations pertaining to confirmation bias and cumulative evidence. In academic 

work focused on the classification and definition of replication, terms which are often omitted 

are exploratory and confirmatory. These terms are useful and fundamental to the transition from 

pre-clinical to clinical research. When we talk about replicability in clinical research, beyond 

understanding the scope of replication work which has already been discussed in detail above, 

it’s important to understand the nature of the current evidence and how future studies will 

approach building on the evidence base. 

https://www.nsf.gov/sbe/AC_Materials/SBE_Robust_and_Reliable_Research_Report.pdf
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Exploratory vs. Confirmatory Studies 

 In pre-clinical research, scientists develop pathophysiological theories mainly through 

exploratory studies. This type of study may involve molecular and cellular analyses which are 

flexible and adaptive (11). Hypothesis may change over time and the use of inferential statistics 

may or may not apply. The overarching aim of this type of research is understanding diseases 

and the most promising strategies to mitigate disease. By comparison confirmatory studies build 

on exploratory studies and/or previous confirmatory work with a priori hypotheses aimed at 

understanding (and advancing) specific therapeutic strategies by demonstrating efficacy in 

clinically relevant outcomes (11). Kimmelman et al. succinctly summarize the aim of exploratory 

compared to confirmatory studies as: 

“Exploratory studies should place a premium on sensitivity (i.e., detecting all 

strategies that might be useful), confirmatory studies should be more concerned 

with specificity (i.e., excluding all strategies that will prove useless in clinical 

trials).” 

 

Confirmatory trials build off the evidence available. They can vary from replicating 

earlier studies to efforts much more expansive – moving from an animal to human model or 

shifting from a surrogate to true clinical outcome. The FDA gives the following guidance to 

industry on confirmatory trials (12):  

“A confirmatory trial is an adequately controlled trial in which the 

hypotheses are stated in advance and evaluated. As a rule, confirmatory 

trials are necessary to provide firm evidence of efficacy or safety.” 

 

“Confirmatory trials are intended to provide firm evidence in support of 

claims; hence adherence to protocols and standard operating procedures is 

particularly important.” 

 

“Firm evidence in support of claims requires that the results of the 

confirmatory trials demonstrate that the investigational product under test 

has clinical benefits.” 
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None of these quotes from the FDA are specific to replication. They instead define pre-specified 

experimentation. Importantly, all pre-specified hypothesis based studies are (1) synthesizing the 

information we know now and (2) testing to see if that understanding of the world holds. 

Confirmatory trials are a form of replication. 

1.2 When Have We Successfully Replicated? 
 There is not consensus on when a replication effort is successful. As soon as an effort 

deviates from simple coding checks, the waters muddy. For example, in one of the most widely 

known and published efforts in replicability research, the Open Science Collaboration published 

replication results for 100 psychology studies published in 2008 in three top psychology 

journals: Psychological Science, Journal of Personality and Social Psychology, and Journal of 

Experimental Psychology (13). Their findings were dramatic, with only 36% to 47% of studies 

being successfully replicated. The authors recognized that there was no standard method to 

determine successful replication, instead they used a combination of methods including 

subjective assessment, significance and p-values, correlation coefficients between effect 

estimates, and meta-analysis. When replicability was defined as both the original and replication 

study having significant p-values, the replication success was 36%. When a meta-analysis of the 

effects what used (threshold was if the meta-analysis CI included 0), the replication success 

probability was 47%. Figure 3 shows the results of the Open Science Collaboration study when 

replicability was estimated with p-values (Panel A) compared to the correlation coefficients of 

effect estimates (Panel B). 
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Figure 3: Open Science Collaboration – Psychology (2015) 

 

Despite the authors best efforts to provide a nuanced and complete picture of results 

replicability, even this highly protocol-driven study received methodological criticism (14). A 

technical comment by Gilbert et al. (2016) argued that after corrections for error (both sampling 

and random), power (only one replication study), and bias (original authorship endorsement vs. 

not) the expected replication success probability is capped at 66%. The analysis from Gilbert et 

al. implies that the success rate of the Open Source Collaboration was actually reasonably high 

when adjusting for error, power, and bias. A later paper suggested that 77% of the replication 

results were successful when benchmarked using the 95% predictive interval (15). The 

discussions did not end there. 

Anderson et al. (2016) published a response to the technical comment which critiqued 

many of the assumptions made by Gilbert et al. The following quote from the response is 

emblematic of the state of the field (16): 

“What counts as a replication involves theoretical assessments of the many 

differences expected to moderate a phenomenon. OSC2015 defined (direct) 

replication as “the attempt to recreate the conditions believed sufficient for 
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obtaining a previously observed finding.” When results differ, it offers an 

opportunity for hypothesis generation and then testing to determine why. When 

results do not differ, it offers some evidence that the finding is generalizable. 

OSC2015 provides initial, not definitive, evidence—just like the original studies it 

replicated.” 

 

Methodological development and consensus building around best practices in an ongoing need. 

Qualitative assessment may have the advantage of focusing in on clinically meaningful 

differences or congruencies rather than statistical thresholds. However, qualitative assessments 

are subjective and may be difficult to generalize across settings. Consistent p-values as a 

criterion is straight forward and intuitive but has serious flaws. The difference between 

significance and non-significance is not itself necessarily significant as Gelman and Stern so 

eloquently discuss in their American Statistician piece (17). Confidence and prediction intervals 

my better account for sampling variation but can’t address all of the issues brought up by Gilbert 

et al. Another option is the predictive value of the original study. For instance, measures like 

positive predictive value or acceptable false positive rate are common descriptors of diagnostic 

or screening test results and can be applied to research findings (18). Meta-analytic techniques 

which summarize the cumulative evidence rather than relying on pairwise comparisons are 

particularly promising but require a full understanding of the known evidence beyond any one 

study. 

Section 2: Efforts in Clinical Reproducibility & Replicability 
2.1 National Institutes of Health  
 In 2014, the Director of the National Institutes of Health (NIH), Francis Collins along 

with his Deputy Director, Lawrence Tabak, proposed actions by the NIH to improve the 

reproducibility of research (19). The first proposal was strengthening training programs in 

reproducibility and transparency in findings to be piloted on NIH intramural postdoctoral fellows 

and later disseminated. As of November 2018, there are publically available training modules on 

https://www.nih.gov/research-training/rigor-reproducibility/training
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the NIH website ranging in topic from the lack of transparency, to blinding and randomization, 

and sample size. There is also a page for publications related to reproducibility with NIH 

authors. 

 The next proposed policy was a checklist to ensure grant applications were evaluated in a 

standardized format to confirm key design elements like randomization and blinding. At 

publication, a pilot study was already underway to evaluate a policy of assigning one reviewer to 

check on grant proposal characteristics of the scientific premise. The article also states that 

measures will be taken to reduce bias in grant review with a link to the Diversity Working Group 

Subcommittee on Peer Review.  

 Finally, Collins and Tabak focus on data access through the use of a Data Discovery 

Index (DDI). The importance of this system is the ability to associate authorship with research 

data. A helpful summary of work funded by the NIH towards the development of a Data 

Discovery Index is available online. The launch of PubMed Commons an online forum to 

discuss studies available through the PubMed system was also announced. PubMed Commons 

was later discontinued in March of 2018 due to low participation rates. All existing comments 

have been archived and can be accessed through the NCBI.  

  Along with the previously outlined recommendations of the National Science 

Foundation to improve replicability, the NIH is another key stakeholder to engage. With four 

years of time between the writing of the piece by Collins and Tabak and the writing of this white 

paper, proposed policies could be paired with actions. There are some stories of success, like the 

online training videos, and some policies, like PubMed commons, that will not be a long-term 

resources. 

 

https://www.nih.gov/research-training/rigor-reproducibility/training
https://www.nih.gov/research-training/rigor-reproducibility/publications
https://acd-od-nih-gov.ezp-prod1.hul.harvard.edu/working-groups/prsub.html
https://acd-od-nih-gov.ezp-prod1.hul.harvard.edu/working-groups/prsub.html
https://datascience.nih.gov/bd2k/funded-programs/resource-indexing
ftp://ftp.ncbi.nlm.nih.gov/pubmed/pubmedcommons/


 
 

16 

2.2 The Reproducibility Project: Cancer Biology 
The Reproducibility Project is an effort to replicate 50 preclinical studies published 

between 2010 and 2012 in high profile journals (20). A full list of the articles selected is 

available online (Database of Articles) as well as a summary of the article selection criterion 

(Inclusion Criterion). For articles selected, independent labs were contracted to perform the 

replication experiment after the replication protocol had been peer reviewed and published (20).  

The results from this effort have been mixed. Conducting the replications has taken more 

time and effort than originally anticipated – of the 50 initial studies only 5 have published results 

(21–25). Those studies, beyond demonstrating the labor intensity of replication, also demonstrate 

how difficult interpreting the results can be. Of the 5 studies, two reported successful replications 

of key results, one reported failure to replicate, and two studies were inconclusive. An editorial 

on the findings urged caution when interpreting any single result, emphasizing the importance of 

repeated replications and meta-analysis across replication studies: 

“We will publish more Replication Studies over the months ahead and, at the 

conclusion of the project, a meta-analysis of all the studies (Errington and Nosek, 

2017). While we wait for this, it is important not to over interpret the results. 

Already it is clear that nuanced interpretations are necessary, not black and white 

conclusions about which studies reproduced and which did not. It is also clear that 

this approach to testing reproducibility remains an experiment, with advantages 

and disadvantages, including the fact that it sometimes yields results that cannot 

be interpreted”  

 

The Reproducibility Project is a collaboration between the Center for Open Science and 

the Science Exchange. The Center for Open Science is a non-profit organization with a mission 

of “increasing openness, integrity, and reproducibility in research”. They provide an open source 

project management system in addition to other services which can act as a repository for the 

entire life cycle of research from idea development through publication. There is documentation 

capacity and the ability to register work. The Science Exchange is a research outsourcing service 

https://docs.google.com/spreadsheets/d/1_I_3_QiFwM21TL0dWmHQ7v44eiPX2wl_9hodJZNbyJk/edit#gid=0
https://osf.io/e81xl/wiki/studies/
https://cos.io/
https://www.scienceexchange.com/
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which connects scientists with projects. The Science Exchange can be used to contract an 

independent verification of study results. 

The Prostate Cancer Foundation-Movember Foundation have also partnered with the 

Center for Open Science and the Science Exchange to fund replications of key studies in the field 

of prostate cancer research. An initial list of 20 studies selected for replication is available on the 

project webpage.  

Section 3: Replicability in FDA Regulatory Pathways 
This section focuses specifically on the regulation of drugs. U.S. Code [21 USC 

321(g)(1)] defines a drug as “a substance which exerts an action on the structure or function of 

the body by chemical action or metabolism and is intended for use in the diagnosis, cure, 

mitigation, treatment or prevention of disease” (26). This white paper focuses specifically on two 

approval pathways, the standard approval process as well as accelerated approval. This section is 

not intended as a comprehensive review of all potential approval pathways and processes, rather, 

the intention is to consider how regulatory requirement confirmatory trials fit in the conversation 

of replicability in science. 

3.1 Standard Review 
 If preclinical studies are promising, a drug sponsor will submit an Investigational New 

Drug application (IND). An IND formally engages the FDA and indicates interest in human 

subject testing to substantiate the safety and efficacy of the drug-indication(s) proposed. There 

are three phases of human testing: Phase I, II, and III. Table 3 summarizes the typical 

characteristics of each study phase. If a drug eventually receives approval and goes to market, 

there is an additionally Phase IV post-marketing monitoring. For further study, a comprehensive 

resource to understand the regulation of drugs is the Pisano and Mantus book “FDA Regulatory 

Affairs” which provides detail into the IND application and clinical research phases (26). The 

https://osf.io/ih9qt/
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FDA has also developed a helpful diagram of the approval process which outlines preclinical, 

clinical, New Drug Application (NDA) review, and post-marketing FDA approval steps. 

Table 3: Clinical Study Phases 

 Study Size Key Outcomes 

Phase I <100; healthy individuals 

 

Toxicology 

Metabolism 

Pharmacologic actions 

 

Phase II 100s; w/ treatment indication 

 

Dosing 

Side effects 

Safety 

Effectiveness 

 

Phase III 1000s; w/ treatment indication 

 

Safety 

Drug combinations 

Effectiveness 

 

 
 Effectiveness information from Phase I is minimal, the test subjects are typically 

healthier than the intended treatment population, the sample sizes are small, and the time frame 

of observation is limited (often less than one year). However, starting with Phase II, study results 

should provide information on the safety and efficacy of the drug. With this is mind, drug-

indications that make it to Phase III, build on the hypothesis established with data from Phase II, 

that the drug-indication is more likely than not to be effective and safe, a confirmatory trial.  

 The success rate from one phase to the next and in particular from Phase III to approval is 

an empiric context for studying and testing replicability. Further post-market monitoring and the 

rate of black-box warnings and market withdrawal are important indications of the validity of 

Phase III results. Wong et al. (2018) have recently estimated the rate of success overall and by 

phase transition disaggregated by therapeutic group. The overall success rate from Phase I to 

https://www.fda.gov/Drugs/ResourcesForYou/Consumers/ucm394839.htm
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approval is as low as 3.4% in oncology drugs to as high as 33.4% for vaccines (27). Table 4 

below includes estimates from Wong et al. of successful phase transition by therapeutic category. 

In the paper, the authors also compare their results to several previous studies estimating the 

probability of success in drug advancement and final approval (available in Table 1 – Wong et 

al.). 

Table 4: Probability of Success (Wong et al. 2018) by therapeutic group (Jan 2000 – Oct 2015) 

 

Black-box warnings and drug withdrawals indicate safety concerns which were not 

apparent in the approval process. Black-box warnings are included in the medical label and can 

describe severe side effects, dosing information, and potential drug interactions. Drug-indication 

withdrawals remove a drug from the market for that indication. One study which analyzed New 

Drug Applications (NDAs) for the period 1975 to 2009 (N=748) found that new drugs have a 
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one-in-three chance of receiving a black box waring or a withdrawal within 25 years of approval, 

with drugs approved after the 1992 FDA reforms having higher observed rates of black-box 

warnings and withdrawals (28).  

Both the success of a drug-indication from one phase of study to the next, as well as 

drug-indication withdrawals or black-box warnings are important contexts to research and 

improve replicability. When drugs fail to progress through the approval pipeline, the later-stage 

confirmatory trials have failed to replicate earlier findings and hypotheses. When drug 

withdrawals or black-box warnings are issued, observational or post-market controlled trials 

failed to replicate the cumulative evidence that lead to the initial drug approval decision. 

3.2 Accelerated Approval 
  

 In 1992 the FDA introduced the accelerated approval pathway among other reforms (26). 

The intent of the accelerated approval pathway is to get promising therapies to high-need patient 

populations faster. Accelerated approval is one of several expedited review options which have 

detailed descriptions on the FDA’s website. Figure 4 includes the high-level differences between 

expedited review options.  

 

 

 

 

 

 

 

 

https://www.fda.gov/forpatients/approvals/fast/default.htm
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Figure 4: FDA Expedited Approval Options (source: FDA) 

 

Regulatory decisions in the FDA’s accelerated approval pathway are typically made on 

surrogate or auxiliary endpoints. Of the pre-approval studies informing FDA accelerated 

approvals from 2009 to 2013, no studies measured overall survival as a primary endpoint (29). 

Methods to validate surrogate or auxiliary endpoints are well developed but in their most robust 

form, require randomized controlled trial data (30–33). In the accelerated approval context 84% 

of auxiliary endpoints had no robust validation studies and for the subset of endpoints with 

validation studies only 14% (N=4) were considered valid based on international guidelines of R-

squared values (34,35).  

The FDA can explicitly define the scope of required post-market studies for drug-

indications which receive accelerated approval through the FDA Amendments Act of 2007. 
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However, despite the FDA’s authority to set benchmark deadlines and impose fines if post-

approval studies are not completed on schedule, delays remain a pervasive issue (29,36). For 

example, a drug-indication approved in 2009 for multiple sclerosis (Gilenya) has not completed 

the required post-approval trial to determine efficacy and safety for lower dosages due to 

recruitment issues while the manufacture has reported over 2.8 billion USD in sales (36).  

Of the total 614 post-approval requirements from 2009 and 2010, 20% had not been 

started by September 2015, at least 5 years post-approval (36). In a study of drug-indications 

receiving accelerated approval in the time period 2009 to 2013, by April 2017 the post-approval 

requirements were completed in 10 of 24 indications (42%) (29). Of the total 18 available post-

approval studies, only 1 used overall survival at the primary end point (29). The one study that 

did include overall survival was for the treatment of glioblastoma with Avastin. Beyond the 

concerns about delays in post-approval confirmatory studies, the quality of evidence produced by 

these studies is important. Drug-indications are approved and clinically prescribed for years with 

the assumptions that efficacy will be confirmed, not on surrogate endpoints, like disease 

response, but on primary outcomes like overall survival and improved quality of life.   

In contexts where evidence is used in decision making, verification with confirmatory 

trials is extremely important. The replication conversation gets to the heart of that point. There 

are meaningful justifications for the accelerated approval framework. It provides faster access to 

potentially beneficial drugs to patients with few alternative options. When post-approval 

evidence is delayed or fails to include clinically meaningful endpoints, potential inefficiencies 

are introduced. Patients may be receiving care with little to no benefit, health systems may be 

reimbursing for ineffective drugs, and the regulatory requirements themselves create costly trials 

without generating information to improve clinical decision making. 
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 The NSF and the NIH have both reflected on replicability and reproducibility within the 

scope of their organizational work. Both institutions have the ability to use their funding power 

to set policies which improve the replicability of research. The FDA similarly has the power to 

set policy regarding replicability through the standards of confirmatory trials. Particularly in the 

case of accelerated approval where the FDA can stipulate the time frame, endpoints, and impose 

fines there is incredible opportunity for policy reform. 

Conclusion 
 Replication encompasses many types of efforts from reviewing code to multi-center 

randomized controlled trials. The success or failure of replication studies can be determined 

using varied and sometimes inconsistent methods. And despite large efforts to produce data on 

the replicability of clinical research, we still know very little. These efforts take time, money, 

and have high potential opportunity costs. However, a rich data source which reveals high-level 

replicability of clinical research is already available through drug approval phase-specific 

success rates. When drugs fail to progress from one phase to another, they fail to replicate earlier 

results. This white paper is intended to illustrate and reflect on each of these points within the 

context of clinical research. 

 The term replicability often evokes the idea that someone is attempting to perfectly repeat 

a protocol. Ultimately, we care about the veracity of results because we act on those results. 

Many types of studies which can be more or less comprehensive with more or less fidelity to 

earlier research can help us gain intuition and confidence that we are making the right choices (or 

not) based on the cumulative information we know. With a broader understanding of the types of 

studies that can qualify as replication efforts, it becomes increasingly important to strategically 
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pursue a high-value subset of study results. The Cancer Biology Reproducibility Project 

demonstrates how time intensive and costly replication studies can be.  

Given the vast quantity of research produced, replication prioritization based on the 

importance the effect estimates on decision making is imperative. The link between study results, 

down-stream decision making and the consequences of those decisions, whether health or 

economic, is an underdeveloped and discussed area in the field of replicability. By linking pre-

clinical and clinical research results with downstream patient outcomes, there is potential to 

formalize the relationship between early evidence, decision making under uncertainty and the 

consequences of decision making with uncertainty – the patient outcomes.  
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