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ABSTRACT

This paper considers the desirability of the observed tendency of central banks to adjust

interest rates only gradually in response to changes in economic conditions.  It shows, in the

context of a simple model of optimizing private-sector behavior, that such inertial policy can

be optimal.  The reason is that small but persistent changes in short-term interest rates in

response to shocks allow a larger effect of monetary policy on long rates and hence upon

aggregate demand, for a given degree of overall interest-rate variability.

The paper also considers two ways of achieving the desirable degree of inertia in the

equilibrium responses to shocks.  One is by assignment of a loss function that penalizes

squared interest-rate changes (despite the fact that interest-rate changes do not affect the true

social objective) to a central bank that is then expected to use discretion in the pursuit of the

goal.  The second is through commitment to an explicit instrument rule, a generalization of the

“Taylor rule” in which the funds rate is an increasing function of the lagged funds rate, as in

estimated Fed reaction functions.
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1 Central Bank Inertia and Optimal Policy

Many students of central bank behavior have commented on the fact that the level of nominal

interest rates in the recent past appears to be an important determinant of where the central

bank will set its interest-rate instrument in the present. Changes in observed conditions, such

as in the rate of inflation or in the level of economic activity, result in changes in the level of

the central bank’s operating target for the short-term interest rate that it controls, but these

changes typically occur through a series of small adjustments in the same direction, drawn

out over a period of months, rather than through an immediate once-and-for-all response

to the new development. This type of behavior is especially noticeable in the case of the

Federal Reserve in the U.S., but characterizes many other central banks to at least some

extent as well.

One way that this inertial character of central bank behavior shows up is in estimated

central-bank reaction functions. Many studies model the Fed’s behavior in terms of an

implicit “target” level for the federal funds rate that depends upon the current rate of

inflation and a measure of real activity.1 A typical specification is of the form

r̄t = r∗ + φπ(πt − π∗) + φy(yt − y∗t ), (1.1)

where r̄t is the funds rate target, πt is a measure of inflation, π∗ is the Fed’s (implicit) target

rate of inflation, yt is a measure of output, y∗t a measure of trend or potential output, and

r∗, φπ, and φy are a set of constant coefficients. Estimated reaction functions of this form,

however, always incorporate some form of partial adjustment of the actual funds rate toward

this target, for example by specifying that the actual funds rate2 rt follows a law of motion

of the form

rt = θrt−1 + (1 − θ)r̄t (1.2)

1Such specifications have been used in macroeconometric models since at least the work of Fair (1978,
1979). Interest in such specifications has recently been revived by the influential discussion by Taylor (1993).

2Actually, in this equation rt refers to the Fed’s operating target for the funds rate, which it seeks to
achieve through its daily interventions. The actual (spot) funds rate may vary considerably from this level
during the day, though such deviations from the Fed’s operating target are largely eliminated by the next
day. See Rudebusch (1995).
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where the coefficient θ measures the degree of inertia in the central bank’s response. Sack

(1998b) estimates a reaction function of the form given by (1.1) – (1.2), using quarterly

data for the U.S. during the Greenspan chairmanship of the Fed. His estimated value for

θ is .63, with a standard error of .08.3 The estimated degree of inertia is thus large and

highly significant. Other estimates for the U.S. yield similar magnitudes,4 and Clarida et al.

(1998b) report similar values of θ in estimated reaction functions for several other central

banks.

Another sort of evidence, not dependent upon an assumed specification of the variables

to which the Fed reacts, is provided by Rudebusch (1995), who analyzes the statistical

properties of changes in the Fed’s operating target for the funds rate over the periods 1974-

1979 and 1984-1992.5 Rudebusch shows the Fed’s discrete target changes are much more

likely to be followed by another change of the same sign than by a change of the opposite sign,

though the hazard rate for another change of the same sign falls as the length of time since

the last target change increases, so that after an interval of five weeks with no change, the

next change is about equally likely to have either sign.6 Goodhart (1996) supplies further

evidence in the same vein, and shows that several other central banks appear to behave

similarly, though the tendency for target changes to be followed by further changes in the

same direction is strongest for the Fed. These statistics are consistent with a discretized

version of a partial-adjustment model like (1.2), in which a movement of the underlying

target rate r̄t away from the current funds rate level results in a series of changes in the

operating target rt, each in the direction that reduces the discrepancy between rt and r̄t.

What should one make of this feature of central bank behavior? A common view is

that it shows that central banks are too slow to respond to new information that indicates

3This is his OLS estimate. An instrumental variables estimate is also reported, of .65 with a standard
error of .06.

4See, e.g., , Clarida et al. (1998a) and Orphanides (1997). Fair (1978, 1979) finds an even higher degree
of inertia using data from an earlier period.

5These periods are studied as they are ones in which it is reasonably clear that Fed policy was conducted
in terms of an operating target for the funds rate. The target rate series is obtained from internal documents
of the Federal Reserve Bank of New York Trading Desk. This series refers to the variable denoted rt in (1.2),
not to the unobserved variable r̄t.

6Sack (1998a) shows that similar conclusions hold for a sample that is extended through 1997.
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the inappropriateness of current policy. The fact that further interest rate changes are

somewhat forecastable is taken to indicate that the central bank delays taking actions the

need for which could already be seen weeks or months earlier. 7 This is often supposed to

be due to an unwillingness of central banks to act before the situation becomes dire enough

for public opinion and political leaders to agree upon the need for action, or perhaps to a

simple unwillingness of central bankers to suggest that previous policy choices can ever have

been mistaken. In either case, the inertial character of policy is regarded as something that

makes monetary policy less effective, especially in the stabilization of short-run fluctuations

in inflation or other target variables.

It is sometimes said that central banks seek to “smooth” interest rates, in the sense

that they seek to minimize the variability of interest-rate changes, in addition to their other

objectives such as inflation stabilization. But models of optimizing central bank behavior

that incorporate such an objective seem to be motivated mainly by a desire to rationalize the

observed inertial character of interest rates, rather than by any plausible account of why such

an objective is actually appropriate.8 There are a number of reasons why policymakers should

prefer policies that do not require the level of short-term interest rates to be too variable. On

the one hand, the zero nominal interest-rate floor (resulting from the availability of cash as

a riskless, perfectly liquid zero-return asset) means that rates cannot be pushed below zero.

This means that a policy consistent with a low average rate of inflation, which implies a low

average level of nominal interest rates, cannot involve interest-rate reductions in response

to deflationary shocks that are ever too large. And at the same time, high nominal interest

7An explicit argument to this effect is offered by Goodhart (1998). If one supposes – as do many discussions
of “inflation targeting”, especially as currently practiced in the U.K. – that the interest-rate instrument should
respond solely to deviations of the central bank’s forecast of inflation some years in the future from a target
rate, then in the absence of changes in the inflation target, changes in short-term interest rates should reflect
changes in the inflation forecast, which should themselves be unforecastable. This view of what “inflation
targeting” should entail is, however, subjected to important qualifications in Svensson (1999). The view that
the desired level of interest rates at any point in time follows a random walk is also explicit, for example, in
Guthrie and Wright (1998).

8We do provide a possible rationalization for a central bank “smoothing objective” below, in section 4,
in terms of an optimal delegation problem. What we mean to argue here is that such a goal has no place
in a true social objective function, so that a reason for the central bank to care about it must be sought
elsewhere.
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rates always imply distortions, as resources are wasted on unnecessary efforts to economize

on cash balances. Friedman (1969) stresses that this is a reason to prefer a regime with low

average inflation, or even moderate deflation; but it is actually the level of nominal interest

rates that directly determines the size of the distortion, and the argument applies as much

to short-run variation in nominal interest rates as to their average level.9 Thus it is also

desirable on this ground for policy not to raise nominal interests too much in response to

inflationary shocks. In fact, if one supposes (by analogy with the standard argument for

distorting taxes) that the distortions associated with positive nominal interest rates are a

convex function of the interest rate, then, for any contemplated average level of interest

rates, a lower variance of interest rates will reduce’ the average size of these distortions.10

But while it makes a great deal of sense for a central bank to seek to achieve its other aims

in a way consistent with as low as possible a variance of the level of short-run nominal rates,

this in no way implies a direct concern with the variability of interest-rate changes.

If we discount any rational “smoothing” objective, it is often supposed that an optimizing

central bank should condition its actions only upon state variables that affect either the

current or future determination of its goal variables (such as inflation). Thus past interest

rates as such should be of no significance in determining the optimal current level of interest

rates, and neither should past perceptions of the direction in which interest rates needed (at

that time) to be adjusted. Nor should the past behavior of goal variables (such as inflation)

matter for current policy, except insofar as they may enter into central bank estimates

of relevant current states or forecasts of relevant future states. Thus it is supposed that

optimal policy would involve no true element of inertia at all; any persistence in interest rate

fluctuations that would be observed under an optimal regime would have to be attributable

9See Woodford (1990) for discussion both of the generality of the argument that a positive nominal interest
rate implies a distortion of private incentives, and of its implications for the desirability of low interest-rate
variability.

10This is the basis for Mankiw’s (1987) argument for the desirability of interest-rate “smoothing,” in
the sense of eliminating predictable interest-rate variation. But “smoothing” in Mankiw’s sense would be
something very different from the sort of inertial behavior discussed here, which implies predictable interest-
rate changes. In particular, Mankiw’s argument provides no reason why past interest rates, or other past
states, should matter for the determination of the optimal current level of interest rates.
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to serial correlation in the underlying disturbances to which the central bank responds, and

not to any inertia in the central bank’s own response to those disturbances.11

But this conclusion, I believe, depends upon a misunderstanding of the kind of optimal

control problem that a central bank faces. In particular, it fails to take proper account of the

forward-looking character of private sector behavior. In the case of a standard (engineering)

optimal control problem, in which the system to be controlled evolves as a mechanical func-

tion of its current state (including possible exogenous random disturbances) and the current

setting of the control variable, then it is indeed true that the controller’s optimal action

(from the point of view of minimization of a loss function that depends in a time-separable

way upon the system state) at any point in time depends only upon the system’s state at

that time. Here the concept of the “state” of the system includes all information available

at a given time that can help to forecast its future evolution (conditional upon any assumed

path for the control variable), but does not include any details of past actions or states

that do not continue to exert a causal influence upon the determination of goal variables

at current or future dates. This is an important principle, and is at the heart of “dynamic

programming” approaches to optimal control. It is also an idea that continues to pervade

discussions of optimal monetary policy, which often assume a control problem of this kind,

owing to the absence of forward-looking elements in many of the econometric models used

for policy evaluation exercises, despite the warning of Lucas (1976) about the errors to which

this can lead.

A central bank that recognizes that private sector behavior is forward-looking (as this is

an inevitable result of private sector optimization) should instead realize that the evolution

of its goal variables depends not only upon its current actions, but also upon how the

11Of course, it would possible for an estimated central bank reaction function to include lagged interest-
rate terms even in the absence of true inertia, due to serial correlation in shocks, as in the results of Aoki
(1998). It is also possible that inertia might exist, consistent with the conventional (“dynamic programming”)
reasoning described here, simply because lagged interest rates affect the determination of current and future
output and inflation, as in the results of Fair and Howrey (1996). In the model used here, such effects of
lagged interest rates are excluded, to make clear that the explanation of inertia offered here is of a different
kind. Note that delayed effects of monetary policy disturbances can be explained without relying upon any
such effects (Rotemberg and Woodford, 1997).
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private sector expects monetary policy to be conducted in the future. It follows from this

that a more desirable outcome may be achieved if it can be arranged for private sector

expectations of future policy actions to adjust in an appropriate way in response to shocks.

But it does not make sense for the bank to suppose that it can manipulate expectations

through announcements of intentions that bear no relation to what it actually later does.

Instead, making use of this dimension upon which the economy’s responses to shocks may

be improved depends upon the credibility of the central bank’s commitments to behave in

a certain way in the future as a result of the shocks that have occurred earlier. But this

credibility, which ultimately frees the central bank to act more effectively, can be maintained

only if in the short run the bank regards itself as constrained to fulfill previous (explicit or

implicit) commitments. And the need to fulfill such commitments means that central bank

behavior should not depend solely upon current conditions and the bank’s current forecast

of future conditions – it should depend upon past conditions as well, and specifically those

past actions by the central bank itself which (under an optimal regime) have given rise to

private sector expectations of a particular kind of monetary policy now.

One reason that this critique of the traditional conception of the central bank’s problem

has not been more widely absorbed may have been the emphasis, in many early expositions,

upon simple policy rules (such as a constant-growth-rate rule for a monetary aggregate) as

the alternative to old-fashioned optimal control. Insofar as central banks have not been

persuaded that judicious responses to economic developments cannot improve economic per-

formance, their research staffs have been reluctant to abandon the study of desirable feedback

rules. But, while simple rules have certain practical advantages owing to their transparency,

it is not generally true that the optimal form of central bank commitment, taking into ac-

count the forward-looking character of private-sector behavior, is a rule that involves no

adjustment of the central bank’s instrument in response to current observations. Nor need

the optimal commitment involve any reference to monetary targets; it may quite naturally

be formulated as a feedback rule for a nominal interest-rate operating target, as the analysis

below illustrates.
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Another reason that the failure of the dynamic-programming principle in the case of the

optimal control of forward-looking systems is not more widely appreciated is probably the

popularity of analyses of optimizing central bank behavior that assume discretionary central

bank behavior, i.e., an inability of the central bank to commit itself to any future actions other

than those that should appear optimal at that time. Under this assumption,12 even when

forward-looking elements are present in one’s model, the central bank chooses its action at

any given date under the assumption that it cannot affect private sector expectations about

its behavior at later dates, owing to its inability to commit itself. Hence its optimization

problem at each date can be cast in a dynamic-programming form, and the resulting solution

makes its action a function only of the economy’s current state.

But even if this model of central bank behavior involves optimization, it does not repre-

sent optimal policy. That is to say, it does not achieve the best possible outcome, in terms

of the central bank’s objective function, among those that could be achieved by an appro-

priate rule for central bank behavior. The celebrated analysis by Barro and Gordon (1983)

of the undesirably high average rate of inflation that results under discretion illustrates the

suboptimal nature, in general, of what is effectively a noncooperative equilibrium of a game

played by a succession of policymakers. But while the Barro-Gordon point is widely appre-

ciated, many discussions seem to presume that the problem with discretionary policymaking

is solved once one substitutes an alternative target for the average rate of inflation (a central

banker that desires lower inflation than is truly optimal) or for the average output gap (a

central banker that does not seek to keep output above the natural rate, even though the nat-

ural rate is inefficiently low), or perhaps an alternative weighting of the bank’s stabilization

objectives (a central banker that cares more about inflation stabilization than does society).

Instead, there is typically a similar problem with discretionary policymaking in regard to

the optimal response of policy to random shocks, even if one has adjusted the central bank’s

objective so as to make discretion compatible with an optimal steady state in the absence

12Here I have in mind the common practice of considering only the Markov-perfect solution of such a
model. See further discussion in sections 3.2 and 4.1 below.
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of shocks. Here, too, an optimal commitment on the part of the central bank can often lead

to a better outcome than is attained through optimization under discretion.13

The essential insight into why a commitment to inertial behavior may be optimal for

a central bank is provided by a suggestion of Goodfriend (1991) regarding the reason for

apparent interest-rate “smoothing” by banks like the Fed.14 Goodfriend argues that output

and prices do not respond to daily fluctuations in the (overnight) federal funds rate, but only

variations in longer-term interest rates. The Fed can thus achieve its stabilization goals only

insofar as its actions affect these longer-term rates. But long rates should be determined

by market expectations of future short rates. Hence an effective response by the Fed to

inflationary pressures, say, requires it to communicate a credible commitment to a changed

future path of short rates. One straightforward way to do this is to establish a reputation for

maintaining interest rates at a higher level for a period of time once they are raised – or even

for following initial small interest-rate changes by further changes in the same direction,

in the absence of a change in conditions that makes this unnecessary. Such a policy, if

understood by the private sector, offers the prospect of significant effects of central bank

policy upon aggregate demand, without requiring excessively volatile short-term interest

rates, which would be undesirable for the reasons summarized earlier.

There is a certain amount of evidence suggesting that in the U.S. at least, the inertial

character of Fed policy has this beneficial effect. Cook and Hahn (1989), Rudebusch (1995),

and Goodhart (1996) all present evidence showing that changes in Fed operating targets for

the federal funds rate do affect longer-term interest rates, especially at the time of changes

in the direction of movement of the target. Furthermore, Watson (1999) argues that the

increased volatility of long rates since the mid-1980s (relative to an earlier 1960-75 sample

period) can be explained by a greater degree of persistence of funds rate movements in the

later period – a period that has been characterized by greater success at inflation stabi-

lization, and, many would argue, an increase in the credibility of the Fed’s commitment to

13Clarida et al. (1999) also discuss this point in the context of a similar model.
14This explanation is also endorsed by Rudebusch (1995).
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a consistent anti-inflationary policy. Indeed, some commentators have proposed that U.S.

monetary policy has been so successful at inflation stabilization in the 1990s, despite rel-

atively little change in the funds rate for years at a time, because “the bond market does

the Fed’s work for it,” responding to disturbances in the way needed to keep inflation stable

without the need for large policy adjustments by the Fed. This is exactly what a good policy

regime should look like, according to the analysis that I shall offer here – not because the

bond market has any reason to react, of course, if short rates will never be adjusted at all,

but because a credible commitment to an optimal (highly inertial) feedback rule on the part

of the Fed should not require large movements of short-term interest rates in equilibrium,

highly persistent low-amplitude variations being sufficient to achieve a desirable degree of

inflation stabilization.

This interpretation of the nature of monetary policy inertia has the advantage of resolving

the mystery of why central banks that exhibit a great deal of inertia in their behavior (such as

the Fed) nonetheless have quite good records with respect to inflation control – an observation

that is mostly puzzling under the view that inertia is an obstacle to effective central bank

action. Whether one should suppose that these banks have been best able to control inflation

because of their better understanding of the advantages of inertial behavior, or whether it is

rather that the advantages of inertial behavior only become important in the case of central

banks that have first established a certain degree of credibility as a result of the consistency

of their policy, I shall not here seek to judge. But it makes a great deal of sense that those

central banks that have most clearly learned the benefits of commitment with regard to the

average rate of inflation should also be the ones that are also most able to benefit from

a perceived commitment to predictable responses to shocks as well – a commitment that

should manifest itself in inertial behavior. 15

15An alternative explanation, that would also make gradual policy changes optimal, without requiring a
rejection of the dynamic-programming principle, attributes policy inertia to gradual central bank learning
about the effects of its actions (Caplin and Leahy, 1996; Sack, 1998a, 1998b). The reason offered here for
optimal policy to be inertial is quite different. In particular, I shall assume a linear-quadratic approximation
to the central bank’s optimization problem, under which optimal policy is certainty-equivalent. This means
that a predictable increase over time in the precision of the central bank’s estimate of the current state
should not be a reason for forecastable changes in its desired instrument setting.
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The analysis below offers a formal analysis of the benefits of inertial behavior in the

context of a simple, and now rather standard, forward-looking macro model, with clear

foundations in optimizing private sector behavior. The model is too simple to provide the

basis for a realistic quantitative policy analysis; a companion paper (Rotemberg and Wood-

ford, 1998) that addresses this issue in the context of a small econometric model fit to U.S.

time series is perhaps more interesting in that regard. But numerical results in the context

of a specific quantitative model, of the sort offered in the other paper, inevitably raise many

questions about how sensitive the conclusions may be to a long list of arguable assumptions

that are made along the way. The analytical treatment here of a simplified version of that

model is intended to help clarify the source of some of those numerical results, and thus to

suggest lessons that may be of more general validity.

The paper is organized as follows. Section 2 presents the model of the economy and

poses the problem of optimal monetary policy. Section 3 characterizes the responses of

endogenous variables, including nominal interest rates, to shocks under an optimal regime,

and highlights the advantages of commitment, by contrasting the optimal responses with

those that would result from optimization under discretion. It is shown that the optimal

responses involve intrinsic inertia in interest-rate responses, in addition to the persistence

resulting from persistence of the exogenous real disturbances themselves. Section 4 then

considers the optimal assignment of an objective to a central bank with instrument (but

not goal) independence, that is expected to pursue its assigned goal under discretion. It

is shown that in this case, it is desirable for the central bank’s loss function to include

an “interest-rate smoothing” objective, even though the true social loss function does not.

Finally, section 5 considers the form of interest-rate feedback rule that can achieve the desired

dynamic responses to shocks, if the central bank’s commitment to such a rule is credible to

the private sector. It is shown that such a rule must involve dependence of the current

operating target upon the level of interest rates in the recent past, as is characteristic of

estimated central bank reaction functions.
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2 The Problem of Optimal Monetary Policy

In order to illustrate more concretely the themes of the preceding discussion, it is useful to

introduce a simple optimizing model of inflation and output determination under alterna-

tive monetary policies, where monetary policy is specified in terms of a feedback rule for

a short-term nominal interest rate instrument. The model is similar, if not identical, to

the small forward-looking models used in a number of recent analyses of monetary policy

rules, including Kerr and King (1996), Woodford (1996), Bernanke and Woodford (1997),

McCallum and Nelson (1997, 1998), Kiley (1998), and Clarida et al. (1999). As is explained

in Woodford (1996), the model’s equations can be derived as log-linear approximations to

the equilibrium conditions of a simple intertemporal general equilibrium model with sticky

prices. While the model is quite simple, it incorporates forward-looking private sector be-

havior in three respects, each of which is surely of considerable importance in reality, and

would therefore also be present in some roughly similar form in any realistic model. It also

shares many features with the econometric model of Rotemberg and Woodford (1997, 1998),

and so analysis of this model can provide insight into the source of some of the numerical

results obtained there.

The model’s two key equations are an intertemporal IS equation of the form

yt − gt = Et[yt+1 − gt+1] − σ−1[rt −Etπt+1], (2.1)

and an aggregate supply equation of the form

πt = κ[yt − yn
t ] + βEtπt+1, (2.2)

where yt is the deviation of the log of real output from its trend path, πt is the rate of

inflation (first difference of the log of the price level), and rt is the deviation of the short-

term nominal interest rate (the central bank’s policy instrument) from its steady-state value

in the case of zero inflation and steady output growth.16 These two equations, together

16Thus all three variables denote percentage deviations from the values of the variables in a steady state
with zero inflation and output growth at the constant trend rate.
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with an interest-rate rule such as (1.1) – (1.2) representing monetary policy, determine the

equilibrium evolution of the three endogenous variables πt, yt, and rt. The two exogenous

disturbances to these structural equations are the processes gt, representing autonomous

variation in spending not motivated by intertemporal substitution in response to real interest-

rate changes, and yn
t , representing time variation in the “natural rate” of output, which

would be the equilibrium level of output under perfectly flexible prices (and is independent

of monetary policy). Finally, on theoretical grounds the structural parameters σ and κ are

both positive.

The system of equations (2.1) – (2.2) implies that no lagged values of any endogenous

variables play any role in the determination of the equilibrium values of inflation, output,

or interest rates at a given point in time, unless such dependence is introduced by the

monetary policy rule. On the other hand, they do involve important dynamic linkages from

expectations of the future to the present, as both Etπt+1 and Etyt+1 enter the equations

that determine equilibrium at date t. The complete exclusion of inertial terms in these

structural equations means that if the “dynamic programming principle” referred to above

were valid, the only source of inertia in the endogenous variables under an optimal policy

would be persistence in the exogenous disturbances (gt and yn
t ). Analysis of such a system

thus makes it especially clear how the presence of forward-looking elements in the structural

equations renders that principle invalid. The model is obviously an extremely simple one,

and in particular, the complete absence of inertial terms in the structural equations is not

entirely realistic. But what is more important for present purposes is the justification of the

forward-looking elements, that are critical for the results obtained below.

There is in fact considerable support, both theoretical and empirical, for each of the cru-

cial forward-looking elements in this system. First of all, aggregate demand (intertemporal

substitution) depends upon real as opposed to nominal interest rates, as a result of which

inflation expectations enter the IS equation. Second, current aggregate demand depends

not simply upon current expected short-term real rates of return, but also upon expected

future aggregate demand, since (2.1) indicates the incentives for intertemporal substitution
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of demand created by real interest rate expectations (Kerr and King, 1994). Alternatively,

(2.1) can be integrated forward to yield

yt = gt − σ−1
∞∑

j=0

Et[rt+j − πt+j+1]. (2.3)

Under this way of writing the equation, it states that aggregate demand depends not upon

current short rates alone, but rather upon expected long-term real rates, which in turn

depend upon expected future short rates, as specified for example by Fuhrer and Moore

(1995). This aspect of the assumed effects of monetary policy upon aggregate demand is

a critical element in the argument of Goodfriend (1991), which we seek to formalize. Here

it might be objected that the expectations theory of the term structure of interest rates

has been subject to considerable empirical criticism. But these criticisms relate mainly to

the hypothesis that long rates are moved only by changes in rational expectations of future

short rates; they do not show that forecastable movements in future short rates do not affect

long rates as the theory would predict. The inclusion of a time-varying “term premium” is

not a problem for the justification of an IS relation of the form (2.3), as long as the term

premium is exogenous. For then variations in the term premium are simply another source

of variations in the disturbance term gt.

Finally, because prices are not expected to be continuously changed, they are set on the

basis of expectations of future cost and demand conditions, and not just on the basis of cur-

rent conditions. This results in the expected inflation term in (2.2). If one adopts the device

introduced by Calvo (1983) of exogenous stochastic intervals between price changes, together

with monopolistic competition among price-setting suppliers, a log-linear approximation to

the first-order condition for optimal price-setting implies that average prices should adjust

at a rate πt that satisfies

πt = ωct + βEtπt+1, (2.4)

where ct represents (percentage deviations in) the average level of real marginal cost of supply,

the coefficient 0 < β < 1 represents the factor with which suppliers discount future real

income17, and the coefficient ω > 0 depends upon the average frequency of price changes and

14



the elasticity of demand faced by suppliers of individual goods. Prices are more nearly flexible

the higher is ω, as a high ω indicates a low tolerance for discrepancies between one’s current

price (or more precisely, marginal revenue, which is proportional to one’s price) and one’s

current nominal marginal cost. If one writes (2.4) as an equation to determine the current

average price level as a weighted average of the past average price level, current average

marginal cost, and the expected future average price level, then as ω is made unboundedly

large, the weights on both past and future prices go to zero. If one adjoins to this a simple

theory of cyclical variation in real marginal cost of the form

ct = η[yt − yn
t ], (2.5)

then one obtains an aggregate supply relation of the form (2.2). Here the exogenous distur-

bance term yn
t represents the level of output consistent with ct = 0 at each point in time,

and hence the equilibrium level of output in the limiting case of perfect price flexibility.

Empirical support for this sort of forward-looking model of pricing behavior is found,

for example, in Roberts (1995), Sbordone (1998), and Gaĺi and Gertler (1998). Sbordone

tests the implications of (2.4) using average unit labor costs as a proxy for the average level

of nominal marginal cost, and shows that the path of inflation implied by the evolution

of unit labor costs given (2.4), and using a VAR model to forecast future growth in unit

labor costs, is quite similar to the actual path of U.S. inflation. Furthermore, she shows

not only that pricing equation (2.4) fits the data much better than would the hypothesis

of flexible prices, but that the presence of the forward-looking term considerably improves

the fit of the model. Specifically, nonlinear least-squares estimation of the parameters ω

and β implies that β is significantly greater than zero,18 and in fact quite close to one,

in addition to implying a significantly positive value for 1/ω. Gaĺi and Gertler similarly

estimate the pricing equation (2.4), using a slightly different measure of marginal cost and

an instrumental-variables technique, and reach similar conclusions. When they generalize

17This corresponds to the discount factor of the representative household, in a general-equilibrium version
of the model, as in Woodford (1996).

18The case of β = 0, but ω finite, would correspond to a model in which prices are set proportional to a
weighted average of current and past unit labor costs, with no forward-looking terms.
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the model to allow for a mixture of forward-looking and backward-looking price-setters, they

estimate a larger fraction of the population to obey the forward-looking pricing equation,

and find that the presence of the backward-looking price-setters accounts for relatively little

of aggregate inflation dynamics.

Roberts (1995) instead directly estimates the “new-Keynesian Phillips curve” (2.2), using

a variety of proxies for inflation expectations and for variations in the natural rate of output.

Most of his results similarly support the existence of a significantly positive coefficient on

Etπt+1, and the poorer fit obtained in this case may relate more to the simplicity of the

model of marginal cost (2.5), or to failure to adequately control for variation in yn
t , than to

any problem with the theory of pricing. Roberts (1998) suggests instead that the aggregate

supply relation fits better if the assumption of rational expectations is replaced by a partially

backward-looking model of expected inflation. But even here, his preferred specifications

(partial adjustment of expectations toward the rational forecast) imply important forward-

looking elements in the AS relation of the kind specified in (2.2).

It is convenient to rewrite the model’s structural equations in terms of the output gap

xt ≡ yt − yn
t . Equation (2.2) may then be simply written

πt = κxt + βEtπt+1. (2.6)

Since we shall assume that we are interested in the output gap rather than detrended output

anyway, in evaluating the success of stabilization policy, it is useful to rewrite the equation

in this way, that eliminates the disturbance term. Equation (2.1) correspondingly becomes

xt = Etxt+1 − σ−1[(rt − rn
t ) − Etπt+1] (2.7)

where

rn
t ≡ σEt[(y

n
t+1 − yn

t ) − (gt+1 − gt)].

The exogenous disturbance rn
t corresponds to Wicksell’s “natural rate of interest”, the

interest rate (determined by purely real factors) that would represent the equilibrium real rate

of return under flexible prices, and that corresponds to the nominal interest rate consistent
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with an equilibrium with constant prices.19 In our simple model, disturbances to the natural

rate represent a useful summary statistic for all non-monetary disturbances that matter for

the determination of inflation and the output gap, for no other disturbance term enters either

equation (2.6) or (2.7). Hence if, as we shall suppose, the goals of stabilization policy can be

described in terms of the paths of the inflation rate, the output gap, and interest rates alone,

then the problem of optimal monetary policy may be formulated as a problem of the optimal

response to disturbances to the natural rate of interest. It may furthermore be observed that

neither the interest rate controlled by the central bank nor the natural rate enters either of

the structural equations, except through the “interest-rate gap” rt−rn
t . Thus non-monetary

disturbances matter only insofar as the interest rate controlled by the central bank fails to

track the resulting fluctuations in the natural rate; and whether the interest rate set by the

central bank at any point in time should be considered high or low, in the sense that is

relevant for inflation determination, depends purely upon where it is relative to the current

natural rate.

I shall assume that the objective of monetary policy is to minimize the expected value of

a loss criterion of the form

W = E0

{ ∞∑
t=0

βtLt

}
, (2.8)

where 0 < β < 1 is a discount factor, and the loss each period is given by

Lt = π2
t + λx(xt − x∗)2 + λr(rt − r∗)2, (2.9)

for some optimal levels x∗ ≥ 0 and r∗ of the output gap and the nominal interest rate, and

some weights λx, λr > 0. The assumed form of (2.9) is relatively conventional, except that

an interest-rate variability term is included, for either or both of the reasons discussed in

the introduction. (Note that an interest-rate “smoothing” objective is not assumed!) The

sign of r∗ depends upon whether it is desirable to stabilize nominal interest rates around

a value greater or less than the level associated with a steady-state equilibrium with zero

19See Blinder (1998, chap. 2) for a recent discussion of the usefulness of this concept in the theory of
central banking.
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inflation. Insofar as the interest-rate term represents the distortions emphasized by Friedman

(1969), one would expect r∗ to be a small negative quantity (since a zero nominal interest rate

corresponds to r∗ = log β < 0 in our notation). But insofar as it represents an approximation

to the constraint imposed by the zero bound on nominal interest rates, it may be appropriate

to set r∗ > 0, as a higher average value of interest rates reduces the extent to which interest-

rate variability is constrained by the zero floor.20

The allowance for x∗ > 0 reflects the fact that the natural rate of output may well be

inefficiently low. The explicit general equilibrium model underlying the structural equations

presented here (as presented, for example, in Woodford, 1996) implies that this should be so,

as a result of the small amount of market power that the producers of differentiated goods are

assumed to have (in order to allow them the power to set prices), if one does not assume an

offsetting output subsidy.21 Finally, I assume that the distortions associated with inflation

are minimized in the case of zero inflation. Some might prefer to instead see a term of the form

(πt −π∗)2 in (2.9), where π∗ is not necessarily zero. This would in fact make little difference

for our conclusions below.22 But there would seem to be good theoretical grounds to argue

that the distortions associated with price-level instability are minimized when prices never

change (rather than by some other steady inflation rate). And some commonly discussed

reasons to prefer a non-zero average inflation rate are appropriately modeled by a non-zero

value for r∗, rather than a non-zero π∗; these include both Friedman’s (1969) argument for

mild deflation and Summers’ (1991) argument for mild inflation, since both arguments really

are about the desirable average level of nominal interest rates.

20The derivation of the interest-rate variation term in the loss function from either of these two concerns
is taken up in Woodford (1999b, sec. 4), which also explains the theoretical values of both λr and r∗.

21The welfare calculations in Rotemberg and Woodford (1997, 1998) are carried out under the assumption
that x∗ = 0, in order to focus on the welfare losses associated with price stickiness and imperfect stabilization
of the effects of shocks, in abstraction from other distortions that it is not properly the job of monetary policy
to address. However, whether this is assumed or not has little effect upon our conclusions about the nature of
optimal responses to shocks, as will be seen. It matters much more for the analysis of discretionary monetary
policy, as shown in the next section.

22It would affect the conclusion reached about the steady-state rate of inflation that should be implicit
in the optimal policy rule, for obvious reasons, but it would have no effect upon our conclusions about the
desirable responses to shocks, or the desirable type of feedback from endogenous variables to interest rates.
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Finally, it should be noted that the presence of an (xt − x∗)2 term in (2.9) assumes that

the random fluctuations in the natural rate of output (shifts in the aggregate supply curve)

are all variations in the efficient level of output as well, even if the efficient level of output

may at all times be a certain number of percentage points above the natural rate. This

makes sense if the distortions resulting from delays in price adjustment, on the one hand,

and from a constant level of market power, on the other, are the only reasons why equilibrium

output ever differs from the efficient level. In this case, disturbances to the natural rate of

output due to variations in government purchases, exogenous changes in household tastes,

or random variation in the rate of technical progress, will indeed shift the natural rate and

the efficient level of output in the same proportion (in our log-linear approximation to the

rational expectations equilibrium). But other sorts of distortions might, in principle, result

in time variation of different sorts in the two series.23 Such complications would require an

additional term in (2.9).

An important justification for the specific form of objective assumed here is that it

represents a second-order Taylor series approximation to the theoretically correct welfare

measure, the expected utility level of the representative household, in the same optimizing

model as is used to derive the structural equations (2.1) – (2.2).24 Let us suppose that the

fluctuations in the natural rate of interest rn
t around its average value satisfy a uniform bound

that is linear in a parameter ||ξ||, and let us suppose that the coefficients x∗ and r∗ of the loss

function (2.9), that measure the degree of inefficiency of the zero-inflation steady state, also

satisfy bounds that are linear in ||ξ||. Then our log-linear approximate structural equations

(2.6) – (2.7) are accurate approximations to the exact, nonlinear equilibrium conditions

implied by the optimizing model in the case that ||ξ|| is made small enough; strictly speaking,

we can show that the distance between the paths of the endogenous variables in the solution

to these approximate structural equations and in the exact equilibrium is of order O(||ξ||2)
23This is the point, for example, of the assumption by Clarida et al. (1999) of a “cost-push” disturbance

term in (2.2) that is not netted out in their definition of the “output gap” that policymakers are assumed
to wish to stabilize.

24See Woodford (1999b) for details of the derivation.
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or smaller.25 The welfare measure (2.8) with period loss function

L̃t = π2
t + λx(xt − x∗)2 (2.10)

represents a quadratic approximation to the exact theoretical welfare measure (expected

utility) in the same sense; the difference between W and the exact level of expected utility26

is of order O(||ξ||3).
Such a quadratic approximation is appropriate, not only to facilitate comparison between

our results and those elsewhere in the literature, but because this is in any event the highest-

order approximation to utility that can be computed using only our log-linear approximate

characterization of the equilibrium resulting from a given policy rule.27 Furthermore, a

quadratic approximation to the theoretically correct objective suffices to allow us to obtain

a log-linear approximation to the optimal responses to shocks, by finding the policy that

minimizes our approximate loss criterion subject to the log-linear constraints imposed by

our approximate structural equations.28 Since studies that characterize optimal policy on

the basis of the exact utility functions and first-order conditions (such as King and Wol-

man, 1998) frequently use log-linear approximations to characterize the optimal responses

to shocks in any event, this order of accuracy is as much as we really need.

The final term in (2.9) can be justified either as representing further distortions associated

with high nominal interest rates (for example, inefficient substitution between “cash” and

“credit” goods, as in Yun, 1996), or as a quadratic approximation to the penalty on interest-

25This result assumes the existence of a determinate equilibrium associated with the policy rule under
consideration, in the sense discussed in section 4.1 below, and that that unique bounded solution is the one
under discussion.

26Here we have omitted from W constant terms that are independent of the evolution of the endogenous
variables, and have chosen units for the measurement of W in which the period loss associated with steady
inflation of one percent per year is equal to a flow loss of one per time period.

27Even a second-order approximation to utility can be computed only because of our assumption that
the parameters x∗ and r∗ are of order O(||ξ||). This means that only contributions of order O(||ξ||) to the
average levels of the endogenous variables matter for the terms of second order or larger in W . Otherwise,
second-order contributions to the average level of variables such as xt would matter, and these could not be
computed without a higher-order approximation to our model structural equations.

28The first-order conditions obtained in section 3.1 below differ from the exact ones by terms that are
only of order O(||ξ||2). This depends upon the fact that the steady-state values of the Lagrange multipliers
associated with the constraints imposed by the structural equations are only of order O(||ξ||).
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rate variability implied by the zero bound on nominal rates. We shall emphasize the latter

interpretation here. Rotemberg and Woodford (1997, 1998) propose to approximate the

effects of the zero bound by imposing instead a requirement that the mean federal funds

rate be at least k = 2.26 standard deviations above zero.29 The alternative constraint,

while inexact, has the advantage that checking it requires only computation of first and

second moments under alternative policy regimes; and, given linear structural equations and

a quadratic loss function, the optimal policy is linear. But a constraint of this form can

equivalently be expressed as a requirement that the average value of r2
t be not more than

K ≡ 1+k−2 = 1.44 times the square of the average value of rt. If we use discounted averages,

for conformity with the other terms in our welfare measure, we obtain a constraint of the

form

E0

[
(1 − β)

∞∑
t=0

βtr2
t

]
≤ KE0

[
(1 − β)

∞∑
t=0

βtrt

]2

. (2.11)

And using the usual Kuhn-Tucker arguments, the policy that minimizes the expected dis-

counted value of (2.10) subject to (2.11) can be shown to also minimize an (unconstrained)

loss criterion of the form

E0

[
(1 − β)

∞∑
t=0

βtL̃t

]
− µ1E0

[
(1 − β)

∞∑
t=0

βtr2
t

]
+ µ2E0

[
(1 − β)

∞∑
t=0

βtrt

]
,

where µ1 and µ2 are appropriately chosen Lagrange multipliers. Finally, the terms in this

expression can be rearranged to yield a discounted loss criterion of the form (2.8) – (2.9),

where λr ≡ µ1 and r∗ ≡ µ2/2µ1.
30 When constraint (2.11) binds, the Lagrange multipli-

ers have values µ1, µ2 > 0, so that λr, r
∗ > 0. We adopt this interpretation below, when

“calibrating” the parameters of the loss function.

An advantage of deriving the loss function from welfare-economic foundations in this way

is that it not only provides justification for the general form of our welfare criterion, but for

a specific quantitative specification. The theoretical derivation implies, for example, that

29This numerical value is the one satisfied by the stationary distribution for the federal funds rate implied
by their estimated VAR using U.S. data.

30There is also a constant term involved in completing the square, that has no effect upon our ranking of
alternative policies.
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the discount factor in (2.8) should be the same as the coefficient on expected inflation in

the structural equation (2.2), as both are equal to the discount factor of the representative

household in the underlying optimizing model. It similarly implies that π∗ should equal

zero in (2.9), as I have assumed in writing the equation, and implies theoretical values

for coefficients such as λx and x∗ in the terms of the same underlying model parameters

(mainly preference parameters of the representative household) as determine the values of

the coefficients σ and κ of the structural equations. These theoretical relations are used in the

illustrative numerical calculations reported below. However, the algebraic characterizations

of optimal policy apply for arbitrary values of the parameters of the period loss function

(2.9), so our qualitative conclusions do not depend upon this particular view of the proper

objectives of monetary policy, but only upon a loss function of the (rather conventional)

general form (2.8) – (2.9).

3 Optimal Responses to Fluctuations in the Natural

Rate of Interest

I turn now to the characterization of optimal monetary policy in the context of the model just

set out. In the present section, I shall be concerned solely with the question of what pattern

of fluctuations in the endogenous variables, inflation, output and interest rates, would be

associated with the optimal equilibrium, by which I mean the equilibrium that achieves the

lowest possible value of the loss measure (2.8). I shall set aside until the next section the

question of what kind of policy rule should bring about such an equilibrium, were it to be

properly understood by the private sector. Since the only random disturbances that matter

for this optimization problem are the variations in the natural rate of interest rn
t , the problem

of this section can be alternatively posed as the question of how it is optimal for inflation, the

output gap, and nominal interest rates to respond to exogenous fluctuations in the natural

rate.

Formally, our problem is to choose stochastic processes πt, xt, and rt — specifying each

of these variables as a function of a random state It that includes not only the complete
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history of the exogenous disturbances (rn
t , r

n
t−1, . . . , r

n
0 ), but also all public information at

date t about the future evolution of the natural rate31— in order to minimize the criterion

defined by (2.8) and (2.9), subject to the constraint that the processes satisfy equilibrium

conditions (2.6) and (2.7) at all dates t ≥ 0. We imagine that a policymaker can choose the

entire future (state-contingent) evolutions of these variables, once and for all, at date zero.

Thus we wish to consider optimal policy under commitment on the part of the policymaker

– even though we have not yet specified the type of explicit commitment, as to the way

in which policy will be conducted, that is involved. Note that the assumed possibility of

commitment matters, in the case of an optimization problem of this kind. For, because of

the forward-looking terms in our structural equations (2.6) and (2.7), the value of the period

loss Lt that can be achieved at a given time depends upon what the private sector expects

about the subsequent evolution of the endogenous variables. Commitments about how policy

will be used to affect those variables at later dates, that need not coincide with what would

optimally be chosen at the later dates in the absence of an advance commitment, will thus

be a typical feature of an optimal plan.

3.1 First-Order Conditions for the Optimal Plan

This sort of linear-quadratic optimization problem can be treated using methods that are

by now familiar.32 It is useful to write a Lagrangian of the form33

E0

{ ∞∑
t=0

βt{Lt + 2φ1t[xt − xt+1 + σ−1(rt − rn
t − πt+1)] + 2φ2t[πt − κxt − βπt+1]}

}
. (3.1)

31We may at this point also allow It to include other information, including irrelevant “sunspot” variables,
but we shall find that it is not optimal for the endogenous variables to respond to any such additional
information.

32See, e.g., Backus and Driffill (1986) for treatment of a general linear-quadratic problem. Early applica-
tions of the Lagrangean method used here include Kydland and Prescott (1980), Hansen, Epple and Roberds
(1985), and Sargent (1987, chap. XV). Methods of this kind are applied extensively to problems of optimal
monetary policy by Currie and Levine (1993).

33Here the Lagrange multipliers are multiplied by two to eliminate a recurrent factor of two from the
resulting first-order conditions; the same result is often instead achieved by defining the loss function Lt

to equal one-half of (2.9). Note also that conditional expectations are dropped from the way in which the
constraints are written inside the square brackets, because the expectation E0 at the front of the entire
expression makes them redundant.
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An optimal plan then must satisfy the first-order conditions

πt − (βσ)−1φ1t−1 + φ2t − φ2t−1 = 0, (3.2)

λx(xt − x∗) + φ1t − β−1φ1t−1 − κφ2t = 0, (3.3)

λr(rt − r∗) + σ−1φ1t = 0, (3.4)

obtained by differentiating the Lagrangian with respect to πt, xt, and rt respectively. Each

of conditions (3.2) – (3.4) must hold at each date t ≥ 1, and the same conditions also must

hold at date t = 0, where however one adds the stipulation that

φ1−1 = φ2−1 = 0. (3.5)

We may omit consideration of the transversality conditions, as we shall consider only bounded

solutions to these equations, which necessarily satisfy the transversality conditions.34 A

(bounded) optimal plan is then a set of bounded processes {πt, xt, rt, φ1t, φ2t} for dates t ≥ 0,

that satisfy (2.6), (2.7), and (3.2) – (3.4) at all of these dates, consistent with the initial

conditions (3.5).

It is obvious that such an optimal plan will, in general, not be time consistent, in the sense

discussed by Kydland and Prescott (1977). For a policymaker that solves a corresponding

problem at some date T > 0 will choose processes for dates t ≥ T that satisfy the stochastic

difference equations just listed, and initial conditions

φ1T−1 = φ2T−1 = 0

corresponding to (3.5). But these last conditions will, in general, not be satisfied by the

optimal plan (with commitment) chosen at date zero. This can be shown as follows. The

optimal plan is time consistent only if φit = 0 for i = 1, 2 and for all t ≥ 0. Substituting these

values into (3.2) – (3.4), we see that this requires that the optimal plan involve πt = 0, xt =

34Here it is important to recall that we are not solving an exact linear-quadratic problem, which might have
an unbounded solution. Our Taylor series methods imply that the solution to the linear-quadratic problem
taken up here should approximate the solution to the exact nonlinear welfare maximization problem only in
the case that solution involves fluctuations in the state variables that are uniformly small.
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x∗, rt = r∗ at all times. But substitution of these values into (2.6) and (2.7) shows that this

cannot represent an equilibrium, unless x∗ = 0, and rn
t = r∗ at all times. Thus the optimal

plan is time consistent only if the problem satisfies both of those properties. The failure of

time consistency in the case that x∗ 6= 0 (i.e., the natural rate of output is inefficient, and so

not the level that a benevolent policymaker would prefer to achieve) occurs essentially for

the same reason as in the celebrated analysis of Barro and Gordon (1983). However, even

if we assume that x∗ = 0,35 the optimal plan is still generally not time consistent, for time

consistency would also require that there be no variation in the natural rate of interest.36

Even in the absence of any desire to make the level of output higher than the natural rate

on average, and hence of a systematic inflation bias, a more desirable pattern of responses to

shocks is available under commitment. This is why credibility is valuable to a central bank,

and the commitment to a policy rule desirable, even in the absence of such bias.

3.2 Comparison with the Result of Optimization without Com-
mitment

It may be useful to compare the optimal (commitment) plan to the time-consistent plan

that results from optimization under discretion, i.e., optimization by a central bank that

expects itself to re-optimize at each successive date, and is unable to commit itself to do

anything at future dates other than choose a policy that is expected to minimize (2.8) given

the expected behavior of its successors. By this latter plan I shall mean the Markov-perfect

equilibrium of the game played by the succession of central bankers, or what is sometimes

called the “non-reputational” solution to the central bank’s problem (e.g., Currie and Levine,

1993). Under the time-consistent plan, πt, xt and rt are chosen at any given date t, subject

35This might be either because the discretionary policymaker seeks to minimize a version of (2.9) in which
x∗ = 0 despite the inefficiency of the natural rate (as assumed in Clarida et al., 1999), or because the natural
rate is actually assumed to be efficient (as in the welfare calculations of Rotemberg and Woodford, 1998).

36Actually, this condition is required only because we have assumed that λr > 0. If x∗ = 0 and λr = 0,
then the optimal plan is time-consistent, and is given by πt = 0, xt = 0, rt = rn

t at all times. Thus our
arguments for the desirability of low interest-rate volatility are crucial to the argument given here for the
desirability of an inertial, non-time-consistent policy. But similar conclusions could be reached even when
λr = 0, if we assume some other reason for the first-best level of welfare not to be attainable, such as the
“cost-push shocks” assumed in Clarida et al. (1999).
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to the constraints (2.6) and (2.7), so as to minimize Lt, given the exogenous state rn
t , and

taking as given the way that the endogenous variables will be chosen (as a function of the

economy’s exogenous state IT ) at all dates T > t. The evolution of the endogenous variables

at later dates is not assumed to depend upon the choices at date t, because the equilibrium

conditions (2.6) and (2.7), that will constrain the later choices, do not involve any lagged

endogenous variables, and neither does the period objective function (2.9). The first-order

conditions for this optimization problem at each date are given by

πt + φ2t = 0, (3.6)

λx(xt − x∗) + φ1t − κφ2t = 0, (3.7)

λr(rt − r∗) + σ−1φ1t = 0, (3.8)

instead of (3.2) – (3.4). A Markov-perfect solution is a set of processes {πt, xt, rt, φ1t, φ2t}
that satisfy (2.6), (2.7), and (3.6) – (3.8) at all dates, with the property that each of the

endogenous variables just listed depends at date t only upon the part of It that is relevant

for forecasting current and future values of the exogenous disturbance rn
t+j . Note that the

absence of the lagged Lagrange multiplier terms from these conditions in every period, and

not just at date zero, means that there is no problem of time consistency in this case.

The steady-state values of the various variables under the time-consistent plan – i.e., the

values they would take in the case that one expected rn
t = 0 forever – may be obtained by

substituting constant values for each variable into the equilibrium conditions and solving.

The steady-state values of the endogenous variables are given by

rtc = πtc =
λxx

∗ − σλrr
∗

κ + λx(1 − β)κ−1 − λrσ
, xtc =

λxx
∗ − σλrr

∗

λx + (1 − β)−1κ[κ− λrσ]
. (3.9)

As is discussed further in the next subsection, these values typically imply a steady-state

inflation rate higher than the one that would minimize the steady-state value of the period

loss L.

In determining the equilibrium responses to shocks, it is convenient to work in terms of

deviations from steady-state values. Thus we define π̂t ≡ πt − πtc, and so on. The hatted
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variables satisfy the same set of difference equations as before, except that we may now

drop the constant terms from equations (3.7) – (3.8). If we substitute out the Lagrange

multipliers, equations (3.6) – (3.8) imply an equilibrium relation of the form

r̂t =
κ

λrσ
π̂t +

λx

λrσ
x̂t (3.10)

among the endogenous variables. Using this to substitute out rt in (2.7), we are left with

two stochastic difference equations in the endogenous variables zt ≡ [π̂t x̂t]
′. These may be

written in the matrix form

Etzt+1 = Azt + arn
t , (3.11)

where A is a 2 × 2 matrix of coefficients, and a ≡ [0 − σ−1]′.

Now let the relevant information at date t about the future evolution of the natural rate

be summarized by an exogenous state vector st, with law of motion

st+1 = Tst + εt+1, (3.12)

where εt+1 is a vector of exogenous disturbances unforecastable at t, and where the natural

rate itself is given by some linear function of these states,

rn
t = k′st. (3.13)

Then we seek a solution to (3.11) of the form zt = Fst. It follows from (3.11) and (3.12) that

the matrix F must satisfy

FT −AF = ak′. (3.14)

This is a set of 2n linear equations (where n is the number of elements in st) to determine

the 2n coefficients F , and so except in singular cases, a solution exists and is unique.

An instructive simple case is that in which the natural rate follows a first-order autore-

gressive process,

rn
t+1 = ρrn

t + εt+1, (3.15)
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in which case the state vector st consists simply of rn
t itself. (We shall throughout the

following discussion always assume that 0 ≤ ρ < 1.) In this case, there exists a time-

consistent plan as long as ρ is not an eigenvalue of the matrix A, and it is given by

F = −[A− ρI]−1a.

In this solution, the endogenous variables are functions simply of the current value of the

natural rate of interest,

π̂t = fπr
n
t , x̂t = fxr

n
t , r̂t = frr

n
t . (3.16)

In the case that
ρ

(1 − ρ)(1 − βρ)
<
σ

κ
,

i.e., as long as the fluctuations in the natural rate are not too persistent, one can show that

these coefficients furthermore satisfy

fπ, fx > 0, 0 < fr < 1,

regardless of the size of λx and λr.

This means that interest rates adjust in the direction of the disturbance to the natural

rate, but by less than the full amount of the change in the natural rate, owing to the desire to

reduce interest-rate variability. (In the limiting case with λr = 0, one finds that fr = 1, and

fπ = fx = 0.) As a result of the incomplete adjustment of nominal interest rates, an increase

in the natural rate stimulates aggregate demand, with the result that both inflation and the

output gap increase. Note that in this solution, the only source of persistence in interest-

rate fluctuations is the persistence (if any) of the exogenous fluctuations in the natural rate.

(Nominal interest rates would be observed to follow a first-order autoregressive process,

with autocorrelation coefficient ρ.) Thus if central bank policy is optimizing in this time-

consistent sense, the conventional view described in the introduction is correct – optimizing

policy does not involve any inertia in nominal interest rates other than what results from

the persistence of the underlying economic conditions in response to which interest rates are

properly adjusted.
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If one assumes a non-Markovian natural rate process, so that there are additional states

in the vector st besides the current natural rate itself, that are relevant for forecasting the

future level of the natural rate, then in general the time-consistent solution for rt will also

depend upon these states. For example, in the case that the matrix A has both eigenvalues

outside the unit circle, the unique bounded solution to (3.11) is obtained by “solving forward”

to yield

zt = −
∞∑

j=0

A−(j+1)aEtr
n
t+j . (3.17)

(Such a solution necessarily exists, and is bounded, as long as the natural rate process itself

is bounded.) This expression offers an alternative representation of the time-consistent plan

(3.14). Substitution of (3.17) into (3.10) then allows a similar expression

r̂t = −q′
∞∑

j=0

A−(j+1)aEtr
n
t+j , (3.18)

where q′ is the row vector of coefficients in (3.10), to be derived for the evolution of the

nominal interest rate under the time-consistent plan. Expressions (3.17) and (3.18) show

clearly that such policy should in general be “forward-looking”, and not simply a function

of current conditions alone.37 At the same time, there is no reason for the central bank’s

setting of the nominal interest rate to depend either upon past levels of the natural rate

(except insofar as these may be variables that help to forecast future levels of the natural

rate) or upon past levels of the nominal interest rate itself.

But while this equilibrium could be explained as the result of optimization (by a central

bank that is unable to commit itself), it does not represent optimal policy – for it does not

achieve the lowest expected value of the central bank objective function (2.8) consistent with

37Note, however, that even this representation of optimizing policy gives one no reason to suppose that
policy needs to be based upon forecasts of goal variables, such as inflation forecasts, as opposed to forecasts
of future exogenous disturbances. Note also that the mere fact that one wanted the endogenous variables
to respond to information about the future level of the natural rate in the way indicated by (3.17) would
not necessarily require explicit response to forecasts by the central bank; it could be achieved as a rational
expectations equilibrium response, owing to forward-looking behavior on the part of the private sector, even
if the central bank’s policy rule responds only to current endogenous variables. See the discussion in the
next section.
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the constraints imposed by the requirements for a rational expectations equilibrium. That

optimal plan is instead described by the first-order conditions (3.2) – (3.4) derived earlier.

3.3 Comparison with the Optimal Non-Inertial Plan

The optimal plan (which requires commitment) is almost invariably different from the time-

consistent optimizing plan just characterized, and as we shall see, one respect in which it is

different is that it generally involves persistence in the responses of the endogenous variables

to shocks that are not due to the persistence of the fluctuations in the natural rate of interest.

However, one might ask to what extent the optimal policy is better because it allows for a

commitment to inertial behavior, as opposed to being better simply because it allows for

commitment. For even among the category of plans under which the endogenous variables

are functions only of the state vector st (in accordance with the dynamic programming

principle), commitment generally makes possible a better outcome than that obtained under

discretion, as discussed by Clarida et al. (1999). Hence it may be worth brief consideration

of the optimal non-inertial plan.38

We shall proceed directly to the case in which the natural rate evolves according to

(3.15). In this case, non-inertial plans are those in which each endogenous variable yt is a

time-invariant linear function of the current natural rate of interest,

yt = ys + fyr
n
t , (3.19)

where ys is the steady-state value of the variable under the optimal “simple” rule, and fy

indicates its response to fluctuations in the natural rate, as in (3.16). Substituting the

representation (3.19) for each of the variables y = π, x, r into (2.6) – (2.7), we find that

feasible non-inertial plans correspond to coefficients ys, fy that satisfy

(1 − β)πs = κxs, (3.20)

38This is closely related to the question of the optimal “simple” policy rule, considered by Levine (1991).
However, there the nature of optimal feedback to the instrument from endogenous variables is considered,
whereas we defer this question to section 4.2 below. Furthermore, there the choice of the optimal “simple”
rule is allowed to depend upon the state of the economy in the initial period.
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rs = πs, (3.21)

(1 − βρ)fπ = κfx, (3.22)

(1 − ρ)fx = −σ−1(fr − 1 − ρfπ). (3.23)

Among these plans, we seek the one that minimizes E[W ], the unconditional expectation

of (2.8), taking the unconditional expectation over the stationary distribution of possible

initial exogenous states rn
0 . We take this unconditional expectation so that our choice of the

optimal plan does not depend upon the state that the economy happens to be in at the time

that the commitment is made.39

Given our restriction to non-inertial plans, minimization of E[W ] is equivalent to min-

imization of E[L], the unconditional expectation of the period loss (2.9). Thus we seek to

minimize

E[L] = [πs2 + λx(x
s − x∗)2 + λr(r

s − r∗)2] + [f 2
π + λxf

2
x + λrf

2
r ]var(rn), (3.24)

subject to the linear constraints (3.20) – (3.23). Note that the first term in square brackets

in (3.24) involves only the steady-state values ys, while the second term involves only the

response coefficients fy; similarly, constraints (3.20) – (3.21) involve only the former coef-

ficients, while constraints (3.22) – (3.23) involve only the latter. Thus separate problems

define the optimal values of each of the two sets of coefficients.

The optimal non-inertial plan is easily seen to involve a steady state in which

rs = πs =
(1 − β)κ−1λxx

∗ + λrr
∗

1 + [(1 − β)κ−1]2λx + λr

,

39If instead we were to minimize W , conditioning upon the state of the economy at the time of choice as
in Levine (1991), the exact non-inertial plan that would be chosen would in general depend upon that state.
This is because the choice of how the variables should depend upon rn would be distorted by the desire to
obtain an initial (unexpected) inflation, without creating expectations of a similar rate of inflation on average
in the future; this could be done by exploiting the fact that rn

0 is known to have a value different from its
expected value in the future (which is near zero eventually). By instead defining the optimal non-inertial
policy as we do, we obtain a unique policy of this kind, and associated unique values for statistics such as
the variability of inflation under this policy. Also, under our definition, unlike Levine’s, the optimal “simple”
plan is certainty-equivalent, just like the fully optimal plan and the time-consistent optimizing plan. That
is, the optimal steady-state values ys are the same as for a certainty problem, while the optimal response
coefficients fy are independent of the variance of the disturbance process.
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with xs then given by (3.20). We observe that in the case that λr and/or r∗ are small enough,

the steady-state inflation rate satisfies

0 < πs < πtc.

It is slightly positive, as in the calculation of King and Wolman (1996), because (2.6) implies

a slightly upward-sloping long-run Phillips curve;40 but it is smaller than in the discretion

equilibrium, because (given β near one) the long-run Phillips curve is much steeper than the

short-run trade-off. This indicates that discretionary optimization gives rise to an “inflation

bias”, as in the analysis of Barro and Gordon (1983).41

Turning to the optimal non-inertial responses to disturbance, the first-order conditions

for optimal choice of the fy imply that

fr =
κ(1 − βρ)−1fπ + λxfx

[(1 − ρ)σ − ρκ(1 − βρ)−1]λr

. (3.25)

This condition along with (3.22) – (3.23) determines the optimal response coefficients. Note

that (3.25) reduces to (3.10) in the case that ρ = 0, so that the optimal non-inertial policy

coincides with the time-consistent policy in this case. However, in general the two solutions

do not coincide, and for large ρ they can be quite different (for example, response coefficients

may have opposite signs in the two cases).

40This is described by (3.20). The effect is quite small, not only because β is plausibly near one, making
the long-run Phillips curve steep, but because λx is small in a plausible utility-based welfare criterion. The
Calvo (1983) model of price-setting is criticized on this ground by McCallum and Nelson (1998), who feel
that a plausible model ought to satisfy Friedman’s (1968) “natural rate hypothesis”. The natural rate
property is restored in Yun’s (1996) version of the model, that assumes that prices increase at a constant
rate between the occasions upon which they are re-calculated, where the constant rate corresponds to the
economy’s long-run average rate of inflation. It is interesting to note, however, that even if one feels that
the violation of the natural rate hypothesis is reasonable, this provides no ground for preferring a positive
average rate of inflation. For, as is shown in the next section, the fully optimal policy implies a steady-state
inflation rate that is independent of x∗.

41Note that in the present model, a mere demonstration that πtc > 0 does not necessarily imply an
inflation bias in this sense, both because positive steady-state inflation raises the steady-state output gap in
this model, unlike that of Barro and Gordon, and because we allow for the possibility that r∗ > 0, which
also implies advantages to a positive average inflation rate.
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3.4 Interest-Rate Inertia under the Optimal Plan

The optimal plan corresponds to a bounded solution of the system of difference equations

(2.6), (2.7), and (3.2) – (3.4), consistent with the initial conditions (3.5). We begin, as

above, by computing the steady-state values of the endogenous variables implied by these

equations, by which we mean the constant values that would satisfy the difference equations

in all periods (setting aside for the moment the issue of the initial conditions). These steady-

state values are given by

ropt = πopt =
λr

λr + β
r∗, xopt =

1 − β

κ

λr

λr + β
r∗, (3.26)

and the associated steady-state Lagrange multipliers by42

φopt
1 =

βσλr

λr + β
r∗, φopt

2 =
1 − β

κ

(
λx

κ
− σ

)
λr

λr + β
r∗ − λx

κ
x∗.

Note that the optimal steady-state inflation rate is independent of x∗; this means that as

long as r∗ = 0, i.e., the optimal nominal interest rate is the one consistent with zero steady-

state inflation, the optimal steady-state inflation rate is zero, even when the associated

steady-state output level (the natural rate of output) is inefficient. This is true even though

a policymaker optimizing in the absence of commitment would wish to choose a positive

level of inflation (assuming x∗ > 0 and λr not too large) in order to increase output to a

more nearly efficient level; and it is true even though, in the present model (unlike that of

Barro and Gordon, 1983), there is a long-run Phillips curve trade-off. We obtain the same

conclusion if λr = 0, and in this case our results agree with those of King and Wolman (1998)

for a closely related model with overlapping two-period price commitments. If λr > 0 and

r∗ 6= 0, then πopt 6= 0 as well; but this is because of the desirability of a non-zero inflation

42Note that these values are linear in x∗ and r∗. Thus, as asserted in the previous section, if the values
x∗ and r∗ that measure the inefficiency of the zero-inflation steady state are only of order O(||ξ||), then the
steady-state values of the Lagrange multipliers are only of order O(||ξ||) as well. It then follows that in a
Taylor series expansion of the exact first-order conditions to characterize the optimal plan, terms of order
O(||ξ||2) in the structural equations of the model, which contribute terms of order O(||ξ||) to the partial
derivatives of the constraints with respect to the endogenous variables, contribute terms that are only of
order O(||ξ||2) to the first-order conditions. Hence equations (3.2) – (3.4) represent a first-order Taylor series
approximation to the exact conditions, and their solution represents a similar log-linear approximation to
the exact optimal plan.
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rate in order to allow the nominal interest rate to be nearer its optimal level (say, to reduce

the transactions costs associated with economizing on money holdings), and not because of

any optimal exploitation of the long-run Phillips curve tradeoff. The contrast between this

result and (3.9) indicates the desirability of a central bank’s being able to commit itself to

a policy that maintains zero average inflation (or at any rate, an average inflation rate that

differs from zero only because r∗ 6= 0), rather than simply acting in the public interest on a

period-by-period basis.

One may wonder, of course, about the significance of this “steady-state” solution, given

that the equations describing the optimal plan do not generally admit a solution that is

constant over time, even when rn
t is expected to equal zero at all dates. (This is because the

steady-state values of the multipliers are generally inconsistent with the initial conditions

(3.5). Only if both x∗ = 0 and r∗ = 0 do we obtain φopt
i = 0 for both i = 1, 2.) However,

in the case of interest to us here – the case in which a bounded optimal plan exists – the

optimal plan involves values of the endogenous variables that converge asymptotically to

the steady-state values, as discussed below. Hence commitment to an optimal plan, in the

case that r∗ = 0, means commitment to a rate of inflation that will eventually be zero on

average.43 A central bank that wished to behave as if it had committed itself to an optimal

plan at a date far in the past (as a way of forswearing the temptation to exploit the gains

from an unanticipated change in policy) therefore chooses a policy that resulted in zero

average inflation, as well.

We turn now to the question of the optimal response to shocks. It will again simplify our

equations if we rewrite them in terms of deviations from the steady-state values, defining

π̂t ≡ πt − πopt, and so on. The same system of five equations then applies to the hatted

variables, except that all constant terms are eliminated from the equations. Using (3.4) to

eliminate r̂t from (2.7), we are finally left with a system of four stochastic difference equations

in the four endogenous variables π̂t, x̂t, φ̂1t, and φ̂2t. The system can be written in vector

43In the case that λr = 0, the optimal inflation rate is eventually zero in all states, as is argued by King
and Wolman (1998). But that is not true here, if we allow a concern for reduction of the variability of
interest rates.
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form as [
Etzt+1

φt

]
=

[
A B
C D

] [
zt

φt−1

]
+

[
a
0

]
rn
t , (3.27)

where φt ≡ [φ̂1t φ̂2t]
′ is the vector of deviations of the values of the Lagrange multipliers, A

and a are the same matrix and column vector as in (3.11) above, and B,C, and D are other

2×2 matrices of coefficients. Here the bottom two equations are equations (3.3) and (3.2), in

that order, expressed as laws of motion for the Lagrange multipliers. The top two equations

are again (2.6) and (2.7), in that order, expressed as expectational difference equations for

inflation and the output gap. The first equation is substituted into the second to eliminate

Etπ̂t+1, and the third equation is similarly substituted into it to eliminate φ̂1t. The non-zero

elements of B (which occur only in the second row) result from this last substitution.

Given a bounded stochastic process for the exogenous disturbance rn
t , one can show using

the methods of Blanchard and Kahn (1980) that the system (3.27) has a unique bounded

solution if and only if the matrix

M ≡
[
A B
C D

]

has exactly two eigenvalues outside the unit circle, and two that are inside.44 (This is because

the state vector contains exactly two predetermined variables, the two elements of φt−1.) One

can show that the matrix M necessarily has two eigenvalues with modulus greater than β−1/2

and two with modulus smaller than this. This means that there are necessarily at least two

eigenvalues outside the unit circle, and so there is at most a single bounded solution. (This

is as we should expect, since any bounded solution would have to correspond to an optimal

plan.) The conditions required for there to be only two eigenvalues outside the unit circle,

so that a bounded solution does exist, seem likely to be satisfied for reasonable parameter

values,45 and since our Taylor series approximation methods can only validly be employed

in this case, we assume that they are satisfied.

44Here we neglect to discuss certain non-generic cases that can occur only for special parameter values.
45For example, they are satisfied by the “calibrated” parameter values used for the numerical computations

below.
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In this case, the unique bounded solution can be written in the form

zt = Gφt−1 −
∞∑

j=0

Ã−(j+1)aEtr
n
t+j , (3.28)

where G and Ã are 2×2 matrices. Furthermore, the eigenvalues of the matrix Ã are exactly

the two eigenvalues of M that lie outside the unit circle, so that the infinite sum converges

in the case of any bounded process for the natural rate. Substituting this solution for zt into

the last two equations of (3.27), we obtain a law of motion for the Lagrange multipliers of

the form

φt = Nφt−1 − C
∞∑

j=0

Ã−(j+1)aEtr
n
t+j , (3.29)

where N ≡ CG+D is a 2×2 matrix the eigenvalues of which are exactly the two eigenvalues

of M that lie inside the unit circle. This last property of the matrix N implies that (3.29)

defines a bounded stochastic process for the multipliers φt, given any bounded process for the

natural rate. Then (3.29) describes the evolution of the multipliers, given the initial condition

(3.5) and an exogenous process for the natural rate, while (3.28) describes the evolution of

the endogenous variables zt, given the evolution of the multipliers and an exogenous process

for the natural rate. Given this evolution of the variables zt and φt, the implied evolution of

the central bank’s instrument rt is easily derived, and can also be written in the form

r̂t = p′φt−1 − q′
∞∑

j=0

Ã−(j+1)aEtr
n
t+j . (3.30)

where q′ is the same vector of coefficients as in (3.18), and p′ is another vector of two

coefficients.46

Note that the second term on the right-hand side of (3.28) is of a similar form as (3.17),

and likewise for the second term on the right-hand side of (3.30) and (3.18). (The only

difference in these terms is the replacement of the matrix A by Ã.) The crucial qualitative

difference is the presence of the φt−1 terms as well in the case of the optimal plan. These terms

imply that the endogenous variables at date t – and in particular, the central bank’s setting

46It is easily seen from (3.4) that p′ must equal −(λrσ)−1 times the first row of the matrix N . In fact, q′

is the same multiple of the first row of C.
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of the interest rate at that date – should not depend solely upon current and forecasted future

values of the natural rate of interest. They should also depend upon the predetermined state

variables φt−1, which represent an additional source of inertia in optimal monetary policy,

independent of any inertia that may be present in the exogenous disturbance process rn
t .

The additional terms represent the way in which policy should deviate from what would be

judged optimal simply taking into account the current outlook for the economy, in order

to follow through upon commitments made at an earlier date. It is the desirability of the

central bank’s being able to credibly commit itself in this way that makes it desirable for

monetary policy to be somewhat inertial.

The extent to which these equations imply inertial behavior of the nominal interest rate

can be clarified by writing a law of motion for the interest rate that makes no reference to

the Lagrange multipliers. Let us assume again a state-space representation (3.12) – (3.13)

for the evolution of the natural rate. Equation (3.29) then takes the form

φt = Nφt−1 + nst, (3.31)

where the matrix of coefficients n is given by

n ≡ −C
∞∑

j=0

Ã−(j+1) ak′ T j.

The endogenous variable φ2t may be eliminated from the system of equations (3.31), yielding

an equation with instead two lags of φ1t. We may write this last equation as

det[I −NL]φ1t = n′
1st + (N12n

′
2 −N22n

′
1)st−1,

where L is the lag operator, and n′
i is the ith row of the matrix n. Then using (3.4) to

substitute out φ1t, we obtain the law of motion

Q(L)r̂t = R(L)st (3.32)

for the nominal interest rate, where

Q(L) ≡ det[I −NL], R(L) ≡ −(λrσ)−1[n′
1 + (N12n

′
2 −N22n

′
1)L]. (3.33)
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This should be compared with the simple result (3.13) in the case of the time-consistent

plan.

Equation (3.32) implies that under the optimal plan, there are intrinsic dynamics to the

evolution of the nominal interest rate, unrelated to any persistence in the fluctuations in the

exogenous states st. For example, in the case that rn
t is an exogenous white-noise process

(unforecastable at any prior date), (3.32) implies that rt should instead follow a second-order

autoregressive process. The degree of persistence of these intrinsic dynamics is determined

by the roots µi of the characteristic equation

Q(µ) = 0

associated with the autoregressive polynomial in (3.32). These roots are just the eigenvalues

of the matrix N , or the two eigenvalues of M that have a modulus less than one. The

implied degree of monetary policy inertia is greater the larger are these roots. These roots

are determined by factors independent of the dynamics of the exogenous disturbances. Thus

it may be optimal for nominal interest rates to exhibit a great deal of persistence, regardless

of the degree of persistence of the fluctuations in the natural rate.

3.5 A Simple Limiting Case

The extent to which the equations just derived imply behavior that might appear to involve

interest-rate “smoothing” can be clarified by considering a limiting case, in which a simple

closed-form solution may be obtained. This is the limiting case in which the value of the

parameter κ (the slope of the “short-run Phillips curve”) approaches zero. In this limit,

variations in output relative to potential cause no change in the level of real marginal cost,

and firms accordingly have no reason to change their prices at any time. Hence πt = 0 at all

times, regardless of monetary policy. We shall assume that the values of all other parameters

are unchanged.47

47This does not necessarily make sense, if the coefficients in the loss function (2.9) are intended to represent
an approximation to true social welfare, as suggested above, since in that case there is a theoretical relation
between λx and the various preference and technology parameters that also determine κ. But even in that
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In this limiting case, the κφ2t term in (3.3) can be neglected, so that it becomes possible

to solve for the variables xt, rt, and φ1t using only equations (2.7), (3.3), and (3.4).48 This

system of equations can again be written in the form (3.27), but now zt is simply the scalar

variable x̂t and φt is simply the scalar variable φ̂1t. As a consequence, A,B,C,D, and a are

all now scalars, given by

A = 1 + λx(λrσ
2)−1,

B = −(βλrσ
2)−1,

C = −λx,

D = β−1,

a = −σ−1.

The characteristic equation for M is then simply

µ2 − [1 + β−1 + λx(λrσ
2)−1]µ+ β−1 = 0. (3.34)

One observes that it necessarily has two real roots, satisfying

0 < µ1 < 1 < β−1 < µ2,

and that µ2 = (βµ1)
−1. Because exactly one root is inside the unit circle, the system of

equations (3.27) has a unique bounded solution. The solution is given by equations (3.28)

and (3.29), where now G,N, and Ã are scalars

G = (β−1 − µ1)λ
−1
x > 0,

N = µ1 > 0,

Ã = µ2 > 1.

case, we may view the present calculation as solving a mathematical problem that is closely similar in form,
even if not identical, to one that arises in an optimal monetary policy problem.

48The intuition for this reduction in the order of the system of equations is simple. We no longer need to
solve for πt, as we set this variable equal to zero. We no longer obtain a first-order condition corresponding
to (3.2) by differentiating the Lagrangian with respect to πt, because it is not possible to vary inflation.
Likewise, we no longer obtain a Lagrange multiplier φ2t corresponding to constraint (2.6), as this constraint
is already guaranteed to be satisfied once we have set πt equal to zero at all times.
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Since equation (3.29) now involves only φ̂1t, it is possible to use (3.4) to substitute r̂t for φ̂1t,

and thus directly obtain an equation for the optimal interest-rate dynamics,

r̂t = µ1r̂t−1 + λx(λrσ
2)−1

∞∑
j=0

µ
−(j+1)
2 Etr

n
t+j . (3.35)

This gives us a law of motion of the form (3.32), but in this limiting case, a representation

is possible in which Q(L) is only of first order, and R(L) is a constant (there are no lags at

all). In fact, one can easily show that (3.35) is a partial-adjustment equation of the form

(1.2), where the inertia coefficient θ = µ1, and the time-varying interest-rate “target” is

given by49

r̄t = ropt + (1 − µ−1
2 )

∞∑
j=0

µ−j
2 Etr

n
t+j . (3.36)

Thus the optimal interest-rate dynamics are described by partial adjustment toward a moving

average of current and expected future natural rates of interest.

In the case that the natural-rate dynamics are of the simple form (3.15), the target rate

is just a function of the current natural rate of interest, although (because of expected mean-

reversion of the natural rate in the future) it varies less than does the natural rate itself.

Specifically, we have

r̄t = ropt + krn
t , (3.37)

where k ≡ (µ2 − 1)/(µ2 − ρ), so that 0 < k < 1. If the fluctuations in the natural rate

are largely transitory, the elasticity k may be quite small, though it is any event necessarily

greater than 1 − β. If the fluctuations in the natural rate are nearly a random walk (ρ is

near one), the elasticity k instead approaches one. In this case, interest rates eventually

change by nearly as much as the (nearly permanent) change that has occurred in the natural

rate; but even in this case, the change in the level of nominal interest rates is delayed. As

a result, an innovation in the natural rate is followed by a series of interest rate changes in

the same direction, as in the characterizations of actual central-bank behavior by Rudebusch

and Goodhart.

49This representation is possible because (3.34) implies that λx(λrσ
2)−1 is equal to (1 − µ1)(µ2 − 1).
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While this partial-adjustment representation is only exactly correct in an unrealistic

limiting case, it provides considerable insight into the optimal interest-rate responses in

more realistic cases. This can be shown through numerical analysis of a case with κ > 0.

3.6 A Numerical Example

To consider what degree of interest-rate inertia might be optimal in practice, it is useful

to consider a numerical example, “calibrated” to match certain quantitative features of the

Rotemberg and Woodford (1997, 1998) analysis of optimal monetary policy for the U.S.

economy. The numerical values that we shall use are given in Table 1. The value of β must

be only slightly less than one, given observation of only a small positive average real rate of

return. The values for σ and κ represent the estimates of Rotemberg and Woodford, who find

that these values result in the best fit between the estimated impulse responses of inflation

and output to a monetary policy (identified using structural VAR methodology) and those

predicted by their model (which, insofar as the role of these two parameters is concerned, is

essentially the same as that considered here).

The assumed standard deviation of fluctuations in the natural rate follows from the

Rotemberg-Woodford estimates of the statistical properties of the residuals of their structural

equations.50 The value of this parameter has in any event no effect upon our conclusions

about the relative variability of different variables under alternative policies, since there is

only one kind of stochastic disturbance.51

More important are our assumptions about the serial correlation properties of the shocks.

We shall assume an AR(1) process as in (3.15), as a result of which we need only calibrate

50Specifically, this number represents their estimate of the standard deviation of Et−2r
n
t , where rn

t is
defined as in (3.13). This is because their structural equations coincide with those of the simpler model used
here only when conditioned upon information available two quarters earlier. Because of the two-period lag
assumed in the effects of monetary policy upon output and inflation in their variant model, Et−2r

n
t is the

exogenous disturbance process in their model that plays the role most analogous to that of the “natural rate
of interest” in the present model.

51However, our assumption about the variability of the natural rate plays an important role in justifying
our assumed value for λr. The value assumed here implies that the standard deviation of the natural rate
is roughly the same size as its mean. Hence it is frequently negative, meaning that in a zero-inflation
environment the zero bound on nominal interest rates would prevent short rates from perfectly tracking the
natural rate of interest.
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a single parameter ρ. The value of most interest here is unclear, since in reality there are

probably different types of disturbances, with differing degrees of persistence.52 We shall

accordingly compare our results under different assumed values for ρ. Our baseline value

of ρ = .35, however, is chosen so as to imply, in the simpler model used here, a degree

of concern for reduction of interest-rate variability similar to that obtained by Rotemberg

and Woodford in their estimated model. We have sought a value for ρ such that optimal

monetary policy (i) involves a similar degree of interest-rate variability as in their numerical

results, and (ii) implies a similar shadow value of relaxation of the interest-rate variability

constraint (2.11). The value ρ = .35 is reasonably satisfactory on both grounds.53 Below,

however, we also report numerical results for the values ρ = 0 and ρ = .9. These values are

chosen to illustrate how our conclusions depend upon the assumed degree of serial correlation

of the shocks.

The coefficient λx is the theoretical relative weight on output gap variability obtained

by Taylor series expansion of the expected utility of the representative household, evaluated

using the structural parameters of their model; it corresponds to a coefficient from a similar

Taylor series expansion reported in the Rotemberg-Woodford welfare analysis. And finally,

λr is the Lagrange multiplier associated with interest-rate variability, if we seek to minimize

the expected discounted sum of welfare losses (2.10) subject to the constraint (2.11), as

discussed in section 2.54 We impose this constraint assuming the value of K = 1.44 as

discussed above, and assuming the values given in Table 1 for the other parameters. Hence,

in our baseline case (ρ = .35), the policy that minimizes our welfare criterion E[W ] also

52The shock process estimated by Rotemberg and Woodford has two innovations per period and compli-
cated dynamics. See Appendix 2 of their NBER working paper.

53As shown in Table 2, this value implies that under the optimal policy, V [r] = 1.921, whereas Rotemberg
and Woodford obtain var(r) = 1.928 for their optimal policy. (The measure of interest-rate variability V [r]
used in this paper is defined below in (3.38).) A slightly higher value of ρ, but in any event well below .4,
would match this precisely. At the same time, this value implies a shadow value (in terms of increasing
E[W̃ ]) of increased interest-rate variability V [r] equal to .236, as reported in Table 1. This compares with
the value .224 reported by Rotemberg and Woodford. A slightly lower value of ρ, but in any event well above
.3, would match this precisely.

54To be precise, this measures the marginal increase in E[L̃] that is possible per unit marginal increase
in V [r], the variability measure defined below in (3.38). The unconditional expectation that is taken of the
loss measure is the same as that discussed below for the statistic E[W ] reported in Table 2.
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minimizes the expected discounted sum of (2.10), our quadratic approximation to the utility

of the representative household, subject to the constraint implied by the zero bound on

nominal interest rates. We could similarly calibrate the parameters x∗ and r∗, but as these

do not matter for the optimal responses to shocks, we omit discussion of them.

For the parameter values in Table 1, the matrix N is given by

N =

[
.4611 .0007

−.7743 .6538

]
,

and its eigenvalues are found to be approximately .65 and .46. Both of these are substantial

positive quantities, suggesting that once interest rates are perturbed in response to some

shock, it should take several quarters for them to be restored to nearly their normal level,

even if the shock is completely transitory.

Figure 1 illustrates this by showing the optimal response of the short-term nominal

interest rate to a purely transitory increase in the natural rate of interest. This might be

due either to a temporary increase in the autonomous component of spending, Ĝt, or to a

temporary decrease in the natural rate of output due to an adverse “supply shock”. Either

type of shock would imply a temporary increase in the equilibrium real rate of interest in a

flexible-price model, and, in our model with sticky prices, will increase both the output gap

and inflation,55 in the absence of an offsetting adjustment of monetary policy.

To be precise, the Figure displays the impulse response of r̂t+j , for j = 0 through 10,

to a unit positive innovation in εt, where the law of motion for the natural rate is given by

(3.15) with autocorrelation coefficient ρ = 0. The shock in question unexpectedly raises the

natural rate rn
t by one percentage point, but the natural rate is expected to return to its

normal level by the next quarter, as shown by the dashed impulse response. The disturbance

to the nominal interest rate is equally transitory under the optimal non-inertial plan, also

shown in the figure by a dash-dotted line, though the amplitude of the nominal interest rate

increase would be smaller than the increase in the natural rate, in order to reduce interest-

rate variability at the price of some increase in inflation and output gap variability. The

55Note that an adverse supply shock lowers output, but increases the output gap, as sticky prices prevent
output from falling as much as it would in the case of fully flexible prices.
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impulse response under an optimal policy is instead given by the solid line. Nominal interest

rates rise immediately, but by only a fraction of the increase in the natural rate (about 24

basis points). However, the optimal path of nominal interest rates involves a more persistent

increase than in the case of the natural rate. While the natural rate is perturbed only in

the quarter of the shock, the central bank keeps nominal interest rates 11 basis points above

their normal level in the following quarter, and still 5 basis points above normal even two

quarters later.

The associated effects of the shock upon inflation and the output gap are shown by the

solid impulse responses in Figure 2, which also reproduces the impulse response of the nom-

inal interest rate in the third panel.56 In the quarter of the shock, the failure of interest

rates to rise as much as the increase in the natural rate results in a temporarily negative

“interest-rate gap”, but by the next quarter the interest-rate gap has become positive (inter-

est rates higher than the natural rate), owing to the inertia in central bank policy. The fact

that a negative interest-rate gap is allowed to develop in the quarter of the shock results in a

temporary positive output gap; but in the next quarter and after, the positive (current and

expected future) interest-rate gaps result in negative output gaps. The resulting response of

inflation involves only a very small increase in the quarter of the shock, and then a sharper

decrease in the inflation rate after the positive interest-rate gap develops. In the quarter of

the shock, the inflationary effect of the positive output gap is offset by the disinflationary

effect of the anticipation of negative output gaps in the later quarters. It is this effect of the

private sector’s anticipation of inertial monetary policy that accounts for the desirability of

such inertia – for it allows the central bank to offset the inflationary impact of the shock

without having to raise nominal interest rates by nearly as much as the increase in the nat-

ural rate, as it would have to in order to prevent increased inflation in the quarter of the

shock through an interest-rate increase that is expected to be no more persistent than the

shock.

56Here the inflation rate and nominal interest rate are reported as annualized percentage rates; thus the
responses plotted are actually for 4π̂t and 4r̂t.
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To further clarify the advantages of interest-rate inertia, Figure 2 also plots the impulse

responses associated with the optimal non-inertial policy, assuming the same parameter

values. (These impulse responses are plotted as dash-dotted lines in each panel.) Note that

the responses of all variables to the shock are purely transitory under the non-inertial plan,

as they would be under the time-consistent plan. (Note that the optimal non-inertial plan

coincides with the time-consistent plan, in the case that ρ = 0.) The shock would result in a

much larger increase in inflation in the quarter of the shock than occurs under the optimal

policy, even though the central bank also raises nominal interest rates more sharply under

this plan. This shows the cost to the central bank of not being able to commit itself to an

inertial policy. The initial positive output gap is larger under the non-inertial plan as well.

Of course, the non-inertial plan has the advantage that the disturbances to inflation, the

output gap, and the nominal interest rate are purely transitory. Still, the overall variability

of inflation is lower under the optimal plan than under the non-inertial one; for even though

inflation falls below its normal level in the quarter following the shock, under the optimal

plan, the decline in this quarter under the optimal plan is not as large as the increase in

inflation during the quarter of the shock under the time-consistent plan.

Statistics regarding the variability of the various series under the two plans are reported

in the first panel of Table 2. Here independent drawings from the same distribution of shocks

εt are assumed to occur each period,57 and infinite-horizon stochastic equilibria are computed

under each policy. The measure of variability reported for each variable zt is

V [z] ≡ E[E0{(1 − β)
∞∑
t=0

βtẑ2
t }], (3.38)

where the outer (unconditional) expectation is over possible initial states of the economy rn
0

at the time that policy is chosen, computed using the stationary distribution associated with

the exogenous process (3.15) for the natural rate. The unconditional expectation allows us a

measure that is independent of the economy’s initial state. Except for the discounting, E[z]

57The assumed variance of the shocks εt is chosen so as to imply a standard deviation for the natural
rate of interest of the size indicated in Table 1. This is irrelevant, of course, for the comparisons of relative
variances between the two regimes, or comparison of the relative size of expected losses E[W ].
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corresponds to the unconditional variance of zt, and in the case of non-inertial plans, it is

equal to the unconditional variance even though β < 1. In the case of the optimal plan, the

discounted measure is of greater interest, because our loss measure E[W ] is in that case just

a weighted sum of the previous three columns.

Here E[W ] is again the unconditional expectation of (2.8), integrating over the stationary

distribution for the initial state rn
0 . Since the optimal plan minimizes W regardless of the

initial state rn
0 , it minimizes E[W ] among all possible plans consistent with the structural

equations. The optimal non-inertial plan also minimizes E[W ] among all non-inertial plans;

thus there is a necessary ranking of this loss measure, among the three plans for which

statistics are reported for each value of ρ. The values reported in Table 2 are computed for

the case in which x∗ = r∗ = 0, so that the steady-state values of the variables are the same

under all three plans. Thus the reported statistic E[W ] refers only to losses associated with

the economy’s response to transitory shocks under each of the three policies. Alternatively,

the final column reports the amount by which E[W ] exceeds the steady-state value (the

value of W achieved if rn
t = 0 with certainty forever). This is the statistic of interest if

one wants to compare fully optimal policy under commitment to a regime of discretionary

optimization (for example) in which the values of x∗ and r∗ have been adjusted to make the

steady state under discretion coincide with the optimal steady state. (Were we not to make

this assumption, the welfare losses associated with time-consistent and optimal non-inertial

policies would exceed those associated with the optimal policy by an extent even larger than

is indicated in Table 2, owing to the distortions of the steady state discussed above.)

One observes that the variability of inflation is nearly 75 percent larger under the time-

consistent policy, or the optimal non-inertial policy, than under the optimal policy, while

the variance of the nominal interest rate is more than twice as large. (The variance of the

output gap is more than a third larger as well, although, since the variability of this variable

has only a small weight in our assumed loss function, the optimal policy is not primarily

chosen with a view to stabilization of the output gap.) Hence the loss measure E[W ] is 60

percent higher under the time-consistent or non-inertial policy.
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Figures 3 and 4 present the corresponding impulse response functions in the case of a

natural rate process that exhibits positive serial correlation, specifically, our baseline case

described by (3.15) with an autoregressive parameter ρ = .35. In this case the advantages of

optimal policy over the time-consistent plan are more pronounced, though commitment to an

optimal non-inertial policy can also do somewhat better in this case than the discretionary

outcome. Again one observes that under an optimal policy regime, the nominal interest rate

does not at first rise as much as the increase in the natural rate; then, as the natural rate

declines back toward its normal level, the central bank continues to keep nominal interest

rates high for a time, so that they return to normal more slowly than does the natural rate.

Thus optimal policy results in a negative interest-rate gap at first, followed by a positive

interest-rate gap later. Again, this is associated with an initial positive output gap, followed

by a smaller negative output gap a few quarters later, and a very small initial increase in

inflation, followed by a subsequent decrease in inflation to a level lower than its steady-state

level.

And once again, this pattern results in lower overall variability of inflation, the output

gap, and of the nominal interest rate, than one would obtain under the time-consistent

optimizing policy. In fact, the relative advantage of the optimal policy is even greater in this

case: the variance of inflation is nearly four times as large under the time-consistent plan,

and the variances of both the output gap and the nominal interest rate are more than twice

as large. The result is that the central bank’s loss function is two-and-a-third times as large

under the time-consistent policy.

The picture is somewhat different if the central bank commits itself to an optimal non-

inertial policy. In this case, it should commit itself to raise interest rates more in response

to an increase in the natural rate than occurs under the time-consistent plan; the result

is that the responses of the interest-rate gap, inflation, and the output gap are all smaller

in amplitude by a factor of about two-thirds. The result is substantially less variability of

inflation and the output gap, but even more variability of interest rates, achieving a small,

but rather modest, reduction in E[W ]. The optimal plan is still significantly better in terms
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of both inflation variability and interest-rate variability (though output gap variability, which

matters relatively little for welfare under our parameter values, is slightly higher), and the

overall loss measure E[W ] is still more than twice as large under the non-inertial policy. These

comparisons clearly show the advantages, from the point of view of improved stabilization,

not only of the central bank’s being able to commit itself, but of its committing itself to an

inertial policy.

Finally, Figures 5 and 6 present the corresponding impulse response functions in the case

of an even more persistent natural rate process, with ρ = .9. In the case of these very per-

sistent fluctuations in the natural rate of interest, time-consistent optimizing behavior does

extremely poorly at stabilizing the central bank’s goal variables. The variance of inflation is

a thousand times as large as under the optimal plan, and the variance of the interest rate is

over 60 times as large; as a result, the expected value of the loss criterion is more than 230

times as large.58

The dramatic failure of discretionary optimization in this case occurs because, for these

parameter values, the time-consistent optimizing response actually involves an interest-rate

increase that is larger than the increase in the natural rate, despite the positive weight λr in

the central bank’s loss function. This occurs because of a “discretion trap” similar to the one

analyzed by Barro and Gordon (1983), despite the fact that it involves no incorrect target

level of output or bias in the average rate of inflation. When an inflationary real disturbance

occurs, the expectation that the central bank will allow high inflation in subsequent quarters

(while the natural rate of interest continues to be high) creates a situation in which the

central bank feels compelled to choose high inflation in the present; given the inflationary

expectations, the only policy that could achieve lower inflation would involve an unacceptably

large increase in interest rates. But the expectation that the central bank will behave this

way results in an equilibrium in which the central bank must accept very high (nominal)

58Given the highly volatile behavior of the endogenous variables under this solution, one may doubt the
accuracy of our linear-quadratic approximations. Still, the qualitative conclusion is surely correct; for if
there were a solution with low inflation and interest-rate volatility, then our approximate methods would
accurately describe it.
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interest rates, as a result of the persistent high inflation.

Interestingly, in the case of a shock as persistent as this, the optimal plan does not involve

nominal interest rates that ever rise to the same degree as does the natural rate. However,

the optimal response does again involve deflation after the initial quarter, brought about by

a negative output gap that is expected to be maintained from late in the first year onward.

This low level of output is achieved because short-term real interest rates are high (rising by

70 basis points during the first year after the shock). Real interest rates are high, of course,

because expected inflation is low, rather than because nominal interest rates are high (by

comparison with what happens under the time-consistent plan). This illustrates that it is

not simply the path of nominal interest rates alone that distinguishes optimal policy, a topic

to which we return in the next section.

The instability here of the time-consistent plan is mainly an indication that discretionary

optimization is severely suboptimal, rather than an indication that a non-inertial plan must

be extremely unstable. Indeed, the optimal non-inertial plan is not too much worse than the

fully optimal plan, and is worse only insofar as it involves higher interest-rate volatility. As

Figure 6 shows, the optimal non-inertial plan involves a commitment to lower inflation and

a negative output gap when the natural rate is above average, results that are achieved by

raising real interest rates by even more than the increase in the natural rate. Such a response,

however, cannot be achieved endogenously by a non-inertial “Taylor rule” that raises nominal

interest rates only insofar as either inflation or the output gap increase. The “Taylor rule”

would have to be augmented by a term that is increasing in the current natural rate of

interest, with a coefficient greater than one. Hence achievement of these stabilization gains

through commitment to a non-inertial policy rule would depend critically upon accurate

observation of the current exogenous shock. But as we show below, the optimal plan can be

implemented by an inertial feedback rule that requires no feedback at all from the exogenous

shock, and this may be another important advantage of inertial policy.

Visual inspection of the optimal impulse responses in Figures 1, 3 and 5 suggests that

“partial adjustment” of the nominal adjustment toward a level determined by the current
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natural rate of interest, just as in the limiting case analyzed above, gives a reasonable

approximate account of optimal interest-rate dynamics. The reason for this is not hard to

see from our previous analysis. Note that the element N12 of the matrix N is quite small; it

is three orders of magnitude smaller than the other elements of the matrix. Hence one would

not obtain too poor an approximation to the optimal interest-rate dynamics by setting N12

equal to zero in expression (3.32). But in that case, Q(L) and R(L) reduce to

Q(L) = (1 −N11L)(1 −N22L),

R(L) = −(λrσ)−1n′
1(1 −N22L),

as a result of which (3.32) is equivalent to

r̂t = N11r̂t−1 − (λrσ)−1n′
1st. (3.39)

This implies partial adjustment of the interest rate, as in equation (1.2), toward a time-

varying “target” interest rate equal to

r̄t = ropt − [(1 −N11)λrσ]−1n′
1st, (3.40)

with an inertia coefficient of θ = N11. In the case that the natural rate evolves according

to (3.15), this time-varying target rate is again described by an equation of the form (3.37).

In our numerical example, in the case that ρ = 0, the target rate (neglecting the constant

term) is given by r̄t = .44rn
t , while in the case that ρ = .35, the elasticity is instead k = .52,

and when ρ = .9, k = .75. In each case, the inertia coefficient is equal to θ = .46, indicating

that interest rates should be adjusted only about half of the way toward the current target

level (implied by the natural rate) within the quarter.

4 Advantages of a Central Bank Preference for Smooth-

ing

We turn now to the question of how the optimal responses to shocks, derived in the previous

section, are to be brought about in practice. There are various ways in which this question
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of implementation might be approached. Perhaps the most straightforward is the design of a

policy rule to which the central bank may commit itself; this approach is treated in the next

section. But another approach is to conceive the choice of monetary policy as a delegation

problem. That is, one asks what sort of central banker (or monetary policy committee)

should be appointed, taking it as given that the central banker will seek to maximize the

good as he or she personally conceives it; or one asks what goal the central bank should be

charged with, understanding that the details of the pursuit of the goal on a day-to-day basis

should then be left to the bank. This sort of question is of considerable practical relevance,

especially since the central banks that are currently most explicit about their commitment

to systematic monetary policy (such as the “inflation targeting” central banks (Svensson

(1999)), generally make commitments about goals rather than the details of their operating

procedures.

The optimal delegation question becomes non-trivial if one assumes, as is common in

this literature, that the central bank will pursue its goal in a discretionary fashion, rather

than committing itself to an optimal plan, so that the outcome for the economy will be

the time-consistent plan associated with that goal.59 In this case, the optimal goal with

which to charge the central bank need not correspond to the true social welfare function;

inefficient (discretionary) pursuit of a distorted objective may produce a better outcome,

from the standpoint of the true social objective, than inefficient pursuit of the true objective

itself.60 For example, Rogoff (1985) famously argues that appointment of a central banker

who assigns a greater relative weight to inflation stabilization than does the true social

welfare function may actually better serve social welfare, as an appropriate degree of bias

can help to offset the inflationary bias due to discretion.61 Svensson (1996) similarly argues

59It is, however, sometimes disputed whether actual central bankers are as little capable of choosing to
commit themselves as such models assume; see, e.g., McCallum (1999, sec. 2).

60This somewhat paradoxical conclusion is familiar in the theory of delegation more generally. See, e.g.,
Persson and Tabellini (1994).

61Walsh’s (1995) contracting solution to the problem of inflation bias under discretion also amounts to
arranging for the central banker to pursue an objective other than social welfare. In that formulation, the
state-contingent payments to the central banker serve to modify the bank’s objective function in the desired
direction. Here we shall speak of choosing the central bank’s objective, without specifying how this is to
be done. It might be through a contract, through screening of the personalities of central bankers before
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that a central bank with a price level target, rather than an inflation target, may better

serve to stabilize inflation in response to shocks, owing to the bias resulting from discretion

in the central bank’s response to shocks.62

We have shown above that in the case of the policy problem considered here, discre-

tionary pursuit of the true social objective (2.8) similarly results in a sub-optimal response

to fluctuations in the natural rate of interest. In particular, we have shown that it results

in interest-rate responses that are insufficiently inertial. This raises the question whether it

would not be better for a central bank that is expected to act under discretion to pursue

an alternative objective, one that includes an interest-rate smoothing objective in the sense

discussed in the introduction. Note that actual central banks are often described as pursuing

interest-rate smoothing as one goal among several, though we argued above that such a goal

had no place in the true social welfare function described by (2.8) – (2.9). In fact, such an

attitude on the part of central bankers may not be something one should try to correct, if

one expects them to pursue their goals in a discretionary fashion.

4.1 Time-Consistent Equilibrium with a Smoothing Objective

We now consider the consequences of delegating the conduct of monetary policy to a central

banker that is expected to seek to minimize the expected value of a criterion of the form

(2.8), where however (2.9) is replaced by a function of the form

Lcb
t = π2

t + λ̂x(xt − x̂∗)2 + λ̂r(rt − r̂∗)2 + λ∆(rt − rt−1)
2. (4.1)

Here we allow the weights λ̂x, λ̂r to differ from the weights λx, λr associated with the true

social loss function, and similarly allow the targets x̂∗, r̂∗ to differ from x∗ and r∗. We also

allow for the existence of a term that penalizes interest-rate changes, not present in the true

social loss function (2.9).

The time-consistent optimizing plan associated with such a loss function can be derived

appointment, or by teaching central bankers that the pursuit of certain objectives rather than others is in
the general good.

62Kiley (1998) addresses the same issue in the context of a model closely related to the one used here.
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using familiar methods, expounded for example in Soderlind (1998). The problem is more

complicated than the one considered earlier, because the presence of a term involving the

lagged interest rate in the period loss function (4.1) means that even in a Markovian equi-

librium, outcomes will depend upon the lagged interest rate. This in turn means that the

central bank’s expectations at date t about equilibrium in periods t + 1 and later are not

independent of its choice of rt. However, in such an equilibrium, the central bank’s value

function in period t is given by a function V (rt−1; r
n
t ), which function is time-invariant.

(Here we simplify by assuming that the natural rate of interest is itself a Markovian process,

with law of motion (3.15), though we could easily generalize our results to allow for more

complicated linear state-space models.)

Standard dynamic programming reasoning implies that the value function must satisfy

the Bellman equation63

V (rt−1; r
n
t ) = min

(rt,πt,xt)
Et

{
1

2
[π2

t + λ̂x(xt − x̂∗)2 + λ̂r(rt − r̂∗)2 + λ∆(rt − rt−1)
2]

+βV (rt; r
n
t+1)

}
, (4.2)

where the minimization is subject to the constraints

πt = κxt + βEt[π(rt; r
n
t+1)],

xt = Et[x(rt; r
n
t+1) − σ−1(rt − rn

t − π(rt; r
n
t+1))].

Here the functions π(rt; r
n
t+1), x(rt; r

n
t+1) describe the equilibrium that the central bank ex-

pects to result in period t+1, conditional upon the exogenous state rn
t+1. This represents the

consequence of discretionary action at that date and later, that the current central banker re-

gards him or herself as unable to change. Similarly, V (rt; r
n
t+1) represents the value expected

for the central bank’s objective as of date t + 1, in the discretionary equilibrium described

by those functions.

Discretionary optimization by the central bank at date t is then defined by the minimiza-

tion problem on the right-hand side of (4.2). The solution to this problem, for any given

63Multiplication of the central bank’s loss function by a factor 1/2 here eliminates a factor of 2 from
subsequent expressions such as (4.6), and is purely a normalization of the value function.
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current state (rt−1; r
n
t ), defines a set of functions r(rt−1; r

n
t ), π(rt−1; r

n
t ), x(rt−1; r

n
t ), indicating

the optimal values of rt, πt, and xt, and a function V (rt−1; r
n
t ) indicating the minimized value

of the right-hand side of the equation. Consistency of the central bank’s expectations then

requires that the functions V , π, x used to define this minimization problem are identical to

the functions obtained as its solution.

We shall furthermore restrict attention to solutions of the Bellman equation in which the

value function is a quadratic function of its arguments, and the solution functions for r, π,

and x are each linear functions of their arguments. The solution functions can accordingly

be written

r(rt−1; r
n
t ) = r0 + rrrt−1 + rnr

n
t , (4.3)

π(rt−1; r
n
t ) = π0 + πrrt−1 + πnr

n
t , (4.4)

x(rt−1; r
n
t ) = x0 + xrrt−1 + xnr

n
t , (4.5)

where r0, rr, rn, and so on are constant coefficients to be determined by solving a fixed-point

problem. The first-order conditions for the optimization problem in (4.2) involve the partial

derivative of the value function with respect to the lagged interest rate. This too must be a

linear function of its arguments. In fact, differentiation of (4.2) using the envelope theorem

implies that when the value function is defined, the partial derivative with respect to its first

argument must satisfy

V1(rt−1; r
n
t ) = λ∆[rt−1 − r(rt−1; r

n
t )]. (4.6)

Thus linearity of the solution function r guarantees the linearity of this function as well.

We turn now to the fixed-point problem for the constant coefficients in the solution

functions. First of all, substitution of the assumed linear solution functions into the two

constraints following (4.2), and using

Etr
n
t+1 = ρrn

t , (4.7)

allows us to solve for xt and πt as linear functions of rt and rn
t . (Let the coefficients on

rt in the solutions for xt and πt be denoted Xr and Πr respectively. These coefficients are
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themselves linear combinations of the coefficients xr and Πr introduced in (4.4) – (4.5).)

Requiring the solution functions defined in (4.3) – (4.5) to satisfy these linear restrictions

yields a set of six nonlinear restrictions upon the coefficients x0, xr, xn and so on.64

Substituting these solutions for xt and πt into the right-hand side of (4.2), the expression

inside the minimization operator can be written as a function of rt and rn
t . This expression

is quadratic in rt, and so it achieves a minimum if and only if it is convex, in which case

the optimum is characterized by the first-order condition obtained from differentiation with

respect to rt. Because the function is quadratic, it is globally convex if and only if the second-

order condition is satisfied; thus a solution satisfying the first- and second-order conditions

is both necessary and sufficient for optimality.

Substituting (4.6) for the derivative of the value function, the first-order condition may

be written as

Πrπt + λ̂xXr(xt − x̂∗) + λ̂r(rt − r̂∗) + λ∆(rt − rt−1) + βλ∆(rt − Etrt+1) = 0. (4.8)

Substituting into this the above solutions for πt and xt as functions of rt and rn
t , and the

assumed solution (4.3) for rt+1 as a function of rt and rn
t , we see that the second-order

condition may be written as

Ω ≡ Π2
r + λ̂xX

2
r + λ̂r + λ∆ + βλ∆(1 − rr) ≥ 0. (4.9)

Now requiring that the solutions defined in (4.3) – (4.5) always satisfy the linear equation

(4.8) gives us another set of three nonlinear restrictions on the constant coefficients of the

solution functions. We thus have a set of nine nonlinear equations to solve for the nine

coefficients of equations (4.3) – (4.5). A set of coefficients satisfying these equations, and

also satisfying the inequality (4.9), represent a linear Markov equilibrium for the central

bank objective (4.1).

We shall as usual be interested solely in the case of a stationary equilibrium, so that

fluctuations in rt, πt and xt are bounded if the fluctuations in rn
t are bounded. (As before, this

64The restrictions are nonlinear because the coefficients Xr and so on are themselves functions of the
coefficients xr and so on.
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is the case in which our linear-quadratic approximations are justifiable in terms of a Taylor

series approximation to the exact conditions associated with private-sector optimization, in

the case of small enough exogenous disturbances.) Given (4.3) – (4.5) and the assumption

of stationary fluctuations in rn
t , it is clear that πt and xt will be stationary processes as long

as rt is. It is also obvious that rt will be stationary (bounded) if and only if

|rr| < 1. (4.10)

Thus we are interested in solutions to the nine nonlinear equations that satisfy both inequal-

ities (4.9) and (4.10).

In the case that λ̂x, λ̂r, λ∆ ≥ 0, it will be observed that (4.10) implies condition (4.9),

so that we need not concern ourselves with the convexity issue in that case. However, non-

negativity of these weights in the central-bank objective is not necessary for convexity of the

central bank’s optimization problem, and it is of some interest to consider delegation to a

central banker with a negative weight on some term. In particular, we shall see that there are

advantages to delegation to a central banker with λ̂r < 0, while λ∆ > 0: the central banker

dislikes large interest-rate changes of either sign, but actually prefers for interest rates to

deviate farther from their “target” level r̂∗ (which in such a case is hardly a target!). Such

preferences need not result in a violation of convexity, though the negative λ̂r term itself

makes it harder for (4.9) to be satisfied. As long as positive weights are placed on inflation

and output variability in the central bank loss function, the effects of current interest-rate

decisions on current inflation and output tend to make the central bank’s criterion function

convex in rt. If in addition λ∆ > 0, convexity is increased, both because of the direct effect

of the current interest-rate level upon the current interest-rate change, and because of the

effect of the current interest-rate decision upon expected future inflation and output. In this

case, four out of five terms on the left-hand side of (4.9) are necessarily positive, and the

condition will be satisfied as long as these terms together outweigh the negative λ̂r term.65

65Note that the conditions required for convexity of the bank’s objective at date t, when it takes as given
equilibrium outcomes from date t + 1 onward, are much weaker than the conditions that would be required
for convexity of its objective if it viewed itself as being able to commit itself at date t to any state-contingent
plan from that date onward that was consistent with the structural equations (2.6) – (2.7).
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We turn now to the question of what loss function the central bank should be assigned to

minimize, if it is assumed that a time-consistent plan of this sort will be pursued. As above,

we begin by considering the steady state associated with such an equilibrium. It is no longer

possible, as above, to give a closed-form solution for the steady-state inflation rate without

solving for the equilibrium responses to shocks. Nonetheless, it is clear that the parameters

x̂∗, r̂∗ affect only the steady state, and not the character of the deviations from the steady

state resulting from fluctuations in the natural rate. Furthermore, these two parameters of

central bank preferences give us more than enough degrees of freedom to bring about the

desired steady state, whatever values we may choose for λ̂x, λ̂r, and λ∆. For there is only a

one-parameter family of possible steady-state values of π, x, r consistent with the structural

equations (2.6) – (2.7), regardless of monetary policy. We thus only need to vary one policy

parameter in order to make the equilibrium steady state coincide with the optimal one. For

example, we may stipulate that r̂∗ = r∗, the target value in the true social welfare function,

and simply adjust x̂∗ to eliminate any bias in the steady-state inflation rate resulting from

discretion.66

Accordingly, we may determine the desired values of the weights λ̂x, λ̂r, and λ∆ simply

with regard to achieving desirable equilibrium responses to shocks, taking it as given that

the steady state is the optimal one described in (3.26). Then, whatever our choices for

the weights, we can choose target values x̂∗, r̂∗ that make the time-consistent steady state

coincide with the optimal one.

As a simple example, suppose that x∗ > 0, while r∗ = 0. Then as shown earlier, the

optimal steady state involves πopt = xopt = ropt = 0. But this is the steady state consistent

with equilibrium conditions (2.6), (2.7) and (4.8) as long as

λ̂xXrx̂
∗ + λ̂rr̂

∗ = 0.

A sufficient condition for this (though not necessary) would be to choose x̂∗ = r̂∗ = 0. Thus,

as in the proposal of Blinder (1998, chap. 2), the average inflation bias is eliminated by

66Because the present specification already has more degrees of freedom than are needed, we have not
bothered to consider a target inflation rate different from zero in (4.1).
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choosing a central banker whose goal is to stabilize output around the natural rate (i.e., for

whom x̂∗ = 0), even though the true social welfare function is one with x∗ > 0.67

We turn now to the consequences of the weights in the central-bank loss function (4.1)

for the equilibrium responses to shocks. As conjectured above, we find that setting λ∆ > 0

results in inertial interest-rate responses to fluctuations in the natural rate. If we take

the partial derivative of the left-hand side of (4.8) with respect to rt−1, using the solution

functions to express all terms as functions of rt−1 and rn
t , we obtain a coefficient equal to

Ωrr − λ∆, where Ω is defined in (4.9). The first-order condition (4.8) thus implies that

Ωrr = λ∆

in any solution. Then if λ∆ > 0, both Ω and rr must be non-zero, and of the same sign. The

second-order condition (4.9) then implies that in any equilibrium, both quantities must be

positive. Combining this result with (4.10), we conclude that in any stationary equilibrium,

0 < rr < 1. (4.11)

Given this, the law of motion (4.3) for the nominal interest rate implies partial adjustment

toward a time-varying target that is a linear function of the current natural rate of interest.

Since this is at least a rough characterization of a way in which the optimal responses to

shocks differ from the time-consistent responses when the central bank seeks to minimize true

social losses, it is plausible that delegating monetary policy to a central banker who believes

it is better to reduce the variability of interest-rate changes can improve social welfare.

One may wonder whether it is possible to choose the weights in the central bank’s loss

function so as to completely eliminate the distortions associated with discretion, and achieve

the same responses as under an optimal commitment. It should be immediately apparent

that it is not in general possible to achieve this outcome exactly. For we have shown above

67Of course, as in Rogoff (1985), one might alternatively keep x̂∗ equal to the target value x∗ in the true
social welfare function, and instead seek to mitigate the inflation bias by adjusting the value of λ̂x. The
inflation bias could be completely eliminated by setting λ̂x = 0. However, the value of λ̂x also affects the
equilibrium responses to shocks, and such distortion of the weight put on output gap stabilization may have
undesirable consequences for that reason. Indeed, Rogoff argues that it is not desirable to adjust λ̂x to the
point that the inflation bias is fully eliminated, exactly because of this tension.
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that the optimal interest-rate dynamics have a representation of the form (3.32), where Q(L)

is of second order and R(L) is of first order; thus they generally do not take a form as simple

as (4.3). Nonetheless, we can show that exact implementation of the optimal plan is possible

at least in a limiting case. And we can also show that it is possible to achieve a pattern of

responses nearly as good as the optimal plan, in the “calibrated” numerical example taken

up earlier. These points are taken up in succession in the next two subsections.

4.2 Optimal Delegation in a Limiting Case

Here we consider again the limiting case with κ = 0 taken up in section 3.5. We have shown

there that in this special case, the optimal interest-rate and output dynamics do take the

form given by (4.3) and (4.5), where the coefficients (neglecting the constant term) are given

by

rr = µ1, rn = (1 − µ1)

(
µ2 − 1

µ2 − ρ

)
, (4.12)

xr = −(β−1 − µ1)σ
λr

λx
, xn =

1

σ(µ2 − ρ)
. (4.13)

Here µ1, µ2 refer to the two roots of (3.34) discussed earlier. The question that we wish

to ask, then, is whether it is possible to choose the weights in (4.1) so that the optimal

values (4.12) – (4.13) solve the equilibrium conditions just derived. Since the optimal values

necessarily satisfy the conditions required for consistency with the structural equation (2.7),

it suffices that they also be consistent with conditions (4.8) and (4.9) for time-consistent

optimizing behavior on the part of the central bank.

In this limiting case, the conditions required for consistency of (4.3) and (4.5) with (4.8)

simplify to

(xr − σ−1)λ̂xxr + λ̂rrr + (1 − βrr)λ∆(rr − 1) = 0,

(xr − σ−1)λ̂xxn + λ̂rrn + (1 + β(1 − rr − ρ))λ∆rn = 0.

These two equations depend only upon the ratios of the weights in the policy objective, λ̂r/λ̂x

and λ∆/λ̂x, rather than upon the absolute size of the three weights. (This is because inflation
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variations are negligible under any policy regime, so the relative weight on inflation variability

no longer matters.) Hence we may, without loss of generality, suppose that λ̂x = λx, the

weight in the true social objective function. Using this simplification, and substituting the

optimal values (4.12)–(4.13), the above two linear equations can be solved for the unique

values of λ̂r and λ∆ consistent with the optimal equilibrium responses. These are given by

λ∆ = λr
λrσ

2(β−1 − µ1) + λx

(1 − βρµ1)βλx
> 0, (4.14)

λ̂r = −(1 − βρ)(1 − βµ1)λ∆ < 0. (4.15)

While one finds that the kind of partial-adjustment interest-rate dynamics associated

with the optimal plan do require λ∆ > 0, as conjectured, one finds that they cannot be

exactly matched through delegation to a central banker with discretion unless in addition

λ̂r < 0. This is another difference between the best objective for the central banker and the

true social objective function, since in the latter, λr > 0. As noted earlier, a negative value

for λ̂r does not necessarily imply violation of the convexity condition (4.9) needed for central-

bank optimization. In fact, we have shown above that the convexity condition holds in the

case of any solution to the first-order condition with λ∆ > 0 and rr > 0. As (4.12) implies

that rr > 0, and (4.14) implies that λ∆ > 0, the above assumed central-bank objective does

result in a convex optimization problem for the central bank. Thus the optimal pattern of

responses to shocks can in this case be supported as an equilibrium outcome under discretion,

as long as the central bank is charged with pursuit of an objective that involves interest-rate

smoothing.

4.3 A Numerical Example

When κ > 0, no such simple analytical result is available. It might in this more general case

still be possible to support the optimal plan as an equilibrium outcome under discretion, if

a central-bank objective more complex than (4.1) were considered. We do not pursue this

here, but instead note that even with an objective in the simpler class (4.1), it is possible

to achieve quite a good approximation to the optimal pattern of responses to shocks, in the
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case of plausible parameter values. We demonstrate this through numerical analysis of the

model, assuming the same “calibrated” parameter values as earlier.

Specifically, we assume that the parameters of the structural equations and the shock

process are as specified in Table 1. But we now assume a central-bank loss function of the

form (4.1), and consider how the time-consistent optimizing plan varies with the assumed

weights in that loss function. To begin, we shall assume that λ̂x = λx = .048 (the value in

Table 1), and consider only the consequences of variation in λ̂r and λ∆.

We first note that the nonlinear equations referred to above do not always have a unique

solution for the coefficients rr, rn, and so on. It can be shown that given a value for rr

consistent with these equations, a unique solution can be obtained, generically, for the other

coefficients. However, rr solves a quintic equation, which equation may have as many as

five real roots. For example, Figure 7 plots the solutions to this equation, as a function

of λ̂r, in the case that λ∆ = 0. One observes that there is a unique real root, rr = 0, in

the case of any λ̂r > 0.68 However, for λ̂r < 0, there are multiple solutions, and given the

results of the previous sub-section, we are interested in considering loss functions of this kind.

In the figure, solutions that also satisfy conditions (4.9) and (4.10), and so correspond to

stationary equilibria, are indicated by solid lines, while additional branches of solutions that

do not correspond to stationary equilibria are indicated by dashed lines.69 We observe that

while there exist multiple solutions to the nonlinear equations for all λ̂r < 0, there is still

a unique stationary equilibrium involving optimization under discretion for all λ̂r > −1.70

68The time-consistent solution characterized in section 3.2 refers to a case of this sort. In such a case,
the unique solution involves rr = πr = xr = 0, so that lagged interest rates have no effect. This solution
obviously satisfies (4.9) and (4.10) as well, and so represents the unique stationary Markov equilibrium.

69Technically, because here λ∆ = 0, the second-order condition is (weakly) satisfied even by solutions in
which rr < 0. But our real interest is not in the case λ∆ = 0, but rather in the set of solutions that exist
for small positive values of λ∆. The solutions shown in Figure 7 with rr < 0 also correspond to solutions
with rr < 0 in the case of small positive λ∆, and under that perturbation these solutions cease to satisfy the
second-order condition. Hence we show these branches of solutions with dashed lines in Figure 7. The correct
statement would be that for any small enough value λ∆ > 0, there exists a unique stationary equilibrium for
all λ̂r > −1. This identifies the boundary of the white region in Figures 8-10, near the horizontal axis.

70It is interesting to note that for values of λ̂r below a critical value, approximately -0.02, the unique
stationary equilibrium no longer corresponds to the “minimum state variable solution”, i.e., the solution in
which lagged interest rates are irrelevant.
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Only for even larger negative values do we actually have multiple time-consistent equilibria.

The same turns out to be true for λ∆ > 0 as well, at least in the case of the moderate

values of λ∆ that we shall consider here. (For very high values of λ∆ > 0, not shown in the

figures below, there exist multiple equilibria even for higher values of λ̂r.) Note that our

time-consistent outcome is essentially a Nash equilibrium in a game played by successive

central bankers, rather than the solution to an optimization problem. Thus there is nothing

paradoxical about the possible existence of multiple solutions.

We turn now to a consideration of how the properties of the stationary time-consistent

equilibrium vary with the parameters λ̂r and λ∆. In each of Figures 8-10, the white region

indicates the set of loss function weights for which there is a unique stationary equilibrium

of the linear form characterized above. In this region, the contour lines plot properties of

this equilibrium. The grey region indicates weights for which there are multiple stationary

equilibria. Here we plot the values associated with the best of these equilibria, the one with

the lowest value of E[W ]. As it turns out, the best equilibrium that is attainable corresponds

to weights in the white region, so that we do not have to face the question of whether one

should choose weights that are consistent with one good equilibrium but also with other bad

ones.

Figure 8 shows how the inertia coefficient rr in representation (4.3) of the equilibrium

interest-rate dynamics varies with the loss function weights. As one might expect, the

equilibrium inertia coefficient increases as λ∆ is increased, for any given value of λ̂r. At

the same time, for any given value of λ∆ > 0, the inertia coefficient also increases if λ̂r is

reduced. This continues to be true as λ̂r is made negative. Figure 9 shows the corresponding

equilibrium values of the coefficient rn, describing the immediate interest-rate response to

an increase in the natural rate of interest. Increasing either λ̂r or λ∆ lowers this response

coefficient, at least in the region where both are positive, though the response is positive.

Figure 10 presents the corresponding contour plot for the true social loss measure E[W ].

Four sets of policy weights are marked on this figure (as on the others). The X indicates the

weights in the true social loss function; but charging a discretionary central bank to minimize
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this objective does not lead to the best equilibrium, even under this criterion. (These weights,

and properties of the resulting time-consistent equilibrium, are described in the first line of

Table 3.) The large black dot instead indicates the weights that lead to the best outcome,

when one still restricts attention to central bank loss functions with no smoothing objective

(λ∆ = 0). This corresponds to a weight λ̂r that makes the time-consistent equilibrium

implement the optimal non-inertial plan, characterized earlier. (Compare the second line

of Table 3 with the fifth line of Table 2.) It involves a value λ̂r < λr, so that interest

rates respond more vigorously to variations in the natural rate of interest than occurs under

discretion when the central bank seeks to minimize the true social loss function.

The circled star (or wheel) instead indicates the minimum achievable value of E[W ],

among time-consistent equilibria of this kind. These weights therefore solve the optimal

delegation problem, if we restrict ourselves to central-bank objectives of the form (4.1). As

in the limiting case solved explicitly above, the optimal weights involve λ∆ > 0, λ̂r < 0.

(The optimal weights and the properties of the resulting equilibrium are described on the

fourth line of Table 3.) Finally, the star without a circle indicates the optimal equilibrium

that can be achieved subject to the constraint that λ̂r ≥ 0. (One might restrict attention

to these cases, if one does not think it would be easy to explain to a central bank that

it will be rewarded for creating interest-rate variability, while being punished for failing to

smooth interest-rate changes.) This point corresponds to a point of tangency between an

isoquant of E[W ] and the vertical axis at λ̂r = 0 (though neither curve is drawn in the

figure). In this case, it is still desirable to direct the central bank to penalize large interest-

rate changes, though the optimal λ∆ is smaller than if it were possible to choose λ̂r < 0.

(These constrained-optimal weights are shown on the third line of Table 3.)

In this exercise, we have assumed that the relative weight on output gap variability, λ̂x,

equals the weight in the true social loss function, λx, given in Table 1. In fact, consideration

of values λ̂x 6= λx allows us to do no better, either in the case of loss functions with no

smoothing objective, or in the case of the fully unconstrained family. For the policy on the

second line of Table 3 already implements the optimal non-inertial plan, and the policy on the
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fourth line already implements the optimal plan of the form given by equations (4.3) – (4.5).

This is not because λ̂x = λx is a uniquely optimal value in either case, but rather because

we can find weights that support the optimal plan for an arbitrary value of λ̂x, so that the

constraint that λ̂x = λx has no cost. The structural equations (2.6) and (2.7) place four

restrictions upon the coefficients (rr, rn, πr, πn, xr, xn), so that there is only a two-parameter

family of possible responses to shocks that are consistent with the structural equations. To

pick out the optimal member of this family, it suffices that one be able to freely vary two

parameters of the central bank loss function, such as λ̂r and λ∆. For example, it would also

be possible to impose the constraint that λ̂x = 0, so that there is no output-gap term in the

central bank loss function at all. The optimal weights in this case are given on the fifth line

of Table 3. Note that again λ̂r < 0, λ∆ > 0.

The only case in which it is of some benefit to relax the requirement that the relative

weight on the inflation and output-gap terms in (4.1) are the same as in the true social loss

function is when we impose the constraint that all weights be non-negative. As noted above,

in this case the constraint that λ̂r ≥ 0 binds. But if we must set λ̂r = 0, the additional

degree of freedom allowed by varying λ̂x as well as λ∆ does allow some improvement of the

time-consistent equilibrium, in general. In fact, for the numerical parameter values used

above, the optimal λ̂x is infinite; that is, the relative weight on the inflation term is best

set to zero. To analyze this case, it is thus convenient to instead write the central bank loss

function as

Lcb
t = (xt − x̂∗)2 + λ̃ππ

2
t + λ̃r(rt − r̂∗)2 + λ̃∆(rt − rt−1)

2. (4.16)

In terms of this alternative notation, the loss function described on the fourth line of Table

3 can instead be described as on the sixth line of the Table. We now consider the optimal

central bank of objective of the form (4.16), when we impose the constraint that λ̃r ≥ 0.

Figure 11 plots the value of E[W ] in the time-consistent equilibrium, as a function of the

policy weights λ̃π and λ̃∆, in the case that λ̃r = 0. As in the earlier figures, the X marks the

weights in the true social loss function (corresponding to the first line in Table 3). The star

without a circle again indicates the best attainable policy in this plane, under the constraint
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that λ̃π = 1/λx, the weight in the true social loss function. The star is at a point of tangency

between an E[W ] isoquant and a vertical line at λ̃π = 1/λx, and corresponds to the policy

described on the third line of Table 3. However, we observe that it is possible to reduce

E[W ] by lowering λ̃π, and the minimum value consistent with non-negative policy weights

(indicated by the wheel in the figure, and described on the seventh line of Table 3) involves

λ̃π = 0, so that a positive weight is assigned to output-gap stabilization, and none to inflation

stabilization.71 Note that this constrained-optimal central bank loss function again involves

λ̃∆ > 0, so that it is desirable for the central bank to seek to smooth interest-rate changes.

How good an equilibrium can be achieved through optimal delegation of this kind? One

will recall from Table 2 that for these parameter values (the case ρ = .35 in that table), the

optimal policy achieves an expected loss of E[W ] = 1.097, while the expected loss is more

than twice as large (E[W ] = 2.547) under the time-consistent optimizing plan (assuming a

central bank that seeks to minimize the true social loss measure). However, the minimum

value of E[W ] shown in Figure 10 is also equal to 1.097, to three significant digits. Thus

more than 99.9 percent of the reduction in expected loss that is possible in principle, through

an optimal commitment, can be achieved through an appropriate choice of objective for a

discretionary central bank.72 The exact optimal pattern of responses could presumably be

supported as a time-consistent equilbrium if we were to consider more complex central bank

loss functions.

5 Optimal Interest-Rate Feedback Rules

We turn now to an alternative approach to implementation of the optimal pattern of re-

sponses to shocks. Here we ask what kind of policy rule would achieve that end, assuming

71Further insight into why it is optimal to set λ̃π = 0 in this case may be provided by Figure 12, which
plots E[W ] as a function of λ̃r and λ̃π , fixing λ̃∆ at the value shown on the sixth line of Table 3, i.e.,
the unconstrained optimal weight. The wheel again indicates the unconstrained optimal central bank loss
function. Under the constraint that λ̃r ≥ 0, however, the best attainable point in this plane is at the star,
corresponding to λ̃π = λ̃r = 0.

72The equilibrium achieved in this way is also very similar in other respects, such as the other statistics
for the optimal plan reported in Table 2.
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that the central bank commits itself to systematically conduct policy in this particular way,

and that the commitment is understood by and credible to the private sector. We shall

assume that the kind of characterization of optimal policy that is sought is a feedback rule

expressing the short-run nominal interest rate (the central bank’s instrument) as a func-

tion of current and lagged values of various variables that may be observed by the central

bank, and lagged values of the interest rate itself, as in the econometric studies mentioned

in the introduction. The question in which we are especially interested is the nature of the

dependence upon lagged interest rates in an optimal rule.

It is important to recognize that the question of optimal interest-rate inertia in this sense

is a distinct one from the question of the optimal response of interest rates to shocks taken

up in section 3. This is because a mere description of how one would like for the interest rate

to vary as a function of the history of shocks does not in itself uniquely identify a feedback

rule for the central bank that achieves this outcome. We have obtained one description

of interest-rate dynamics under an optimal plan, given by equation (3.32). But this need

not be the central bank’s policy rule, since many other relations between interest rates and

other state variables are equally correct descriptions of a relation that should hold under

the optimal plan. If the variables in question are all part of the central bank’s information

set, then there is no reason not to suppose that another of these relations might equally well

represent an appropriate policy rule.

One might think that the relation (3.32) is a uniquely appropriate way of representing

optimal policy, since it is the unique relation that holds in equilibrium that involves only

the interest rate itself and exogenous states. However, there are two important reasons why

other relations satisfied by the nominal interest rate under the optimal plan may be of greater

usefulness as proposed policy rules. One is that other rules that are equally consistent with

the optimal equilibrium may require less information for implementation by the central bank.

Relation (3.32), if proposed as a policy rule, would require the central bank to determine at

each point in time the current value of the natural rate of interest. But as we shall see, it is

possible for the central bank to adopt a feedback rule that involves no explicit dependence
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upon the natural rate, and so does not even require the central bank to know the value

of that variable, and yet results in the desired rational expectations equilibrium variation

of inflation and interest rates with disturbances to the natural rate. Under such a regime,

the central bank relies upon the private sector’s awareness of the current underlying state

variables to bring about the desired responses of endogenous variables to these states.

The second reason is that rules that are equally consistent with the optimal equilibrium

may not serve equally to uniquely determine the optimal plan as the equilibrium outcome.

This is because rational expectations equilibrium may be indeterminate under some interest-

rate feedback rules that include the optimal plan as one of the many possible equilibria. In

fact, the relation (3.32), if adopted as a rule for fixing the central bank’s interest-rate target

each period, would have this unfortunate feature. But as we shall see, other relatively simple

feedback rules exist which result in a determinate equilibrium (in the sense that there is at

any rate a unique stationary equilibrium) which achieves the optimal plan. Such rules are

accordingly of greater interest as candidate monetary policy rules.

5.1 The Problem of Determinacy of Equilibrium

A fundamental issue in the evaluation of alternative policy rules in a rational expectations

equilibrium framework, when one’s structural model possesses forward-looking elements, is

the question of whether a proposed policy rule is associated with a determinate equilibrium

or not. Policy rules may easily be associated with very large sets of rational expectations

equilibria, and this problem of indeterminacy is an important reason for excluding certain

categories of rules from consideration.73 Sargent and Wallace (1975) famously argued for

money-supply rules as opposed to interest-rate rules for monetary policy on the ground

that interest-rate rules resulted in price-level indeterminacy. In fact, as McCallum (1981)

showed, this is not a problem of interest-rate rules as such, even in the context of the

particular rational expectations IS-LM model used by Sargent and Wallace. Rather, their

73See, e.g., Bernanke and Woodford (1997), Rotemberg and Woodford (1998), Clarida et al. (1998a),
Schmitt-Grohé and Uribe (1999), Christiano and Gust (1999), and Woodford (1999a) for recent examples of
analyses of monetary policy rules that emphasize this issue.
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result applies only to interest-rate rules that specify each period’s nominal interest rate as a

function solely of exogenous states. However, this particular result applies to our structural

model as well, and it explains why the law of motion (3.32) for the nominal interest rate is

not a suitable interest-rate rule through which to implement optimal policy.

Consider any policy rule in which the central bank’s instrument rt evolves exogenously.

We can represent such such a rule by an equation of the form

r̂t = ξ′st, (5.1)

where st is the vector of exogenous states that evolves according to (3.12), and ξ is a vector

of coefficients. (Here we suppose that the vector st may be extended to include states that

are not needed to forecast the evolution of the natural rate of interest, but that matter for

the central bank’s setting of its instrument. In particular, we may now allow the vector st

to include lagged values of the interest rate itself, so that rules of the form (3.32) may be

given a representation of the form (5.1).) Then using (5.1) to substitute for rt in (2.7), our

structural equations take the form

Etzt+1 = Âzt + âst, (5.2)

where

Â ≡
[

β−1 −β−1κ
−β−1σ−1 1 + κβ−1σ−1

]
, â ≡

[
0

σ−1(ξ′ − k′)

]
.

Given the signs assumed for β, σ, and κ, it is apparent that the matrix Â has two real

eigenvalues, satisfying

0 < λ1 < 1 < λ2.

The fact that one eigenvalue has modulus less than one, even though neither element of zt

is a predetermined variable, implies that rational expectations equilibrium is indeterminate

in this case. Specifically, for {zt} any bounded stochastic process satisfying (5.2), another

bounded solution is given by

z′t = zt + vψt,
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where v is the right eigenvector of Â associated with the eigenvalue λ1, and the stochastic

process ψt evolves according to

ψt+1 = λ1ψt + νt+1,

where νt+1 is any bounded random variable with mean zero that is unforecastable at date t,

and the initial condition ψ0 may be chosen arbitrarily. Note that the disturbances νt may be

of any amplitude,74 and may have any correlation with the “fundamental” disturbances εt.

Thus the system (5.2) admits a large multiplicity of bounded (or stationary) solutions, in-

cluding both solutions implying different equilibrium responses to shocks to “fundamentals”

and solutions involving responses to “sunspot” states as well. Furthermore, these solutions

include equilibria involving arbitrarily large fluctuations in the endogenous variables πt and

xt. Hence even if the rule is chosen (as in the case of (3.32)) to be consistent with the optimal

equilibrium, the set of rational expectations equilibria consistent with such a rule includes

equilibria that are very bad, from the point of view of the welfare criterion (2.8) – (2.9).

Thus such a rule does not represent a desirable way of implementing optimal policy.

5.2 An Optimal Simple Rule

The problem of indeterminacy of rational expectations equilibrium can be resolved through

sufficiently strong feedback from endogenous variables, such as the inflation rate, the output

gap, or both.75 (Note that while McCallum (1981) stresses the role of feedback from a

“nominal anchor” in the resolution of the problem of price-level indeterminacy, no feedback

from any nominal variable is actually necessary, given the link between real and nominal

variables implied by our aggregate supply relation.) However, once we consider the possibility

of feedback from additional variables, there ceases to be a unique set of coefficients for the

policy rule that is consistent with the optimal equilibrium. Even when we add the additional

74This is subject, of course, to the caveat that our log-linear approximation to the structural equations
may break down in the case of fluctuations that are too large.

75Because our system of structural equations (2.6) – (2.7) involves only these two endogenous variables,
in addition to the interest rate itself, we consider only rules involving feedback from these variables here.
Consideration of the effects of feedback from other variables would require that we adjoin to our model
additional equations for determination of those variables.
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requirement that the policy rule support the optimal plan as the unique bounded rational

expectations equilibrium, the set of policies that satisfy this requirement will be large, since

the additional requirement of determinacy adds only a set of inequality constraints that the

coefficients must satisfy.

This allows us to consider additional desiderata in choosing a policy rule. An additional

criterion of considerable practical interest is minimization of the information required in

order for the central bank to implement the rule in question. From this point of view, a

rule that involves feedback only from the inflation rate (i.e., involving no dependence upon

either exogenous states or the output gap) is especially desirable, since it can be implemented

without the central bank having to possess good estimates of the current values of either

the natural rate of interest or the natural rate of output. The uniquely minimal information

requirements of such a rule favor both accuracy of implementation and transparency, so that

the chances are greatest that the private sector will be able to correctly anticipate future

monetary policy. A rule that is purely backward-looking, responding only to inflation that

has already occurred rather than to forecasts of future inflation (whether those of the central

bank itself or of outside parties) is also advantageous on these same grounds.

As an illustration of these principles, let us consider policy rules within the simple family

r̂t = θr̂t−1 + φππ̂t + φxx̂t + φnr
n
t . (5.3)

Note that this family includes the sort of generalized “Taylor rule” with partial-adjustment

dynamics described by equations (1.1)–(1.2), though we shall not necessarily assume that

θ < 1, as would be required by the partial-adjustment interpretation. We also allow for the

possibility of direct feedback from an observation of the current natural rate of interest, if

available. For simplicity, we also again assume a first-order autoregressive process (3.15) for

the natural rate of interest. Our complete set of structural equations then consists of (2.6)

– (2.7), (3.15), and (5.3).

This system (setting aside the equation for the exogenous dynamics of the natural rate)
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can be written in matrix form as

[
Etzt+1

r̂t

]
=

[
Â −θa
φ′ θ

] [
zt

r̂t−1

]
+

[
â
φn

]
rn
t , (5.4)

where φ′ ≡ [φπφx] is the row vector of coefficients indicating the policy feedback from the

endogenous variables zt, Â is a 2×2 matrix the elements of which depend upon the coefficients

φ,76 a is the vector that also appears in (3.11), and â ≡ (1 − φn)a. Because there is one

predetermined endogenous variable (r̂t−1), the system (5.4) has a unique bounded solution

if and only if exactly two eigenvalues of the 3 × 3 matrix lie outside the unit circle. The

conditions for this to obtain imply a set of inequalities that the coefficients φπ, φx and θ

must satisfy (that also involve the structural parameter β, σ, and κ. We shall not here

develop these conditions, but we note that for any value |θ| < 1, the required conditions are

violated for all φ in a neighborhood of zero, as we should expect from our above analysis of

an exogenous interest-rate target.77 We also note that a sufficient condition for determinacy

is that φπ, φx, θ ≥ 0, and that

φπ + θ > 1. (5.5)

This last condition expresses the “Taylor principle” that if inflation persists at a level above

its long-run target level for a sufficient period of time, the interest rate is eventually raised

by more than the amount by which inflation exceeds its target level.

In the case that equilibrium is determinate, we shall again be able to solve for the

non-predetermined endogenous variables zt as a linear function of the predetermined and

exogenous state variables rt−1 and rn
t . (Here we use the assumption that rn

t is Markovian, so

that the only relevant exogenous state is rn
t .) It then follows from (5.3) that r̂t will also be

a linear function of the same two variables. Thus the equilibrium dynamics are necessarily

of the form (4.3) – (4.5). It follows that at best, a rule within the family (5.3) may be

76Note that this matrix reduces to the matrix Â in (5.2) in the case that the coefficients of the policy rule
are φ = 0, and to the matrix A in (3.11) in the case that the coefficients φ are those of (3.10).

77Note that when φ = 0, the eigenvalues of the matrix in (5.4) reduce to the two eigenvalues of Â,
characterized in section 5.1, and θ. As one eigenvalue of Â satisfies 0 < λ1 < 1, there are too many
eigenvalues inside the unit circle for determinacy. By continuity, the same is true for all coefficients φ in a
neighborhood of zero.
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chosen so as to achieve the optimal pattern of responses to shocks among those that can be

described by partial-adjustment dynamics of this form. But we have seen earlier, in sections

3.5 and 3.6, that partial-adjustment dynamics of this kind can be found that approximate

the optimal impulse responses reasonably well, as long as κ is small. Furthermore, we

have already identified the optimal responses from among this family, as they are the ones

associated with the time-consistent equilibrium when the policy weights in the central bank

loss function (4.1) are chosen optimally (that is, the responses in the equilibria described in

lines 4 – 6 of Table 3). Thus we turn to the question of whether a feedback rule of the form

(5.3) can be found that achieves this near-optimal pattern of responses as a determinate

equilibrium.

The near-optimal pattern of responses described by the coefficients (rr, rn, πr, πn, xr, xn)

is consistent with the policy rule (5.3) if and only if the coefficients of the rule satisfy two

linear restrictions:

rr = θ + φππr + φxxr, (5.6)

rn = φππn + φxxn + φn. (5.7)

Thus there will be a two-parameter family of such rules, each of which is equally consistent

with the desired equilibrium.

We could, of course, obtain a unique selection from this two-parameter family by stipulat-

ing that φπ = φx, so that there is no feedback from endogenous variables. But in this case, we

have seen that the conditions for determinacy of equilibrium will not be met. On the other

hand, imposing the requirement of determinacy does not in itself result in a unique selection,

because this only imposes additional inequality constraints. Thus there remain, in general,

a set of equally satisfactory rules corresponding to an open subset of the two-dimensional

linear space of coefficients that satisfy (5.6)–(5.7).

A further possible criterion for a desirable policy rule, as mentioned above, is that it

require less information for the central bank to implement it. In the case of the family of

rules (5.3), the central bank can implement the rule without having to observe the current

exogenous disturbances rn
t and yn

t if and only if φx = φn = 0. (We assume here that the
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bank can observe inflation and output, but that it cannot observe the current value of the

output gap without also being able to observe the current natural rate of output.) This

criterion thus provides two more linear restrictions upon the coefficients of the policy rule,

sufficient to identify a unique rule that is both consistent with the desired equilibrium and

implementable without any need to observe the exogenous shocks directly. The unique rule

of this kind is a rule of the form

r̂t = θr̂t−1 + φππ̂t, (5.8)

with coefficients

θ = rr − rn
πr

πn
, φπ =

rn

πn
. (5.9)

In the case of parameter values like those investigated in section 3.5, the optimal impulse

responses to fluctuations in the natural rate of interest are well approximated by partial-

adjustment dynamics with coefficients

0 < rn < 1, 0 < rr < 1,

πn > 0, πr < 0.

This is because the nominal interest rate adjusts gradually toward a moving target that is an

increasing function of (but moves less than proportionally with) the natural rate of interest;

while the inflation rate increases at the time of a positive innovation in the natural rate, but

subsequently undershoots its long-run level. In such a case, the coefficients (5.9) satisfy

φπ > 0, θ > rr.

Such a rule results in a determinate rational expectations equilibrium, involving the desired

near-optimal pattern of responses to shocks, if the coefficients φπ and θ are not just positive,

but large enough to satisfy (5.5). In fact, for empirically realistic parameter values, each

coefficient is likely to be greater than one on its own, so that the determinacy condition is

easily satisfied.

Thus we again conclude that intrinsic inertia in interest rates is justified, here measured

by the positive coefficient θ in the feedback rule (5.8). In fact, we find not only that a
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positive θ is called for, but one greater than rr. Thus the degree of intrinsic inertia that

should be incorporated into a feedback rule of this kind is even greater than the degree of

inertia previously determined to be optimal in the dynamic response of the interest rate to

exogenous disturbances. The reason is that under a policy of the kind described by (5.8),

the central bank does not respond directly to exogenous disturbances, but instead reacts

to them only indirectly, as a result of their effects upon inflation. In this case, there is an

additional reason for the interest rate at any time to be an increasing function of the previous

period’s interest rate, apart from the desire for inertia in the response to variations in the

natural rate. This is that the disturbance to the natural rate of interest that can be inferred

from any given level of inflation is higher if nominal interest rates have been higher in the

recent past. This is because, in equilibrium, higher nominal interest rates are followed by

lower inflation; so the degree of exogenous inflationary pressure that can be inferred from

any given level of current inflation is higher in the case that interest rates have recently been

high.78

Note that the same would be true of the output gap, if it were observed by the central bank

and used as an indicator of inflationary pressures. In the optimal equilibrium, the output

gap first increases in response to an increase in the natural rate (the direct effect xn > 0),

but subsequently undershoots its long-run value as a result of the tightening of monetary

policy (xr < 0). This would imply that if we seek to achieve the optimal equilibrium through

any feedback rule with φn = 0, and with φπ and φx of the same sign, we would need to use

a rule with φπ, φx > 0 (as proposed by Taylor), and with θ > rr. (The conclusion that

φπ, φx must both be positive if they have the same sign follows directly from (5.7), if the

desired equilibrium involves πn, xn > 0. The conclusion that θ > rr then follows from (5.6),

78Note that this argument has nothing to do with the idea that the disturbances to the natural rate are
themselves serially correlated, so that evidence of a high natural rate in the recent past leads one to infer a
higher current natural rate. For even in the case that ρ = 0, we have seen that the optimal impulse responses
involve an initial increase in inflation followed by subsequent undershooting, so that also in this case the
optimal coefficients satisfy θ > rr > 0. In the present case, the current value of the natural rate can be
perfectly inferred from observations of inflation, so there is no need to use estimates of the natural rate in
the past to infer the current value. In the more realistic case, in which observations of current conditions do
not suffice to fully reveal the state of the economy, the argument suggested above can be a further reason
for an optimal interest-rate feedback rule to be inertial, as shown by Aoki (1998).
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given that the desired equilibrium involves πr, xr < 0.) Thus the conclusion that a desirable

feedback rule involves θ > rr does not depend upon the exclusive use of inflation itself as an

indicator of underlying inflationary pressures.

In fact, the degree of inertia indicated by estimated central bank reaction functions

is typically greater than the optimal degree of intrinsic inertia in the response to shocks

computed above (an inertia coefficient rr of less than .5, at the quarterly frequency, for our

calibrated parameter values). But given that such reaction functions respond to endogenous

indicators of inflationary pressure, such as inflation and output, rather than to exogenous

disturbances directly, it is in fact optimal for them to involve inertia coefficients greater than

the value of rr.

Indeed, if anything, the degree of inertia implied by estimated reaction functions is less

than would be indicated as optimal on the grounds considered here. This can be illustrated

in an especially dramatic way by considering the properties of the equilibria associated with

rules of the form (5.8), for alternative values of φπ and θ. Figures 13-16 describe the numerical

solution for the stationary rational expectations equilibrium associated with such a feedback

rule, in the case of the parameter values given in Table 1, including the specification ρ = .35.

In each of these figures, the set of coefficients for which rational expectations equilibrium is

indeterminate is indicated by the grey region. Note that in the non-negative orthant (the

region of these figures of primary interest to us), the condition for determinacy is given by

(5.5), as noted above.79

In the zone of determinacy, the figures display contour plots for the statistics V [π], V [x],

V [r], and E[W ]. One observes that from the point of view of stabilization of inflation and

of the output gap alone, there is no advantage to rules with θ 6= 0; the greatest degree of

stabilization occurs if φπ is made as large as possible, but in the case of a sufficiently large

value of φπ, the variability of both target variables is minimized by choosing θ = 0. However,

a rule with θ > 0 results in less volatile short-term interest rates in equilibrium; in fact, for

79The same condition applies in the more complicated model of Rotemberg and Woodford (1998). See the
corresponding figures in that paper.

75



given φπ > 0, the variability of the nominal interest rate is minimized by choosing θ as large

as possible. Minimization of our overall loss criterion E[W ] involves a compromise between

these two objectives; it is optimal to choose large positive (but finite) values for both φπ

and θ. For the parameter values used here, the loss-minimizing policy rule coefficients are

φπ = 46.1 and θ = 13.0.

This value of θ implies a great deal of inertia indeed in the rule used by the central bank

to set interest rates. The optimal value turns out to be decreasing in the assumed coefficient

of autocorrelation of the natural rate of process. But for any value of ρ, the optimal rule

within the family (5.8) is a “super-inertial” one with θ > 1.80

5.3 A Feedback Rule that Implements the Optimal Plan

We now turn briefly to the question of designing an interest-rate feedback rule that can im-

plement exactly the optimal pattern of responses to shocks described in section 3. As above,

there will be many feedback rules that equally share the property of having a determinate

rational expectations equilibrium that corresponds to the optimal plan. Rather than trying

to characterize all such rules, we shall we restrict our attention here to rules that involve

feedback only from the inflation rate, and from past values of the interest rate itself, i.e.,

rules of the form

A(L)r̂t = B(L)π̂t, (5.10)

where A(L) and B(L) are two finite-order polynomials in the lag operator. The degree

to which such a rule involves intrinsic interest-rate inertia of the kind discussed in the in-

troduction is indicated by the lag polynomial A(L), and in particular by the roots of the

characteristic polynomial

A(µ−1) = 0. (5.11)

As in the simpler case just considered, there is no simple relation between the form of the

lag polynomial A(L) in the feedback rule (5.10 and that of the lag polynomial Q(L) in

80See Giannoni (1999) for further discussion of how the optimal simple rule depends upon model parame-
ters, and for an analysis of “robust” optimal policy taking account of parameter uncertainty. Giannoni finds
that in the case of parameter uncertainty the robust-optimal simple rule involves an even larger value of θ.
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(3.32) describing how interest rates evolve in response to shocks, in the stationary rational

expectations equilibrium associated with such a policy rule. In particular, a “super-inertial”

policy, in which A(µ−1) has a root larger than one, may nonetheless be consistent with a

stationary rational expectations equilibrium, even though stationarity implies that all roots

of Q(µ−1) must lie within the unit circle.

We again restrict attention to the case of a natural rate process described by (3.15). In

this case, the vector of endogenous variables qt ≡ [r̂t π̂t]
′ that enter the monetary policy rule

(5.10) evolve according to a law of motion of the form

qt = Hφt−1 + hrn
t (5.12)

under the optimal plan, while the Lagrange multipliers evolve according to

φt = Nφt−1 + nrn
t . (5.13)

Here N is the same matrix as in (3.29) and (3.31), while n is the column vector defined by

n ≡ −C
∞∑

j=0

ρjÃ−(j+1)a.

The first row of H is given by the row vector p′ from (3.30), and the second row is given by

the first row of the matrix G in (3.28). Finally, the column vector h is defined by

h ≡ −
[
q′

e′1

] ∞∑
j=0

ρjÃ−(j+1)a,

where q′ is the row vector in (3.30), and we use ei to denote the ith unit vector (i.e., the

vector whose ith element is one, and all other elements zero).

A first question is then whether there exists a relation of the form (5.10) such that this

relation holds at all times if the vector qt evolves according to (5.12) – (5.13). It can be shown

that the answer is yes, and that the lowest-order polynomials81 for which this is possible are

a second-order polynomial A(L) and a first-order polynomial B(L). It is furthermore shown

81Obviously, for any polynomials A(L) and B(L) with this property, the polynomials Ã(L) ≡ C(L)A(L)
and B̃(L) ≡ C(L)B(L) will also have the property, where C(L) is any lag polynomial whatsoever. But the
latter, higher-order polynomials represent simply a more complex description of an equivalent policy rule.
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that there is a unique such relation with polynomials of this order; specifically, it is the

unique such relation in which neither A(L) nor B(L) is of order greater than two. This

relation can be written in the form

2∑
j=0

v′jqt−j = 0, (5.14)

where the three vectors of coefficients v′j are given by

v′0 = e′1R
−1,

v′1 = −e′1R−1HPQ−1,

v′2 = e′1R
−1H [PQ−1 −NH−1]HNH−1,

and

P ≡ [n Nn−N2H−1h], Q ≡ [h Hn−HNH−1h], R ≡ [e1 h].

As one can show furthermore that this definition implies that v′2e2 = 0, the polynomials

A(L) and B(L) implied by (5.14) are indeed of the asserted order.

There is thus a relation of the desired form that is consistent with the optimal pattern of

responses of inflation and interest rates to disturbances to the natural rate. It remains for

us to determine whether imposition of (5.14) as a policy rule would result in a determinate

equilibrium. The algebraic conditions that determine this are rather complex, but numerical

investigation indicates that, at least in the case of parameters in the area of those listed

in Table 1, the conditions for determinacy are satisfied by this rule. Thus we have found

a policy rule that is not only consistent with the optimal equilibrium responses to shocks,

but also satisfies both of our additional desiderata: its implementation does not require the

central bank to observe the current values of the natural rates of interest and output, and it

results in a determinate equilibrium.

What does the form of this optimal interest-rate feedback rule indicate about the desir-

ability of interest-rate inertia of the kind indicated by the empirical studies summarized in

the introduction? Our characterization here of the optimal form of the lag polynomial A(L)

in (5.10) is arguably more relevant for that question than our previous characterization of
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the optimal form of the lag polynomial Q(L) in (3.32), since a number of the studies referred

to seek to estimate an explicit interest-rate feedback rule intended to represent systematic

Fed policy. It is thus of particular interest to note that (5.14) implies that the coefficients

on the lags in A(L) should again be substantial in magnitude.

Indeed, for plausible parameter values, these coefficients imply an even greater degree of

interest-rate inertia than was suggested by the coefficients on the lags in Q(L). Again, it is

useful to consider the roots of the characteristic polynomial (5.11). For example, in the case

of the parameter values given in Table 1, and our baseline natural-rate process with ρ = .35,

the optimal rule (5.8) takes the form

A(L) = 1−12.9L+8.3L2 = (1−12.2L)(1− .68L), B(L) = 42.6−27.8L = 42.6(1− .65L).

The roots of (5.11) are thus 12.2 and .68; the larger of these is very large indeed.

Furthermore, it is clearly the larger root, in this case, that mainly determines the degree

of interest-rate inertia implied by the specification (5.10). For one observes that A(L) and

B(L) are close to having a common factor (1 − .65L); thus, for these parameter values,

(5.10) can be approximated by a rule of the simpler form (5.8), with coefficients φπ = 42.6,

θ = 12.2. (Note that these coefficients are close to the ones found above to be optimal among

rules of that class.) Thus, as concluded earlier, a simple rule of that form provides a good

approximation to an optimal policy.

5.4 Discussion

This same conclusion – that the optimal policy rule involves an autoregressive polynomial

with a largest root that is even greater than one – also obtains in the more complex model

studied by Rotemberg and Woodford (1998). In that model, there are two independent

types of innovations each period to the state vector st that describes current information

about the future evolution of the IS and AS disturbances. (The two orthogonal shocks are

identified in the U.S. data with two different orthogonal innovations from a tri-variate VAR.)

An optimal plan involves interest-rate responses to each of these kinds of news, and as a
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result feedback from the current inflation rate alone, along with lagged variables, does not

allow a sufficiently flexible class of responses to include one that achieves the exact optimal

plan. However, it is still possible to find a policy rule that supports the optimal plan, and

that does not require the central bank to observe the current values of any of the exogenous

shocks for its implementation. This rule is of the form

A(L)r̂t = B(L)π̂t + C(L)ŷt,

where ŷt represents the log of detrended real output, rather than the output gap. Rotemberg

and Woodford find that for the parameter values associated with their estimated model, the

characteristic equation (5.11) has a largest root µ = 1.33; this is less explosive than the

optimal lag polynomial in the calculations just reported, but it is explosive nonetheless.

The presence of an autoregressive root greater than one means that in the case of arbitrary

bounded fluctuations in inflation, interest-rate determination according to (5.10) would in

general imply explosive fluctuations in the interest rate, that would not remain forever within

any finite bounds. However, this does not mean that in the rational expectations equilibrium

associated with such a rule, interest rates will be highly volatile. Instead, the stationary

equilibrium associated with this rule involves a lower variance of the stationary distribution

of nominal interest rates than is associated, for example, with the time-consistent optimizing

policy, or with the optimal non-inertial policy, as shown in Table 2. This is because, in

equilibrium, the anticipation that interest rates will be set according to (5.10) results in

inflation fluctuations that keep nominal interest rates from exploding, or even from deviating

very far from their steady-state level.

An unexpected inflationary shock (an unexpected increase in the natural rate of interest)

requires some initial increase in the level of nominal interest rates. But it does not imply

further explosive growth of interest rates in subsequent quarters, because inflation falls, and

indeed undershoots its long-run level, after its initial small increase. Given this undershoot-

ing, the policy rule (5.10) allows the nominal interest rate to converge back to its normal

level after a few quarters. The inflation reduction occurs, in equilibrium, because if demand
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did not decline enough, and price increases were not moderated enough, to achieve this, the

private sector would have to expect steep interest-rate increases a few quarters in the future,

and that expectation would justify sharper reductions of demand and of price increases. The

fact that the rule requires this to occur in equilibrium, of course, is exactly what makes it

an optimal policy, since as we saw in section 3, an optimal plan would arrange for that to

occur, in order to reconcile low inflation variability with low interest-rate variability.

Confidence that the private sector will in fact adopt spending and pricing behavior that

keeps the economy on a non-explosive path, as in the stationary rational expectations equi-

librium, depends, of course, upon the credibility of the central bank’s commitment to the

inertial rule. A consideration of what kind of rule would be optimal in the case that the rule

is not expected to be perfectly credible, or if the private sector is expected to learn about

the new regime only over time, is beyond the scope of the present study. However, it is

worth noting that “super-inertial” rules need not produce such dramatically bad outcomes,

even if the behavioral assumptions of our forward-looking model are incorrect, as is sug-

gested by exercises like that of Rudebusch and Svensson (1998). These authors substitute

a super-inertial interest-rate feedback rule, found to have desirable properties in the model

of Rotemberg and Woodford (1998) for reasons essentially the same as those analyzed here,

into a backward-looking structural model (not derived from optimizing behavior), and find

that it results in infinite variances, and hence a worse outcome than would be associated

with other, less inertial rules.

This might make it seem that a concern for “robustness” should make one avoid super-

inertial rules, simply because they lead to extremely bad outcomes under some possible

assumptions (Taylor, 1998). However, it is important to note that the infinite variances

result only if the rule is taken to apply, with constant coefficients, no matter how extreme

the levels of inflation and interest rates may have become. The desirable properties of the

rule in the model considered here, by contrast, depend only upon a commitment to apply the

rule in the case of fluctuations in inflation and interest rates over bounded intervals, the range

over which these variables fluctuate in the stationary rational expectations equilibrium. One
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could modify the rule outside these intervals (for example, specifying that interest rates will

never fall below a certain floor, or rise above a certain ceiling, no matter what the history

of inflation and interest rates may be), and still obtain the same prediction of a determinate

rational expectations equilibrium with the desirable properties analyzed above. Thus, while

the question of the robustness of our results to model uncertainty is certainly an important

one,82 it seems premature to judge that super-inertial rules as such can be excluded from

consideration.

It is clear that the particular numerical coefficients derived above for an optimal feedback

rule do not deserve much emphasis, even if the model were viewed as a reasonable approx-

imation of the U.S. economy. For these coefficients – for example, the optimal (φπ, θ) in a

rule of the form (5.8) – are quite sensitive to relatively small changes in the specification of

the model. This is shown by a comparison of our results here with those of Rotemberg and

Woodford (1998) for the same class of policy rules, despite the fact that we have “calibrated”

the simpler model used here to resemble theirs to the extent possible. One can also show

that even within the context of the model as specified here, the optimal values of φπ and θ

are quite sensitive to variation in the assumed values of structural parameters such as κ and

σ.

The reason for this fragility is not too hard to see. In section 5.2 above, we have shown

how a rule of the form (5.8) may be consistent with equilibrium interest-rate responses of the

desired sort, which involve partial adjustment of the short nominal rate toward an increasing

function of the current natural rate. But this depends, essentially, upon responding to

current inflation and past interest rates in a way that responds appropriately to the level

of the current natural rate of interest that can be inferred from those endogenous variables.

The problem with such a strategy for monetary policy is that, in a near-optimal equilibrium,

inflation does not respond much to an innovation in the natural rate (Figure 4), and so it is a

poor indicator of the underlying pressures that monetary policy should respond to.83 Because

82See Hansen and Sargent (1999) for an analysis of this question in the case of one particular description
of the possible specification error.

83The problem is related to the problem discussed in Bernanke and Woodford (1997), that arises when
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inflation increases by only a small amount in response to such a shock, the optimal feedback

rule must respond to observed inflation variations with an extremely large coefficient. And,

because it is necessary to correct for the amount that one would have expected inflation to

decline in the absence of such a shock, which is an increasing function of the lagged interest

rate, the lagged interest rate must receive an extremely large coefficient as well.

This is nonetheless a desirable feedback rule, under the assumption that the signal con-

tained in variations in current inflation, while weak, is perfectly observed, so that one need

only amplify the signal by responding very strongly to it. Indeed, in the absence of other

indicators of changes in the natural rate of interest, it is the best that one can do. But it is

clearly unrealistic, in practice, to assume that the relevant inflation variable is observed with

complete precision, especially in real time.84 At the same time, other relevant information is

available, including estimates of the current output gap (the other relevant variable in our

simple model), that, while possibly subject to greater uncertainty than estimates of current

inflation, surely contain additional information. We do not here take up the question of

how the optimal feedback rule is affected by taking account of such noise in the information

available to the central bank.85 But it seems likely that under a more realistic specification

of available information, less weight would be put on the recent rate of inflation, and more

on other indicators that, like the output gap in our simulations above, respond more to in-

novations in the natural rate in a desirable equilibrium. This is likely to considerably reduce

the desired size of the inertia coefficient θ.

Nonetheless, our basic argument for a value of θ in excess of rr would seem likely to

extend to the more general setting. For this depends solely upon the fact that the endogenous

variable that is used as an indicator of exogenous inflationary pressures will tend to first rise

in response to such pressures, but later fall as a result of the tightening of monetary policy

that occurs in a desirable equilibrium. Thus the degree of policy inertia implied by estimated

an inflation forecast is used as an indicator of the real disturbances, despite the fact that successful policy
should large stabilize forecastable inflation.

84Orphanides (1997) documents the degree of error contained in real-time estimates of the current rate of
inflation available to the Federal Open Market Committee in its deliberations.

85See Aoki (1998) for a treatment of related issues in a forward-looking model similar to that used here.
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Fed reaction functions like that of Sack (1998b) seems unlikely to be greater than can be

justified as part of an optimal policy commitment. Indeed, it is possible that a more detailed

analysis would still conclude, like the simple treatment above, that current U.S. policy is

not even inertial enough. Our finding that even a “super-inertial” autoregressive polynomial

may be optimal shows how wrong it is to assume that evidence of inertial behavior provides

prima facie evidence of incompetence.
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Table 1: “Calibrated” parameter values.

Structural parameters
β .99
σ .157
κ .024

Shock process
ρ .35

sd(rn) 3.72

Loss function
λx .048
λr .236

Table 2: Statistics for alternative policies.

Case: ρ = 0.
Policy V[π] V[x] V[r] E[W ]
Time Consist. .122 13.43 2.004 1.244
Non-Inertial .122 13.43 2.004 1.244
Optimal .070 9.76 .983 .774

Case: ρ = .35.
Policy V[π] V[x] V[r] E[W ]
Time Consist. .487 22.95 4.023 2.547
Non-Inertial .211 9.92 6.720 2.279
Optimal .130 10.60 1.921 1.097

Case: ρ = .9.
Policy V[π] V[x] V[r] E[W ]
Time Consist. 402.9 528.2 413.7 526.3
Non-Inertial .353 .463 10.41 2.836
Optimal .400 4.74 6.77 2.228
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Table 3: Time-Consistent Equilibria with Alternative Policy Weights.

Policy Weights Equilibrium Statistics

λ̂π λ̂x λ̂r λ∆ V[π] V[x] V[r] E[W ]
1 .048 .236 0 .487 22.95 4.023 2.547
1 .048 .120 0 .211 9.92 6.720 2.279
1 .048 0 .282 .082 11.73 2.907 1.337
1 .048 -.439 .807 .135 10.50 1.922 1.097
1 0 -.232 .204 .135 10.50 1.922 1.097

20.7 1 -9.09 16.7 .135 10.50 1.922 1.097
0 1 0 5.51 .077 11.95 2.649 1.281
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