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Most of the theoretical literature on price-setting behavior deals with the special case in
which only a single price is changed. At the retail-store level, at least, where dozens of products
are sold by a single price-setter, price-setting policies are not formulated for individual products.
This feature of economic behavior raises a host of questions whose answers carry interesting
implications. Are price setters staggered in the timing of price changes? Are price changes of
different products synchronized within the store? If so, is this a result of aggregate shocks or
of the presence of a store-specific component in the cost of adjusting prices? Can observed small
changes in prices be rationalized by a menu cost model? We exploit the multiproduct dimension
of the dataset on prices used in Lach and Tsiddon (1992a) to explore several of these and other

issues. To the best of our knowlédge this is the first empirical work on this subject.
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1. Introduction

One of the most important lessons learned from the Fischer-Taylor analysis of staggerad contracts
is that the mechanism responsible for the long lag in the response of the aggregate price level to shocks
in the money supply relies crucially on the assumption of staggered contracts. If agents fully synchronize
their actions, the maximum lag of the aggregate response to shocks in the money supply is the length of
the contract.

The logic of this argument applies in the price-setting context as well. Under full information,
a necessary condition for changes in the aggregate price level to lag behind shocks in the money supply
is that the response of price-setters to the monetary shock is staggered over time. Since not all price-
setters change their prices simultaneously, each price-setter takes into account that some of his
competitors have not yet changed their prices which prevents him from changing his own products’ prices
t0 fully accommodate the change in the money supply. Hence changes in the aggregate price level lag
behind changes in the money supply.

As shown by Caplin and Spulber (1987), staggering may not be sufficient to generate lags in the
response of the aggregate price level, even when price-setters change prices discontinuously. It is,
however, always a necessary condition to generate such lag.!

In Lach and Tsiddon (1992; hereafier L&T), we analyzed store-level, monthly price data of 26
food products sold in Israel during high inflation periods. Figure 1, reproduced from L&T, shows that
price changes do indeed seem to be staggered: in any single month the proportion of price changes is
never close either to zero or to one, and it is fairly constant over the 18 months analyzed; it hovers
around 30 percent, which is consistent with an average duration of a nominal price quotation of 2.5-3
months.

Note that the staggering referred to above, and in the macroeconomic literature in general, is

! See also Ball and Cecchetti (1988), Caballero and Engel (1991, 1993) and Tsiddoa (1993).
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across decision-makers (price-setters), nmot across products. Most of the theoretical and empirical
literature on price-setting behavior focuses on the single-product case, thus avoiding the conceptual
ambiguity in the concept of staggering. Nevertheless, the presence of multiproduct firms raises the
possibility that the staggering of price changes occurs across products and not across price-setters.® For
ex;mple. suppose that price-setters sell the same 9 products and change the prices of the first three
products in month 1, of the second three products in month 2 and of the last three in month 3. In month
4 they start the cycle again. We will then observe that a third of all prices are changed in each month.
The reason is staggering across (groups of) products and perfect synchronization of all price-setters. Of
course, the same observed number of changes is obtained when a third of the stores change all 9 prices
in month 1, another third does so in month 2, and the remaining third of all stores changes prices in
month 3. The reason here, however, is staggering of price-seue:s in the timing of their price changes
accompanied with perfect synchronization of price changes within each store.

This extreme example shows that the same observed data can result from diametrically opposed
causes. The problem with Figure 1 is that it does not distinguish between changes in products’ prices
within a store or across stores. This paper will tackle this issue and shed some light on the forces
responsible for staggered price changes. Distingu ishing between prices-setters and products’ staggering
is important for macroeconomic analysis.

Our analysis leads us to conclude that Figure 1 is the result of staggering across price-setters,
while price changes of different products are synchrouizeq, although not fully, within the store. That is,
the data exhibit across-stores staggering and within-store synchronization in the timing of price changes.
This finding validates the assumption of staggered decisions across price-setters made in most of the

"sticky prices” literature.

We also think that the existence of within-store synchronization fits better the implications of

* Tommasi (1993a) seems to be the first to address this issue.
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models of price-setting behavior based on the presence of convex costs of adjusting prices (menu cost
models), than those of models based on imperfect information, or those of models based on search
equilibrium with no convexities. The following example explains why.

Suppose an aggregate shock arrives at the store — how will it react? According to signal
extraction models, a store will change the prices of all its products in a manner directly related to the size
of the shock. Accorlding to menu costs models, if the store faces costs of adjusting the price of each
product, and if these costs have @ store-specific component, then not all stores will necessarily change
their prices. Because of this fixed cost component, stores that do change prices will tend to so for most
of their products. Furthermore, there is no clear-cut relationship between the size of the price change
and the size of the shock. The implications of the last approach are less obvious since, to the best of our
knowledge, there exists no model of a multiproduct search equilibrivm. It seems likely, however, that
a firm in such an equilibrium will respond to an aggregate shock by changing only some of its, prices
upon impact, postponing other products” price changes for a while. Changing all prices together may
genarate too strong a signal which is liable to drive consumers away.

This line of reasoning indicates that within-store synchronization in the timing of price changes
tends to accord more with menu cost models, where some of these costs are specific to the store (and not
to the products), than with the other two explanations.®

The observation of "small” price changes in the data is often brought up as evidence against the
relevance of menu costs models. In this paper we claim that such small changes can be expected when
a multiproduct firm is subject to costs of adjusting prices that have a firm-specific component. In this
case, the optimal change in the price of a single product may indeed be small. What should not be

observed if store-specific costs exist is all simultaneous price changes in the store being small. Indeed,

3 Obviously, the three explanations do no! coatradict onc another. In some cases il is useful to consider some
or all of these explanations together (e.g., Benabou, 1988).




the data show that the average change within a store is large.

The paper is organized as follows: next section briefly describes the price data. In Section 3,
across-stores staggering in the timing of price changes is analyzed. The evidence on within-store
synchronization is presented in Section 4. Section § investigates the timing of negative price changes.
S‘;:tion & interprets the accumulated evidence, and Section 7 deals with the importance of store-specific

menu ¢osts from various perspectives. Conclusions close the paper.

2. Description of the data

The data used in this work is a subsample of the data used in L&T, where it is described in
detail. The original data set consists of nominal price quotations for 26 food products collected monthly
from a sample of stores by the Central Bureau of Statistics (CBS) for the purpose of computing the
consumer price index (CPI).* That is, for each product we have a panel of prices extending across stores
and over time. Alternatively, for each store we have a panel of prices extending over products and over
time,

The products in the sample are all homogeneous, did not change substantially either in quality
or in market structure, and their prices were not controlled by the government during the period of
investigation.

Since part of the focus of the current study is on issues related to the co-movement of prices
within stores, we selected 21 products that could be grouped into two broad classes: wines and meat

products.” Note that each store in our data sells either wine or meat products. None of the stores in our

* These are grocery or liquor stores; supermarkels and chain stores are not included ip the sample.

* Wine products consist of ¢ wines and liquors: arrack (anise), white vermouth, liquor, champagne, vodka, red
wine, rosé wine, hock wine and sweet red wine. The 12 meat products, including three types of fish, are: fresh
beef, frozea goulash, frozen beef liver, fresh beef liver, chicken breast, chicken liver, turkey breast, beefsteak,
drumsticks, fish fillet, buri fish and codfish,




sample sell both wines and meat.

The periods for which most of the data are available are 1978-1979, 1981-1982, and the first nine
months of 1984, before across-the-board price controls were put first into effect. The data for 1980 and
1983 have disappeared from the CBS archives. The analysis in this paper is restricted to the 1978-1979:6
subperiod, corresponding to a single inflationary step as defined by Liviatan and Piterman (1986), because
the price-duration data are less affected by the 1 month truncation introduced by the sampling interval.*

The object of study is the occurrence of a price change. In order to take account of round-off
errors this event is defined to occur whenever a observed price change exceeds half a percent.

In the latter part of this paper we analyze the within-store dimension of the data. For this to be
meaningful we focus on stores selling three or more products. The upper graph in Figure 2 plots the
number of stores meeting this requiremeat by product class. Twice as many stores sell meat than wines,
and the number of stores is stable over time.” The number of products, averaged over stores, is given
in the lower graph: it fluctuates between 5.5 and 6 products with a standard deviation of 2-2.5 products.
There is not much variation over time in these averages. There is variation, however, in the number of
products actually sampled across stores — there are relatively more meat stores selling fewer products

than liquor stores, and only a few meat stores sell over 9 products.

3. Across-stores staggering
As mentioned in the Introduction, a necessary condition for an effective monetary policy is that
not all price-setters should change their prices simultaneously in response to a monetary shock. If this

is 50, each price-setter takes into account that some of his competitors have not yet changed their prices

¥ During this period the mean inflation rate was 3.9 percent per month, with s standard deviation of 1.9 perceat.
The median rute was 3.5 percent per month.

7In L&T we showed that even though there wers some changes over time in the ideatity of the slores, there
is a sizable core of stores that remained in the sample for long periods of time.




6
which, in turn, prevents him from changing those of his own products to fully accommodate the monetary

shock. Hence, the aggregate price level may not respond completely and immediately to unexpectsd
changes in monetary policy.

This lack of simultaneity is termed "across-stores staggering®. The term refers to staggering in
the timing of price changes across different stores for a given product. In most macroeconomic models
(e.g., Fischer, 1977), across-stores staggering implies more than mere lack of simultaneity; It also
embodies the notion of "regular cyclicity” in the response of price-setters to a shock. One group of price-
setters is first to change prices, followed by another group of different price-setters; at some point in
time, however, before the second group acts again, the first group of price-setters changes its prices a
second time.* Our data are uniquely suited to check the extent to which these phenomena prevail. This
is the purpose of this section.

At this stage let us clarify the relationship between statistical independence across stores and
staggering. Let X = 1 indicate that store i changed the price of product j in month t. Otherwise, X,
= 0. Obviously, the timing of price changes is correlated across stores, implying that the {X,.} process
exhibits some form of cross-sectional dependency (across stores i). The critical point is that this
correlation may result because of the stores’ response to factors common to all stores (.., 1o an increase
in the aggregate rate of inflation), and not because of strategic behavior. In fact, given that our data are
composed of small grocery stores located all over the country (we do not sample supermarkets), this is
10t a bad assumption. Hence the assertion that some stores act on the premise that some of their
competitors have not yet changed their prices is not interpreted literally as "neck-10 neck” competition.
Letting Z, denote all the common factors alluded to above we assume that conditional on Z, the

probability of store i changing the price of some product is not affected by what store k does or did.

* A unique exception in this context is Calvo (1983). While Calvo's model is very useful for understanding
the dynamics of inflation, its empirical inadequacy at the micro level bas been pointed cut by Taylor (1983).
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That is, conditional on {Z}, the process {Xg} is independent across i. Hereafter, independence across

stores refers to conditional independence.

This section is divided into three parts, each presenting empirical evidence on different features
of across-stores staggering in the timing of price changes.
A. Proportion of price changes

The first step is {0 examine, for each product, the time series of the proportion of stores that
changed prices. Simultaneity or lack of staggering implies that stores either change their prices together
or do not, i.e., that the observed proportions are close to one or 10 zero.

Figure 3 presents such a time series for the 17 months between February 1978 and June 1979,
for each product. At first glance, the proportion of stores changing prices is well below 1 in all months,
with the exception of November 1978. The requirement that these proportions be above zero is also
satisfied though to a lesser extent. Omitting the November 1978 observation, meat products do oot
exhibit much variability over time compared to wines. Wines, on the other hand, display a quite regular
seasonal pattern with a much lower proportion of stores changing prices during the first half of the year.

In a stationary inflation environment a store following an (S-s) pricing policy is expected to
change its prices by the same amount every § months {5 being determined by the parameters of the
inflation process and profit function (Sheshinski-Weiss; see 1992).° What does this imply for the
observed proportions of stores changing prices? If stores are expected to change prices every é months,
and there is sufficient heterogeneity in the initial conditions, then after a long enough number of months,
the proportion of stores changing prices every month should stabilize around 1/5. The horizontal dotted

line in each panel of Figures 4 and § is 1/5, where § is the average duration of a price quotation taken

* [n expectations, the store’s policy is observationally equivalent to s time-depeadent policy.



from Table 4 in L&T." The *fit” seems to be much better for meat products than for wines.

B. Simultaneous price changes

The issue of staggering can be tackled from another angle by asking: how many stores change
pr;ces simultaneously? When store i changes the pﬁce of product j during month t, My, other stores are
doing the same. Tables Al and A2 in the Appendix show the grand mean M, , M,, averaged over months
and products sold by store i, for each store i (column 1), Column 2 shows M, divided by the number
of competitors, the number of stores selling product j at ¢ minus 1, also averaged over months and
products. For example, store | in Table A1 changes the price of a typical wine product simultaneously
with 7.3 other stores on average. (45 percent of its competitors). Summary statistics of these tables are
presented in Table 1.

Table 1: Simultaneous Price Changes

Summary Statistics of Tables Al and A2

MEAN MEDIAN STD MIN MAX
WINES M 6.90 6.32 2.50 2.83 14
WINES Share 0.42 0.40 0.14 0.20 0.87
MEAT M; 15.24 17.31 4,66 6.8 234
MEAT Share 0.56 0.57 0.06 0.37 0.7
Note:™ See notes 1o Table AT,

10 Note that the average duration was estimated from data on positive price changes only. This may be more
appropriate for our purposes. The occwrrence of negative price changes represents only 12 percent of ths total
number of cbservations.
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Whea a store selling wines changes one of its prices it usually does so together with 7 other stores
(42 percent of its competitors) on average. These figures are quite representative: 62.5 percent of the
stores change price simultaneously with 5-9 other stores; 50 percent of the stores change prices at the
same time that 32-52 percent of their competitors do so. Most stores selling meat products usually
change prices simultaneously with 56 percent of their competitors; the interquartile range is only 6
percent."

The preceding analysis indicates that the proportion of stores is away from the zero-one
boundaries in general; furthermore, from the point of view of the individual store, a change in prices does

not indicate that all of its competitors follow suit, even though a sizable share of them do.

C. Regular cyclicity

Another characteristic of across-stores staggering is not captured either by the observed
proportions of price changes or by the number of simuitaneous moves. As the opening paragraph of this
section suggested, having the game group of firms change prices every month during the first, say, six
months, while another group does so during the second part of the year, is ot the kind of staggering
economists have in mind when analyzing price dynamics; it does not conform with the notion of regular
cyclicity. This is also not the behavior implied by the (S-s) model of price changes. Staggering embodies
a notion of regular cyclicity.

The "perfect™ across-stores staggering is one in which, in response o 8 monetary shock, a
different 1/5® of all stores changes prices every month. After 5§ months all stores have responded to the
shock and the cycle can start again, Hence, the perfect time series of X is composed of ones every &

months and zeros everywhere else.

U These figures are averages and should be treated with caution. For each store there is variation both in the
number of months sampled within each product and in the oumber of products scld.
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We ¢xamine the X, time series for ¢ach store i and product j. There are potentially 360 and

1,080 such series for wines and meat products respectively.® We focus on the occurrence of
consecutive price changes; a pattern not consisteat with across-store staggering in the timing of price
changes. For our purposes, this is more informative than descriptive statistics on the duration of price
quotations for each store. We count the nymber of times prices were observed to change consecutively
at least twice, at least three times, and 5o on. The counting is done for each store separately over all the
products sold by the store and over the months for which data form it are available (the maximum being
17 months per product). Since the number of products sold and the number of months for which there
are data vary over stores, we divide the gbserved number of K consecutive price changes by the potential
number of K consecutive price changes, for 2 < K < 17. The entries in Tables A3 and A4 can thus
be interpreted as unconditional probabilities of cbserving K consecutive price changes.® Table 2

presents summary statistics.

3 For example, there are 40 distinct stores selling some of the 9 wine products. Potentially there are 360 series,
but » non-negligible number of them are missing since most storea do not sell all 9 products.

" We count non-overlapping spells of consecutive price changes, For example, a spell of 4 cansecutive changes
is counted only once as a spell of 4 and oot as 3 spells of 2 or 2 spells of 3. Tho qualificr "at least” is important.
Since our data are censored from both right and leR, there ars many inslances in which a spell of two consecutive
pdcechangeuisprecedodorfollowwbynmisaingvdu. The censoring results either from a store not being
includedindmsamplein-puﬁculnrmmlhorﬁ’omthemhwingnmmtoflhnpmductuthotimaofnmpling.

Thepotmn'alnumhofxcmmﬁvepﬁmchmgaisduivedufollows:ﬁnl,woidentifylhnspelllof
LconsecuﬁveobservntionsonX,.Z % L < 17. The reascn for having spells of varying sizs is the presence of
lolsofm.isingvduesinlho}('s. Neat, for each spell of length L we count the number of possible ways K non-
overlapping consecutive price changes, X;, = 1, can occur. Wo then sum over all observed spells.  F o
example, store 1 sells 7 wine products. The number of times two consecutive price changes occurs is 2, 0, 0, 1,
0, 0 and 1 respectively. The observed number of two consecutive price changes is, therefore, 4. We identified
2 spells of 7 consecutive non-missing X’s (in products 1 and 9), 3 spells of 6 (in products 2, 6 and 7), 1 spell of
S(inprc.bductS),onespellofS(inpmduct3)mdonaspdlof2(inpmduct3). The potential number of two
consecutive price changes is, therefore, 14. The C2 entry for store ! is 4/14 = 0.285.
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Table 2: Probability of a Consecutive Price Changes

Summary Statistics of Tables A3 and Ad

2 C3 C4 cs cs c7 cs c9
MEAN w | 0083 | 0.026 | 0.003 | 0.002 0 0 0 0
M| o189 | o.105 | 0.103 | 0.048 | 0.021 | 0.016 | 0.020 | 0.0%0
MEDIAN w| o005 0 0 0 0 0 0 0
M | 0.176 | 0.097 { 0.062 0 0 0 0 0
PERCENTAGE { W | 41.0 | 667 | 94.9 | 949 | 100 100 100 100
OFZEROS | M| 101 | 352 | 455 | 67.1 | 845 | 89,0 |{ 925 | 911
STD w019 | 0045 | 0.013 { 0.010 0 0 0 0
M| 0137 | 0109 | 0.150 | 0.091 | 0.058 | 0.053 | 0.115 | 0.131
MAX w| osnn | 0200 | 0.074 | 0.5 0 0 0 0
M| 1.000 | 0.500 | 1.000 | 0.500 | 0.333 | 0.333 1 1
Note: The mean probability [or CI0-CL7 is less that 0.01; see als0 noles (o Table A3.

From Table A3 we see that close to 40 percent of the liquor Stores never spread out a change in
the price of any of its products over two or more months (C2-C17 have zero entries in 15 stores). The
estimated probability of spreading out a price change over two or three consecutive months is quite low
(except for stores 1, 2 and 9), The mean probability, averaged over stores, is 8.3 percent, while the
median probability is only S percent, reflecting the large number of zero values. Even without their
standard errors, these estimates suggest that consecutive price changes are not a prevalent phenomenon
in liquor stores.

Table A4 indicates that most stores selling meat products experienced two, three and even four
consecutive price changes at least once. Although infrequent - the mean probability is never above 19
percent - these events do occur often enough to warrant a different characterization than liquor stores.
Note that a non-negligible number of stores do have 5 or more consecutive price changes. Unlike liquor

stores, the notion of across-stores staggering in the timing of price changes finds less support in the meat-

products market. We return to this point at the end of the section.




12
A different perspective on the issue of regular cyclicity is also instructive. A modest requirement
for staggering to occur is that stores alternate their decisions to change prices, i.e., that stores that change
prices in the current month did not do so the month before and, conversely, stores that changed prices
last month do not do so this month.” Note that this behavior is not sufficient to generate staggering.
If stores do behave this way, and if there is sufficient heterogeneity in the stol;&s' initial conditions,
across-stores staggering will be occur. Otherwise, the result may be a situation where all stores do indeed
alternate their price changes but do so In a synchronized fashion. Note, however, that the latter
theoretical possibility is not supported by our findings in the previous subsections.'s
A simple 2x2 contingency table with two rows for the values of X and two columns for the
values of X;, summarizes this information for each store-product-month observation. Assuming that X,
is (conditionally) independent and identically distributed across stores allows us to aggregate the tables
over stores.” This still leaves us with 17x21 tables for each product-month combination. Assuming
that the distribution of X;, is time-invariant during the 17 months reduces the information to 21 2x2 tables

(9 wines and 12 meat products). Table 3 presents these contingency tables.

"* A empirical check of thig assertion is meaningful only if stores ure sampled more oflen than the frequency
of price changes which is the case in the 1978-1976:6 period.

" To seo this consider & case whers the probability of a price change at t given Xg,, is 0 if X, = Lor 1 if
Xy = 0. Stores wait one month between price changes. Supposs there is heterogeneity in that half the stores start
with a price change. Then in any two consecutive months thero will always be different balves of the stores
changing price. If thers i3 no initial heterogenaity, g]] stores change prices every other month. Hence, alternating
behﬁmhnﬂmﬂidemmgmmmdommminhﬁmm;dpﬁmm In this context,
Caballero and Engel {1991, 1993) show that if the number of stores selling the product is constant over time, if the
conditional probability of changing the price is the same across stores and is time-invariant, and if the stores behave
independently of each other.inlhclimit,thepmportionofstomchangingpriminoonﬂmtovwﬁme.

' Note that this assumption allows for beterogeneity in the size of the price change.
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Table 3: 2x2 Contingency Tables
Wine Products
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The frequency counts over stores and months of the event represented by each cell are used to

compute probabilities. The top entry in each cell is the row percentage which is the maximum likelihood
estimator of the probability of X; given Xi,,. The bottom eatry is the column percentage which is the
maximum likelihood estimator of the probability of X, given X,. Letting the first coordinate be the
value of X at t-1 and the second its value at t then 0.26 in the (0,1) cell of the first contingency table is
the probability of a liquor store changing the price of product 1 at t given that he did not change that
price in the previous month, while 0.72 is the probability that in the last period a store did not change
the price given that the price is changed at t.

The only implications of across-stores stag-gering are that the (0,1) and (1,0) entries are large
relative to the (1,1) entry. In probability terms, the probability of po price change at t-1 conditional on
a change at t is larger than the probability of a price change at t-} conditional on a change at t (column
percent); and, the probability of po price change at t conditional on a change at t-1 is larger than the
probability of a price change at t conditional on a change at t-1 (row percent).

Liquor stores easily satisfy these implications, a finding consistent with the reiativly small pumber
of price changes in consecutive months. Meat stores do not.

We can summarize this information by averaging over products. Aggregating over products
instead of over months yields 17 contingency tables. This averaging is appropriate to ﬁe extent that there
are no systematic differences in the probability of a price change across products which may be the case
in our data (see Section 4.A). Since there is a natural ordering to them we graph their entries against
the time axis. The top panels in Figure 4 show the proportion of stores that changed prices at t but not
at t-1, out of all stores that changed price at t. Let this proportion be denoted by Qg. Qo is the

conditional probability of X, = 0 given X = |, which can be computed from each month’s




16
contingency table by averaging the column percentage of the (0,1) cell over J products.”” This
probability is to be compared to the average column percentage of the (1,1) cell, Q,,.

The other entry of interest in these tables i3 the (1,0) cell: the number of stores changing price
att-1 but not att. The average row percentage in this case is denoted by P,,; it estimates the conditional
probability of X, = 0 given X, = 1, and is to be compared with the average row percentage of the
(1,1) cell, P,,. The bottom panels in Figure 4 plot these probabilities against time.

These plots confirm our previous finding that liquor stores are characterized by what we term
“regular cyclicity” in the timing of price changes: P, is below P,, only in November 1978 and June
1979, while Q,, is never below Q,,. This pattern of price changes is not that characteristic of the meat-
products market. This conclusion is also supported by Tables AS and A6 in the appendix, which present
the ratios P,o/P,, and Q,,/Q,, over time for each product separately.

In this section we analyze three features of the data: the proportion of price changes, the number
of simultaneous moves and the phenomenon of regular cyclicity. The behavior of liquor stores matches
the predictions of 2 model in which stores are staggered in the timing of each product’s price changes.
These pew findings reinforce the conclusion reached in L&T that prices of wine products are slow to
adjust, with the proviso that the timing of the price changes is staggered across liquor stores.

The results for stores selling meat products are mixed. The proportion of price changes are

bounded away from zefo and one and, on average, stores change prices at the same time as 56 percent

" Q, is defined by

s E": 1(X,=1,X,.,=0)
Qo = 3 = M

I3 Y H(X,=1)
ltﬂh

where J is 9 (wines) or 12 (meat producis), I{A,B) is the indicator function whose value is 1 when both A and B
mur. and zero otherwise, and N, is the set of stores for which the price of product j is recorded in months 1, t-1
t-2. ‘
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of their competitors. Therefore, these stores’ behavior exhibits characteristics of across-stores staggering.,
In many cases, however, the behavior of these stores is not in accordance with the concept of regular
cyclicity — in some instances blatantly so.

The difference in behavior between the two markets, meat products and wines, is certainly
interesting, but before we speculate on the reasons for this difference, we should consider the possibility
that it is an artifact of the data. For across-stores staggering to be gbserved we require, in addition to
staggering in the timing of price changes across stores, that the duration of a price quotation be greater
than cne month (the sampling interval}). Otherwise, if all prices change within a month, we will not
detect across-stores staggering by our definition even though the timing of the price changes may indeed
be staggered within the month. Put differently, those stores not exhibiting regular cyclicity defined on
a monthly basis may be satisfying 2 higher frequency regular cyclicity which cannot be observed given
the one month length of the sampling interval. Since the average duration of a price within this group
of stores is less than two months ~ the unweighted m&m is 1,72 with a standard deviation of 0.22 (Table
4 in L&T) — stores selling meat products may fail to show staggering simply because we cannot detect
this behavior given our sampling frequency, not because the timing of prices changes are not staggered.

The quantitative implications of this argument can be gauged by analyzing the following
benchmark case. Consider a one-product environment with a constant and deterministic rate of inflation
and perfect staggering where prices changes once every 45 days and the sampling frequency is 30
days." In this scenario, half the stores will exhibit 2 consecutive price changes. No store will have
any consecutive price changes when the duration of a price quotation is 2 months or more. When the
average duration is 1.72 we are bound to expect some stores to fail the regular cyclicity test. Given the

heterogeneity across products, stores and time present in our data it is, however, a formidable task to

% In this example, perfect staggering occurs when each firm changes its price exactly every 45 days and &
measure of exactly 1/45 of firms (ignoring integer problems) changes ils price every day.
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derive the exact benchmark number to which our results ought to be compared with, The upshot of this
disclaimer is that the observation of stores failing to exhibit regular cyclicity defined on a2 monthly basis
is not necessarily evidence against the hypothesis of across-stores staggering.

What are the implications of our finding that stores stagger their price changes in a cyclical
pattern within each product market? First, this feature clearly undermines the view that sector (product)
specific shocks guide the inflationary process (Bruno and Sachs, 1985). In fact, the staggering of price
changes over time smooths down sectoral shocks and therefore mitigates, or at least spreads out, their
impact on aggregate variables. |

Second, the small number of consecutive price changes goes against the notion that price rigidity
emerges from a gradual "search and adjust”® process, as supgested by some search models (Zeira, 1987;
Rob, 1991). This implication, however, is not a surprising one since, in these type of search models,
gradual adjustment emerges from real pre-commitment (adjustment costs, irreversibility). Since prices
are always set in nominal terms, a high rate of inflation makes the commitment to a real price a reversible
decision. When the rate of inflation is 4 percent per month, it seems that the effect of irreversibility on
decision making is not that strong.*

Across-stores staggering raises questions on the empirical implications of signal extraction models
of price-setting bebavior. The structure of the shocks that can generate the observed sorting over time
of stores should not only discriminate across stores but do so cyclically. This is very unlikely to occur,
Nonetheless, one may think of the pattern of regular cyclicity and staggering as emerging from the
geographic heterogeneity of monetary shocks. We rebut this view in Section 6.

Across-stores staggering occurs in the market for each individual product, i.e., in the across-

¥ If our conjecture that inflation erodes commitment is true, our findings are appropriate for high inflation
levels Pnly. If the reasons for price rigidity may differ between low and high rates of inflation, inflationary
dynamics would differ accordingly. Tommasi (1993b) builds & scarch model where inflation erodes the
informational content of prices, He shows that at some point this cffect dominates so that search Joses jts poteatial
and declines in equilibrium.
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stores dimension. In foodstuffs, as in most products, stores (price-setters) sell many different products.
The natural question to ask is whether stores, as multiproduct firms, make use of this fact to learn about
the inflationary process, or are adjustment costs lumpy enough to prevent such search activity?

This issue is crucial when trying to discriminate among the different models of price-setting
behavior. If stores do change different products’ prices oo different dates one could interpret regular
cyclicity as a costly search process where each change in a specific price is an investment in discovering
the aggregate shock. If so, signal extraction can still be a dominant factor at the level of the price-setier
even though each specific product market exhibits both staggering and regular cyclicity. In addition,
when trade is sequential (Lucas and Woodford, 1993; Eden, 1994), storg-level price dynamics may
closely resemble the dynamics of rigid prices but its implications for the aggregate level are very
different. This similarity at the store level, however, breaks down when the store is a multiproduct firm.
Extensions of the signal extractions and sequential trading models would suggest the presence of within-
store stapgering in addition to the observed across-store staggering. By this we mean that when a firm
sells many products it should tend to change the prices of some products each date rather than lumping
all price changes together.

In order to address this isomorphism between the store-level implications of different models of
price-setting behavior, and also because it is interesting in its own right, we a.nalyze the within-store

dimension of the data.

4. Within- hronizati
The issue is whether stores tend to change the prices of different products simultaneously. That
is, we ask whether or not the change in the price of a particular product in a particular store is usually

accompanied by changes in other products’ prices in the same store. If such simultaneity exists we catl

it within-store synchronization.
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Note that we investigate synchronization in the timing of changes in the prices of differemt
products sold in a single store. Other related issues, such as the cross-correlation in the size of the price
changes, are not explored. Synchronization in the timing of price changes may have very different

implications from those of correlation in the size of change. We comment briefly on this issue in Section

6.

A. Proportion of Price Changes
A natural measure of the degree of within-store synchronization is the proportion of products

whose prices changed during a month. In our notation, this proportion is

s X, @

IGuljizﬂ:.

where G, is the set of products whose prices were recorded in store i during months t-1 and t (i.e., the
number of products sold at t-1 and t, or the number of non-missing values of X5 and |G| is the
cardinality of the set. We actually define ¢, for the subsample of stores that sell at least three products
in each class, |G,| 2 3. Recall that the stores in our sample sell either meat products or wines, but not
both. Hence, synchronization between classes of products cannot be addressed with these data,®

We start by asking what values of o, should be expected when there is within-store

synchronization. Clearly, we cannot provide a definite answer to this question without a structural model,

’Aprohlﬂnwithpislhuwedomlmwhethe:momthmnnschmgeinpdcuowunedwithinthammth.
solhnlanobwvedwoflmbel.hemtllofdil’fuentvnlumforv’ldeﬁnedon.ay,lweeklyhasis. Our
deﬁnitionofsynchrmiznﬁonlllwsforthispossibilitysothntwopmdnmmuidmbe synchronized if one
changasilspricolheﬁrstdayoflhemnnthmdtheolherdoessolhelastdayoflhesamnmomh. Another issue
isthalwesamplcnsmal]ﬁ-aclionofthepmductssoldbythesmmsothnlheuuagnmybeveryd.iffemntﬁom
the observed ¢. Our results are, of course, conditional on the sample. To the extent that the sample of products
wfithineach class is random we could carry over the conclusions of the analysis to the entire population in each class
of products, ‘
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but we can be fairly confident that when inflation is as high as it was during the period — 3.9 percent per

month — the probability of a store not changing any of its products’ prices during a month is very low
when the decision to change price is independent across products. Hence, observing many ,’s equal to
zero should be indicative of within-store-synchronization. Table 4 presents the frequency
distribution of ¢, for wines and meat products.

Table 4: The distribution of ¢,

0 0002 | 0204 |0406 |06-08 |0.81 |1 Total

WINE | Obs | 236 27 51 18 18 12 46 408
% 57.8 6.6 12.5 4.4 4.4 2.9 11.3 | 100.0

MEAT | Obs | 139 |28 152 169 243 66 111 | 908
% | 153 3.1 16.7 18.6 26.8 713 12.2 | 1000

The difference between wine and meat products is quite striking. While most of the
observations in wines correspond to ¢ = Q, the distribution of ¢ for meat products is much more

balanced. If ¢, = 0 is the only positive evidence for synchronization in the timing of price changes

¢ is important to recall that there was no slowdown in the rate of inflation during this period.

2 The same conclusion could be reached if all prices were ¢hanged during the month, ¢, = 1. A problem with
this conclusion is thal, given a posilive rate of inflation, and with a long enough interval of time betweea samplings,
& store will eventually change all its prices and we will observe ¢, = 1. To deduce that there is synchronization
scross products is, of course, misleading. In this case, ¢, = 1 is evidence of nothing but the fact that the frequency
of sampling is too low relative 1o the rate of inflation. Hence we should be csutious in the interpretation of ¢'s
equal to one. We do not, however, believe this is an issue in our data. Recall that in this period, when the average
monthly rate of inflation was 3,9 percent, the averuge duration of a price quotation was 2.2 months. Had we used
quarterly date, our definition of synchronization would guarantee that we find perfect within-store synchronization
in the data. But since we use monthly dats, the severeness of this problem is reduced. In patticular, note that for
wine products the average duration of a price quotation is 4 months.
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across products we must conclude that most wine stores synchronize the timing of the price changes
of their products, while stores selling meat products do so to a lesser extent.”?

In the remainder of this section we present additional evidence favoring the within-store
synchronization hypothesis. We provide formal tests of the hypothesis, but doing 30 requires a series
of compromising assumptions. It is therefore comforting to note that the direct evidence and
conclusions from Table 4 hold up to more formal analysis.

The expected value of ¢, is

1
T P 3
E(vb) IG.IJE. w (¢ )

where P, = Prob{X, = 1} is the unconditional probability of observing a price change in product j
at store i during month t.

" The null hypothesis to be tested is the case of no within-store synchronization, This is
interpreted as stating that the sequence {X,} is pairwise independent over products j. Under this
hypothesis, the variance of ¢, is

1
= P.(1-P,
Vo, |G.|’:§. (1 -P) @

and for large G,

9, = Elp)
He )"

™ In an attempt 1o see whether the heterogenity in the number of products sold by the store, |G, |, has an effect
ontheconcll.!sionsbecmsoofapossibleeffectoflGionp,wdividod:hoobsuwﬁominmmosewnﬂpmding
to stores having 3 < |G,} < 5 and those with G, = 6. The conclusions Were similar to thoss of Table 4.
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is approximately distributed as a standard normal variable. If {Xg} is a sequence of independent

random variables over stores i, then

[’. - ﬂ@.)]z H
T = 2ty e
P E' Mo Ly &)

where N, is the set of stores with non-missing ¢ at time t.

We focus on T, since |G| is relatively smaller than N in our data. T, is not 2 statistic since it
depends on unknown parameters, Note that neither E(y) nor V(g) are observed nor does the null
hypothesis specify their value. E{g) and V(g) have to be estimated and for this we need estimators of
the probabilities of a price change in all the products. Under the null hypothesis we do oot
need to estimate the joint probability of X,,,,...,Xix and then integrate out the marginal probabilities.
Thus, uader the null hypothesis, estimation of P, is greatly simplified since it allows us to ignore the
information embodied in the behavior of the other products. Since Py, cannot be estimated for every

store-product-month cbservation we have to make some assumptions. The first one is
{X;) is iid over i (AD)

This assumption restricts the probability of a price change to be the same across stores, but
allows for heterogeneity in the size of the price change. For all stores i, P, = P,. Note that E(p)
and V(p,) may vary across stores because of differences in the number and composition of products
sold at time t,

We now consider two distinct scenarios for estimating P, The first scenario assumes

{X,} is independent, not identically distributed, over t. (A2)
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Assuming Al and A2, a consistent estimator of Py under the null hypothesis is the sample

mean of X, over stores i

%--1yx, (©)

where N, is the set of stores selling product j in months t and t-1.

This estimator of the unconditional probability of a price change was analyzed in Section 3.A
and plotted in Figure 3 for every product. X, is the proportion of stores changing product j's price at
t. When substituting the P,’s by the sample means of the X;'s the test has the nice feature that it
compares a measure in the within-store dimension with a measure in the across-store dimension. We
will return to this interpretation after presenting the results of the test,

The second scenario for estimating P, takes explicit account of the dynamics in the X,

process., Assume
PG /1D = P(X 1 X)), _ {A2")

This assumption states that the probability of observing X, conditional on all the relevant
information available to store i at time t, L, is the same as that probability conditional only on
information on what happened to product j during the previous period. This assumption embeds the
restriction imposed by the null hypothesis jointly with a Markovian assumption. Note, too, that the
conditional probability is time invariant, which may be a strong restriction even though the
macroeconomic environment — the inflation rate — was quite stable during the period. In a sense

(A2') is the complement of (A2). It assumes a particular type of time dependence for the {X}

process, but restricts it to be stationary over time, whereas {(A2) allows for non-stationarity but
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assumes independence over time.

Under assumptions Al and A2’ we can dispense with the store and time subscripts and denote
the probability of a price change in product j conditional on Xy, as P/(0) and P(1), according to
whether X, is 0 or 1. The stochastic process {X} is a time-invariant Markov chain over t. There
ar; different chains for different products, but all stores follow identical processes. The one-step

transition probabilities matrix is

1-Pf0) PA0)
1-Pf1) PAY)

4]
’ﬂ'

Under assumptions Al and A2’ the maximum likelihood estimators of the one-step transition
probabilities are the row percenta'ges in Table 3. In order to get the unconditional probabilities
appearing in (3) we need to know the probability distribution of the initial state X;,. Given the initial

distribution we can obtain the unconditional probability of a price change at any time t in product

B, = (1-P) PO « PP P ®

where, say, P is the probability of a price change at t=0 and P,(0)® is the probability of a price
change at time t conditional on no price change at t = 0, More precisely P(0)® is the (0,1) element
in the t-step transition probabilities matrix @ (¢; multiplied by itseif t times).

It turns out that the limiting probabilities , and 1-; of the Markov chains given by the
matrices in Table 3 are arrived at very rapidly. Irrespective of the values of the initial probabilities,
it takes at most 2 or 3 periods to get within three decimal places of the limiting probabilities. That is,

P, is very close to w, for t = 3. We therefore use estimates of x; to estimate Py in (3). These are

given by
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_P& ®

1T T2

where the P are read off directly from Table 3. Table 5 summarizes the features of the different
estimates of P,. The entries are slatistics corresponding to the distribution of the product-specific

estimates (X; is the average of X, over (),

Table 5: Unconditional probabilities of a price change

MEAN | STD MIN | MAX
DEV
WINES 3, 023 |0.02 20 28
WINES X, 0.24 003 0.21 0.31
MEATS #, 0.53 | 0.07 38 61
MEATS X, 0.53 0.07 0.40 0.62

There does not seem to be much difference between the two ways of estimating P,. In
addition, the small standard deviations of the estimates indicate that there is not much variation in P,
deross products.  This feature is important since it implies that ¢, Is close to a binomial random
variable under the null hypothesis.

1t should be noted that the absence of within-store synchronization does not rule out the

possibility that a large proportion of products behave in the same way. This is, in fact, expected due
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to the high level of inflation during the period. Lack of synchronization merely says that the joint
probability of X,,,,...,X;, is the product of the marginal probabilities for each product: it can be
anyihing between 0 and 1.

The test in (5) was conducted 17 times, for each month from February 1978 till June 1979,
using X, and 7; in place of P,. Table 6 presents the number of rejections at 3 5 and 10 percent

significance level.

Table &; Chi-square tests of within-store synchronization

Number of rejections in 17 tests

WINE PRODUCTS MEAT PRODUCTS
Xy x; Xy x;
Rejections
5% 11 13 16 16
10% 13 16 17 17

As mentioned above, the version of the test using X, as the estimator of P, has a simple
interpretation; it compares a measure of within-store synchronization {y,) with an average measure of
across-stores synchronization. The latter is based on X,, the proportion of stores changing the price
of product j during a month, which was, in fact, used to characterize across-stores staggering in
Section 3.A.

If within-store synchronization is the result of 8 matching between the products sold by the

store and an inflationary shock then both ¢, and X, should follow similar patterns. In addition,

heterogeneity in the inflation process, across products or over time, should not cause much of a
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difference between p, and X,. Put differently, the results of the test mean that the observed within-
store synchronization is unrelated to the actual path of inflation. Since within-store synchronization
does not mirror the inflationary process the reasons for its existence lie somewhere else.

The above arguments can be depicted graphically once we restrict the process {X;} to be iid
over stores, products and time. Then ¢, and X, are identically distributed for any i, j and t. Figure
5 shows the histograms of ¢, and X, in the sample. Note that for both wines and meat products, the
distribution of ¢ has thicker tails than the distribution of X. In particular, the mass at 0 and at 1, is
significantly higher for ¢ than for X. As mentioned above, if the observed pattern of ¢ merely
reflected the inflationary process, the same should be true of X. Figure 5 strongly rejects this
possibility.

If the unconditional probability of a price change is the same across products, then, under the
null hypothesis, the number of price changes in each store at any month should be distributed as a
binomial random variable with parameters G, and the common probability P,, or P_, for wines and
meat products, respectively.® Table 5 indicates that this assumption may be appropriate for our data
and, in fact, we can estimate P,, and P_, either by X, averaged over products or by the average of «;
over products.

As mentioned at the beginning of this section, the most compelling evidence in favor of
within-store synchronization in the timing of price changes is given by the frequent occurrence of the
events g, = Qand ¢, = 1. We are now in a position t0 compare the observed frequencies of these
events (Table 4) with the expected frequency under the binomial assumption.

For each value of |G,| = 3 and for every moath we compute the binomial probabilities of
observing zero and |G,} price changes using the estimated P,, and P... These probabilities are

multiplied by the number of stores selling |G, | products to obtain the expected frequency of zefo or

* This holds for any finite value of the sample size G,.
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|G, | price changes in each month. Within-store synchronization predicts that the gbserved

frequencies will be higher than the expected ones. Table 7 corroborates this prediction.

Table 7: Observed and expected frequencies of extreme events

Zero Changes | All Changes
Observed 236 46
WINES )
Exp. X, 150.5 10.7
Exp. = 100.8 1.2
Observed . 139 111
MEAT
Prds. Exp. X, 41.6 69.4
Exp. = 39.8 58.8
B. Pairwise correlation in the timing of price changes

So far our approach to the measurement of within-store synchronization captures behavior
within a period. Another — perbaps more dynamic — approach is the co-evolution ‘of two different
products j and k, X and X;,, within each store over time. An additional ilhplicaﬁon of pairwise
independence in the timing of price changes is that the covariance over time between any two pairs of
products sold in the same store is zero. This issue is analyzed in this subsection, thereby putting
together, in some sense, the concept of regular cyclicity with the static notion of within-store
synchronization.

We focus our analysis on the behavior of the cross-product X X,,. We define the indicator
function 5.(j,k) as follows: when both products behave similarly S,(,k) = I; else S.(,k) = 0. That
is, when either both X, = X3, = l or Xy = X, = 0, §,(,k) = 1. The mean value of S,(j,k) over

time, §,(j,k), is the proportion of synchronization or matching between two products j and k in store
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Over all stores and pairs of distinct products we obtained 579 and 1069 §,(j,k)'s for wines
and meat products, respectively. Table 8 displays featuras of the distribution of S;(J,k). Recall that

within-store synchronization implies “high" values of §;.

Table 8 : Cumulative distribution of $,{j,k)

N MEAN MIN |5% 10% 5% 50% MAX
WINES [ 579 0.867 0.333 10588 | 0.667 | 0.800 ] 0.889 | 1.000
MEATS | 1069 0.581 0.000 |0.273 |0.364 | 0.471 | 0.588 | 1.000

A rough benchmark figure for the expected proportion of matchings, S (j,k), under the
assumption of no within-store synchronization can be obtained from Table 5. For wines we are led to
expect an §; (J,k) around 0.0576 (= 0.24%) and no larger than 0.0961 (= 0.31%), while for meat
products §,(j,k) should hover around 0.281 (= 0.53) and no more than 0,384 (0.62%). It is clear that
the observed proportions of matchings are larger than the expected ones. #

Clearly, meat products and wines do not behave in the same way. liecall thar we are
analyzing the same time period in each product so that the stores selling these products operate in the
same macroeconomic environment. It may be that aggregats variables, such as those related to
monetary expansion, or even the average rate of inflation, transmit into meat products with much

more noise. In other words, meat products are subject to more idiosyncratic shocks. This may be

* This, of course, does not copstitute a formal testing procedure, Within-store synchronization means that the
Jjoint probability of observing a price change in products j and k equals the product of the marginal probabilities of
a price change in goods j and k. This means that the covariance over time between X, and X, is zero. Testing
for zero covariances is oot pursued here because (a) it is difficult to assign a reliable standard error to the estimator
of the covariance since it depends on the serial correlation paitern of each {X,} sequence, and (b) a formal
procedure would be based on lasge sample theory whose finite-sample properties are unknown, This is a problem
since each 5,(j,k) is an average of at most 17 observations and usually much less than that.
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responsible, at least in part, for the fact that synchronization within the store is not as complete in

stores selling meat product as it is ia liquor stores.

5. Negative and positive price changes

This section examines the co-existence of positive and negative nominal price changes within
the store. The phenomenon of negative nominal changes during a period of high inflation is
interesting. With an inflation rate of about 3.9 percent a month, one is tempted 1o think that very few
nomina prices, if any, are likely to adjust downward. Cur data show that this is not s50. About 12
percent of all changes in our sample are dowaward changes in this period (11.1 percent in meat
products and 14.7 percent in wines).

In the literature on equilibrium distributions of real prices the assumption of celative two-sided
(idiosyncratic) shocks is usually invoked to generate a stable distribution of the relative prices. It is
therefore comforting to know that even when aggregate shocks generale a faicly high rate of inflation,
there seems (o be evidence pointing towards the presence of idiosyncratic shocks in the opposite
direction.® Note, however, that a dowaward adjustment of nominal prices cannot, by itself, imply
the existence of idiosyncratic shocks. It is the co-existence of price reductions of individual products
and a positive and stable inflationary process that suggests the presence of strong idiosyncratic shocks

in addition to the aggregate shock ™™

® Tsiddon (1993) and Caballero and Engel (1991) present models based on two-sided shocks.

T Recall that the standard deviation of the monthly tate of inflaticn is 1.9 percent.  To sen whether negative
shocks come: from a distribution of idiosyncratic shocks or from sggregate shocks we ran a series of regressions
of the number of negalive nominal price changes across all stores on the unexpocied component of inflation (both
in lincar and in lincar-yuadratic forms). We could not detect & single equation that shows & negative coelficient.
Negative price changes are not related 1o negative surprises in the rute of inflation. We therefore conclude thai the
source for these changes is idiosyncratic.

® An alternative interpretation may be the occwrrence of "sales™ not related to shocks of any type. Casual
examinalion Jeads us to believe that “sales® are not a common phenomenon in grocery stores in lsrael. They are
more prevalent in supermarkets which, however, are not included in our data.
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We have argued before that within-store synchronization can result from the existence of
store-specific costs of adjusting prices. However, there may be othec explanations for this
observation. One competing hypothesis is that monetary shocks are distributed unevenly across
geographical regions.” As we shall see, the timing of the negative nominal price changes offers a
viable way of contrasting the two hypotheses.

Suppose there exist idiosyncratic shocks that are independently distributed across products as
well as across stores. Suppose that a store "observes” a negative shock in the market for product j.
If there were no store-specific component to the costs of adjusting prices, then the store would adjust
the price of product j downward only at the moment the product-specific negative shock arrives. This
implies that the timing of negative price changes is uncorrelated with the timing of positive price
changes.

If a negative shock to a particular product in a specific store coincides with a positive regional
monetary shock affecting the store — the unevenly distributed shock -- then there are weaker
incentives 10 accommodate the negative idiosyncratic shock since it is parily or fully compensated for
by the positive regional shock. In this case, the timing of negative and positive changes in prices
within a store ought 10 be pegatively correlated.

All the above implications hold under the assumption of no store-specific adjustment costs. If
there are store-specific costs to changing prices, the store should try to bunch together negative and
positive changes in prices, implying a positive correlation between the timing of positive and negative
price changes,

Figure 6 presents the degree 10 which the timing of positive and negative price changes
coincide. The horizontal axis shows the proportion of negative price changes that occur

simultaneously (in the same month) with positive price changes within the same store. The vertical

? Note, however, that the data were collected in Israel, whose ares is just under 22,000 square km.
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axis indicates the frequency counts. In 40 stores all negative price changes coincided with positive
price changes. In 11 stores there were negative price changes only when there were no positive
ones.® We interpret the lefi-skewness of Figure 6 as favoring the menu-cost explanation of the
existence of within-store synchronization over the explanation of a geographically uneven macro

shock.

6. Interpretation of the evidence

Qur analysis of the data indicates that the timing of price changes- is synchronized within each
store but that stores are staggered over time in quoting new prices. We believe that these findings
lend greater support to some theories of price dynamics than to others. In this section we comment

on how different theories fit these results.

A. Meny costs models

The menu cost paradigm is consistent with our findings when these adjustment costs satisfy
the following requirements: (i) they are significant to the seller, in the sense that they are not o be
incurred continuously, and (ii) some component of these costs is store-specific, The adjustment costs
are, therefore, not exclusively a result of the characteristics of each product but also of the
characteristics of the price-setter. This last requirement will induce a store to synchronize its price
changes, The term “menu cost® comes alive: the cost of printing a new menu is shared by all
products. If such store-specific costs are indeed important, then single-product menu cost models
may give a very distorted picture of price dynamics,

Note, however, that store-specific costs should induce synchronization only in the timing of

price changes, but should not carry implications as to the size of the price changes for individual

® Of these, 7 are liquor stores and 4 are stores selling meat products.
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products. This justifies our focus on the synchronization in the timing of such changes.

B. Informational externalitics

Another explanation that fits the within-store synchronization of price changes is based on
informational externalities. Ball and Cecchetti (1988) discuss a mechanism in which each price-setter
derives information on inflationary pressures from observing the decisions made by other price-setters
when they change prices, They show that such an externality can generate an equilibrium with
staggered price-setting.

This explanation does not contradict the menu cost hypothesis. In conjunction with the menu
cost explanation, it amplifies the within-store-synchronization phenomenon, and yields an intuitive and

plausible mechanism that explains staggering across stores.

C. Signal extraction models

Lucas’s {1973) explanation that stores change most of their prices in response to a
macroeconomic shock, e.g., an unexpected monetary expansion, does not fit the data well. If the
shock is perceived by all agents at the same time (i.e., if there is no asymmetric information) all
stores will respond in a synchronized fashion, leading to across-store synchronization. The lack of
synchronization observed in Figures 1 does not support this implication. It would be very difficult t0
suggest a convincing argument whereby macro shocks lead to within-store synchronization but not to
across-store synchronization. Hence, within-store synchronization cannot be the result of macro
shocks.

One way of reconciling this model with the findings is that the effects of macro shock are
unevenly distributed geographically, say, with different factor loadings in different lqcan'om. Moving

away from a pure macro shock can potentially generate the across-store staggering and within-store
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synchronization observed in the data. This explanation was considered in Section §, where we
documented the coexistence of positive and negative price changes within the same store. The data
seem 1o reject the geographic hypothesis as well.

We do not interpret the data as éuggaﬁng that the effects of partial information on price
dynamics are minimal. The data only suggest that at high rates of inflation the economic implications
of incomplete information are overshadowed by the economic implications of the existence of friction
in setting new prices. Thus, this is simply another costly aspect of inflation: at high rates of inflation
price-setters must pay more attention to frictions than to gathering and processing information.

Inflation therefore makes price-setting a more mechanical process. We will return to this issue later.

D. Sticker price model

Diamond (1993) proposes yet another mechanism to justify the sluggishness of the aggregare
price level: identical products may have different prices since prices are set at the time of delivery to
the store and remain unchanged unless 2 crucial change in the environment occurs. Our data do not
support this hypothesis; for it to be consistent with our findings one needs to assume that all products
are delivered simultaneously to each store so as to generate within-store synchronization, and that
there is 2 non-degenerate distribution of delivery dates across stores. This distribution should be
widely spread-out in order to generate the observed across-stores staggering in the timing of price
changes, which was defined on a monthly basis. These are strong assumptions, that are unlikely to

hold for the type of products analyzed here.

E. Search theory
In L&T we showed that the price dispersion in each (homogeneous) product market is very

large. Consequently, consumers have incentives to search for the Iowest price. There is, in fact, a
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rich literature connecting search theory to inflation but most of its implications cannot be addressed
with our data.

Search, however, is not confined to consumers only. In an inflationary and uncertain
environment, sellers also are not fully aware of nominal price changes and, therefore, every new
price quotation brings new information on market conditions to consumers and sellers alike.

To the best of our knowledge no model exists, as yet, in which consumers and sellers search
in the context of multiproduct firms. Hence, we can only conjecture about the constraints such a
model would impose on the data. In broad terms and mainly from an information-gathering
perspective, staggering price changes within the firm amounts to following a sequential search
procedure; synchronization of price changes is analogous to a fixed sample search approach. It is
well known that, under fairly general conditions, sequential search is a better strategy. In our dataset,
nevertheless, we find that stores synchronize the timing of their products’ price changes, i.e., they
choose the fixed sample approach.

Two possible explanations of this paradox can be advanced. First, the environment may be
very volatile and little, or nothing, can be inferred from observations of one product on the others.
Second, the existence of frictions at the store-level make the staggering of price changes a very costly
alternative. Both explanations are not mutually exclusive; both may render a sequential search
strategy non-optimal.

Moreover, since relative price volatility is partly attributed to frictions in price setting (L&T),
these frictions seem to have a very close connection to the fact that there is no sequential search.
This, however, is merely another manifestation of what was noted earlier: as inflation increases,
frictions become more important, and behavior becomes more mechanical,

To sum up, we believe the empirical findings of within-store synchronization and of across-

stores staggering are important because, first, they validate the assumption made in much of the
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"sticky prices” literature that decisions are staggered across price-setters, and not across products,
Second, they provide further empirical support for the conjecture that price rigidity is due to
mechanical reasons, i.e., to menu costs, and not to informational asymmetries. And last, they
indicate that further research on the dynamics of prices should take into account the multiproduct

character of the price-setter.

7. The store-specific meny costs bypothesis

Accepting the view that within-store synchronization in the tmnng of price changes emerges,
at least in part, as a result of the existence of a store-specific component in the cost of adjusting a
price quotation raises some interesting issues. Although menu cost models for a multiproduct priée-
sefter have received lictle attention from the theoretical perspective,® we heuristically derive some
simple restrictions on the data by extending the logic of the single product model.

It is commonly believed that the existence of small price changes constitutes evidence against
the menu cost propesition, It follows that if many small changes are observed, the menu cost
paradigm has very little (if anything) to say about actual price dynamics. This deduction, however, is
not applicable in a multiproduct setting.

If the fixed costs associated with the price-setter, relative to those associated with the product,
are the dominant component, then the well-known (S,5) policy in its narrow déﬁu.it.ion is no longer
optimal. While prices still change discontinuously, one should expect fairly little regularity in the size
of the price change of each product.™

To illustrate this point, consider the case in which the only adjustment costs are those attached

¥ See Sulem (1986) and Sheshinski and Weiss (1992).

2 This contradicts the conclusion of the single product case. In that case, the (S,5) boundaries are fixed as long
as the characteristics of inflation are fixed. Thus with a (stochastically) stable inflation cne expects s constant
proporticnal change in price.
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to the price-setter. If a decision is made to change prices, then the prices of all products are changed,
i.e., perfect within-store synchronization is the rule. As long as idiosyncratic shocks are significant
relative to aggregate inflation, when a price-setter decides to change (all) prices the magnitude of the
change in each product’s price can be anything: some prices may change more than others or may
change in opposite directions. The only common fact is that in all these changes, each price is set to
its optimal level. In addition, if store-specific costs are large, an appropriate weighted-average of
price changes within a store should also be “large™.® In the more general case, when the costs of
adjustment include a componeat associated with each product, some prices may not change at all or
may change on different dates, implying less than perfect within-store synchronization, but the rule
that conditionat on a change, the average change should be large, still holds.

Having no information on sales or on the cross-derivatives of the profit function, we use the
arithmetic average of price changes as a proxy for the correct weighted-average of price changes.
Note that we restrict ourselves to positive price changes. Let DP; be the percentage change in the
price of product j in store i during month t and select those observations for which DPijt > 0. The

average change within store i is given by DP,,

1
Dp, = DP (10)
“ le' Jgﬂ:. v

where G, is the set of products whose prices changed during month t in store i and G, > 3. Table 9

characterizes the distribution of DP, over stores.

* The appropriate weight is the weight that accounts not caly for the sales of the product but also for the effect
of the change in the product's price on total revenues (Sheshinski and Weiss, 1992).
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Table 9 : Cumulative distribution of DP,

N MEAN MIN | 5% 10% 5% 50% MAX
WINES | 148 0.139 0.007 |0.015 | 0.027 | 0.059 {0.104 | 0.558
MEATS | 744 0.090 0.006 | 0.031 | 0,041 | 0.058 | 0.081 | 1.016

Since the average monthly inflation rate was 3.9 percent, we could use this number to define
a "small” price change. In wines, 15.5 percent of the average price changes are small while in meat
products the corresponding figure is 9.1 percent.™ A comparison of each DP, 1o the corresponding
monthly rate of aggregate inflation (CPI) indicates that 11 percent of the changes in liquor stores are
less than the inflation rate, while for stores selling meat products this figure is 14 percent. In sum,
only between 10 and 15 of all average price cha.ngs: a;re "small* according to the definition
employed.

While small price changes in specific products are not evidence against menu cost models in
the multiproduct firm setting, the fact that small average changes within each store are infrequent
reconfirms our previous conclusion that the phenomenon of within-store synchronization is, at least in
part, due to significant store-specific menu costs. 7

Theory provides other restrictions that should be satisfied by the data if within-store
synchronization is related to store-specific menu costs. The main implication is that DP, should be
positively affected by expected inflation and not related to unexpected inflation. In fact, the mean
of DP, over all stores and months increases from 9.8 percent in 1978-1979:6 0 11.9 percent in 1981-
1982. At the same time, the average monthly inflation rate mounted from 3.9 percent to 7 percent.

The relationship between DP and unexpected inflation was examined via 2 regression of DP,

* In liquor stores, 23 price changes were less than 3.9 percent, 39 perceat of them occur in 3 months (May
1978, and February and March 1979). In stores selling meat products, 68 price changes were below 3.9 percent;
37pementofthemnlsooccurin3monﬂm(MamhandDeuembetlWB.mdinMa:dlwﬂ).
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on unexpected inflation and its square. In all the regressions, for meat products and wines separately,

with and without store dummies, the coefficient of the unexpected part of inflation is statistically not

significant.™

8. Conclysion

A price-setter usually sets prices for many different products. This obvious fact is an aspect
of price-setting behavior which has been neglected in most of the theoretical and empirical work on
the subject. The purpose of this paper is to draw attention to this issue, We do this by empirically
investigating a rich body of data on prices of meat products and wines collected at the store level in
Israel.

The data show that when stores - price-setters — change prices, they change the prices of
most of the products they sell. That is, there exists within-store synchronization in the timing of price
changes. In addition, stores are staggered in the timing of their price changes. These findings justify
the use of staggered price-setting mechanisms in the debate over the role of monetary policy.

We also contrast the implications of some of the prominent models of price-setting behavior
with the data, Among the potential explanations, the one suggested by the menu cost model seems to
be the one most consistent with the data. While we do not formally test the menu cost model against
the other alternatives models we tend to conclude that, at least for foodstuffs, the menu cost approach

describes the data well, The results from L&T reinforce this conclusion,

* The series on unexpected inflation is the one used in L&T. To conserve space we do not report the resulls
of these regressions, which are unalogous to thoss appearing in L&T.
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APPENDIX

TABLE A1: SIMULTANEQUS PRICE CHANGES: WINES

Store MW Share of Humber of
Ceopetitors Products

1 T.27 0.45 7

2 5.38 0.29 3

3 5.64 0.36 a

4 5.00 0.3 1

5 6.16 0.36 5

[ 4.00 0.44 1

7 5.76 0.35 9

8 2.83 0.20 5

9 5.37 0.28 2
10 5.5 0.30 5
N 9.00 0.53 3
12 8.77 0.57 8
13 12.00 0.48 1
1% 3.50 0.22 8
15 7.90 0.46 7
16 5.25 0.30 4
17 8.00 0.42 2
13 9.08 0.61 ]
1 7.00 0.32 1
20 ?.09 0.57 9
21 T.57 0.39 3
22 4.85 0.35 4
23 5.08 0.34 4
24 7.88 0.51 6
25 13.00 0.87 1
26 9.13 0.52 []
27 4.33 0.23 3
28 6.33 0.43 2
29 B.47 0.58 1
30 3.40 0.23 1
31 .21 0.54 8
32 8.28 0.52 a
33 8.02 0.55 9
34 5.00 0.29 1
] 6.00 0.33 4
36 a.15 0.51 7
37 6.30 0.41 4
34 5.48 0.36 9
39 3.a 0.24 7
40 14.00 0.61 1

Notes:
M is the number of stores changing price of product | in month t eimul tensously with store
i, M,, sveraged over the rumber of products J sold by store { and over the numbar of months
in which these products where sold. .
The share of competitors equais M, divided by the rumber of stores selling product j during
month t minus 1, sveraged over products and months.




TABLE A2: SIMULTANEOUS PRICE CHANGES: MEAT PRODUCTS

Store M shars of Wumber of Store N share of  Number of
Competitors Products Competitors Products

1 17.96 0.60 ] &6 17.98 0.58 4
2 B.5% 0.57 3 &7 a.22 0.49 2
3 8.95 0.57 3 &8 15.22 0.57 1
4 8.00 0.52 1 49 17.93 0.59 9
5 18.71 0.4y & 50 7.00 0.37 1
] 18.79 0.81 [] 5 17.79 0.55 8
7 13.97 0.3¢9 H 52 15.17 0.56 1
8 15.00 0.87 1 53 14.25 0.66 1
9 18.28 0.81 7 54 18.11 0.60 )
10 20,18 0.5¢9 é 55 17.66 0.56 8
" .n 0.51 3 56 18.92 0.59 [
12 18.05 0.5% & s7 8.25 0.52 3
13 8.08 0.5% 3 58 23 .40 0.58 1
14 18.81 0.58 7 59 7.81 0.53 2
15 8.56 0. 3 50 156.00 0.38 1
16 17.48 . 9 61 18.22 0.58 3
17 6.80 . 2 &2 19.12 0.62 9
18 9.35 - 2 &3 18.560 0.61 5
19 16.23 - 9 &4 18.40 0.60 3
20 17.27 . 4 65 15.75 0.53 8
21 16.98 . 2 &6 18.84 0.57 7
22 7.46 . 1 67 18.82 0.58 7
23 8.15 . 2 &8 18.76 0.63 9
2% 8.13 . 1 & 16.66 0.59 &
25 8.48 . 3 70 7.87 0.49 3
26 14.96 . 2 n 7.33 0.45 1
27 17.90 . 3 ” 18.09 0.40 8
28 15.85 . 2 (4 ?.33 0.56 1
29 19.00 . 1 74 19.11 0.60 7
. 2 5 26.45 0.54 7
. 2 T 20.0 0.61 13
32 17.61 . 2 144 18.15 0.58 8
33 18.10 . 8 78 16.52 0.46 4
34 17.98 . 8 Fad 18.18 0.5% 5
35 18.M . T B0 T.57 0.43 1
35 P.43 . 3 8 18.03 0.5¢9 ?
37 8.75 . ] 82 19.00 0. 2
38 22.73 . 3 83 17.81 0.5% 2
39 19.40 . ] 84 17.30 0.57 3
40 8,05 . 2 85 20.13 0.58 [3
3 17.33 . 8 86 19.29 0.58 3
42 19.98 . 3 87 19.24 0.64 3
43 15.05 . 1 88 10.13 0.63 3
& ?.02 . 3 89 16.50 6.4 1
45 16,87 . 9 90 12,38 €.51 1

5S4

0.58

0.33

0.58

0.52

0.5

0.48

0.67

0.58

| 0.55
| 0.53
| 0.54
| 0.58
| 0.51
‘ 0.43
30 18.28 0.57

3 22.57 0.54

0.54

0,58

0.55

0.57

0.63

0.57

0.58

0.59

0.43

0.57

0.58

0.57

0.58

0.56

Mates: Sea notes to Table Al




CONSECUTIVE PRICE CHANGES: WINES

TABLE A3
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TABLE A4: CONSECUTIVE PRICE CHANGES: MEAT PRODUCTS
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TABLE A4: (continued)
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Prob{X,=0{X, =1}

ﬁﬂ

Prob{X =1{X _,=1}

ﬁl

PROD6 PRODT PRODB PRODY

PRODS

PRODZ PROO3

PRODT

TINE

209 2 'DDISAMA Feme—

osooooooosuo ooco

00222.7-151.

26 20 KBS rOOw—=RR O

.00.030005--55
- Uzs‘ﬂs oo

0-..-050300...0
- RO MmN c

=R = PJOoOMNBIOOMNE -

LA B R N N E_N-1_ N I B B
—

SCiIonIocooR s
. [ IR
o N 2o N

—

coo
L=

2 0

Prob(X, ,=0/X, =1}

Qo

Prob(X,_,=1{X =1}

QI

PRODT  PRODE PRODY

PRODG

PROD2 PRQGD3 PRODA

PROD1

TIKE

-00.086-51‘.0.2"

usouu.u.oss

NO NN s 210

cFOoONno
« o »
Lad =B 4

2 +0900 00 ROy rm=r—RO0M

.oo-ussuuo-..-so

30 ’11122 03

ot sionvnnmoo s <O
. 3 Sul- B B i} .
- VoINS~ -~

-2 BER E-F-B N-3_ 3 N-2-N-0 N |
1] . e it e e
oo - DS O-o

L BRI Nl Rl BN 2 A N B ]

..JOJJDJOJG
o WM e~
—

L N-2-X-)
e e
O~

oo rIconnhng 09N
- roa
- N —NOMO— L]

. Indicates that esticetes of either the denominator or the numerstor or both are

Note: = indicates that the probablility in the denominator Is zero.
missing because

of {ack of observations on that cetf.




PRCO7 PROCES PRODY PRCO10 PROOTT PROD1Z

PRODG

Prob{X,=0/X,  =1)
Prob{X,=1/X_, =1)

PRODS

ﬂl

TABLE A&: RATIO OF CONOITIONAL PROBABILITIES
Pio

PRGDZ PRODZ PRODS

PROD1T

TINE

RE€+885/RJRURKERR

-Izz 410000000000

SR3RRARLANSSIARS

.
-Iﬂ-ﬂvﬂ-ﬂvuooos-ltloooo

m2RRKCR33883%38

00000000001010‘7

RIRQYSRTRZABASS2

o-l-I-I‘zn-n-nvcloza“-l

YRIRARAK=IENIINYG

PROD12

=88 "83R3IYNNIYILG -
uzll ozoooooonﬂvoo .
8-R3K3LB5RAZIBYNIY ¢

310000000032‘00‘

82R]123332853%83838

]
.
000000001010000‘ .
.

P38KLR82RRAGEE:

00‘0‘31000022122

2R2ZSRIASNINIIRR .

0011000000000001

EC°38RR2R=32381E8]1

10011100‘1261110

8Q~R3<IBLAZRRLRT

,lllllzuonuooszoooo

RARBENEZR5"89384N

102“1100 -In-zulnvo

£33%373397%88555

‘1°°°2°°lhﬂ-262‘ﬂ-ll

3YR8REILI-2R

72‘1‘1000002‘000 .

$R338RRLS "R38%8Y

N OR=OD=00 NO=OMND

3%M83SHRLSERRIAL

110‘00000120“0&

IRTRKEERNERBREER"

Prob(X, ,=0{X =1]
Prob(X, ,=1/X,=1]

Qu
Ql

« s e s e

® .il';'.licatei that the prohnbll{-ty In the cdenominator ia 1-ero.

n333%8%88R8KR88Y |

-0 000COoON"0O=NODOO .

8=8RKEX3R88%38KLN3

7011000111122000

PRODZ PRCO3 PROD4 PRODS PRODS PRGOT PRODE PRODP PRCD10 PROD1T1

mooo OO kM oo wowroOo
1245ﬁ3mﬁ n0024 HMZ AR coco
T . . . - S S S S - - )
NreerOOOOMN-~0OMMNM - Ot N OrON~- -0~
.
-
oniges -——o ohwno ~
544921 “ﬁJEJ?D X m JS3D£5W4M7M 843 -
..................
~00O0r-r00OC0-Or000 - O ¥-0O-OOOOoOwrw=OO~ &
. .
=3
- .=
w
MMV =NMTnO M - I MITRORRDOCODNMTNO D
- = -
. - -
.




FIGURE 1:

PROPORTION OF PRICE CHANGES
February 1978 - June 1979
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Figure 2: Number of stores and products
February 1978 - June 1979
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Figure 3. Proportion of Prica Changes, Feb. 1978 - June 1979
a. Meat Products
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Figure 3. Proportion of Price Changes, Feb. 1978 — June 1579
b. Wines
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Figure 4: Conditional Probability of a Price Change
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Figure 5: Proportion of Price Changes

Within and Across Stores
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Figure 6: The co-existence of negative
and positive price changes
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