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ABSTRACT

We compute the forecastable changes in output, consumption, and hours implied by a
VAR that includes the growth rate of private value added, the share of output that is consumed,
and the detrended level of private hours. We show that the size of the forecastable changes in
output greatly exceeds that predicted by a standard stochastic growth model, of the kind studied
by real business cycle theorists. Contrary to the model’s implications, forecastable movements
in labor productivity are small and only weakly related to forecasted changes in output. Also,
forecasted movements in investment and hours are positively correlated with forecasted
movements in output. Finally, and again in contrast to what the growth model implies, forecasted
output movements are positively related to the current level of the consumption share and
negatively related to the level of hours. We also show that these contrasts between the model
and the observations are robust to allowance for measurement error and a variety of other types

of transitory disturbances.
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1 Introduction

The recent literature has given considerable attention to the hypothesis that Huctuations in aggregate eco-
nomie Qctivity result from stochastic variations in the rate of technical progress (Kydland and Prescott, 1982;
Prescott, 1986; Ki.nlg, Ploaser and Rebelo, 1988a, 1988b; Ploeser, 1889). One of the most appealing features
of this “real business cycle” (RBC) hypothesis is its parsimony — it is proposed that the same exngeoous
changes in the available production technology that determine the long-run changes in output per head also
account for shorl-run variations in output and employment. Rather than a puzile to be explained through
the invocation of a complex mechanism that is introduced into one's model of the economy solely for that
purpose, the businesa cycle is actually a necessary consequence of stochastic grawth. 1t would be predicted
to occur even in the absence of any “frictions® not present in a standard neoclassical model of long-run
growth, and in the nbsence of any other disturbances to the economy, once on.c recogunizes that the technical
progress responsible for long run growth is itself stochastic. !

The demonstration by Nelson and Ploeser (1982) that U.S. real GNP has a “unit root” or stochastic trend,
rather than exhibiting only transitory fuctuations around a deterministic growth trend, greatly increased
the credence given to the real business cycle hypothesis. It is widely accepted that shocks that result in
permanent increases in the level of real GNP can only plausibly be interpreted as permanent productivity
improvements, 2 Here we wish to consider whether accepting that there is a stochastic trend in the aggregate
production technology requires one to believe also that the business cycle is largely due to (and, in eseence, an
efficient response to) stochastic productivity growth. * This issue has been addressed in the RBC literature
by computing the predictions of a “calibrated” stochastic growth model for the variability of output, hours
worked, and other aggregate quantities, assuming technology shocks of the size indicated by some measure
of the variability of technical progress, The question posed is whether even in the ahsence of other stochastic
disturbances ta the economy, one would expect ta see business cycles of the size and character observed.

Typically, such exercises have concluded that technology shocks alone would predict variations in output

1Thus Prescott (1986) writes: "These (business «ycle] obsarvetions should not be puzsling, for they are what standard
economic theary predicts. For the United States, in fact, . dedunnmddndnn;in;pmdu:ﬁupo-lhﬂiwut.whd
would be puzaling is if the economy did not display these larga fiuctuations in outpud and employment....”

3See, .5, Blanchard and Fischer (1969, ch. 1).
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changes in the pattern of resource allocation that tay be ultimately caused by shocks of another sort. :




of roughly the magnitude observed (see, for example, Plosser 1989). They have also concluded that these
fluctuations bave the right characteristics, in tbe sense that the relative volatility of quantities such as
aggregate consumption and investment spending, and their degree of co-movement with output fluctuations,
correspond roughly to the predictions of the model. Thus it is argued that, granting the existence of the
stochastic technical progress and the easential correctness of the neoclassical growth model used to generate
the predicted effects of techriology shocks on aggregate variables, one can conclude that technology shocks
account for a large part of the aggregate fluctuations that are observed. Moreover, it is su@mtd that auch
additional variation in aggregale quantities as may be due to other independent disturbances makes little
difference for the overall character of business cycles.

Here we undertake a similar exercise, but using a different diagnostic for whether the model can account
for the kind of business cycles that we observe. We argue that an important feature of observed business
cycles is variation in the rate at which output can be forecasted to grow in the future. Indeed, it seems to
us that this is an essential aspect of what people mean when they refer to “business cycles” — at different
points in time {different “phases of the cycle” in the language popularized by Wesley Mitchell) t.h-e outlook
for the economy is different. Note that output growth could exhibit substantial variation even in the absence
of cycles of this sort. Output might be a random walk, so that the probability distribution over possible
future growth patterns would at all times be the same. We show in the next section that this ia not true
for aggregate fluctuations in the postwar U.S. — instead, there are significant fluctuations in the forecastable
future growth in output and other aggregate quantities. * Indeed, over a horizon of two to three years, we
show that more than balf of the variation in output growth is forecastable {even using only a very small set
of forecasting variables). -

We then ask whether a stochastic growth model would predict fluctuations in the forecastable changes
in aggregate gquantities of the kind observed. Wé show that, at lea.:;t for a popular variant of the model

often used in the RBC literature, the answer is sbaclutely not. ® Under a standard calibration of the model

*Ws do not, of course, dajm originality for this sheetvation Since Nelson and Plosser first directed aticotion to the extent
to which aggregate cutput was similar 10 & random walk, and argued Lhat this suggested an important role for "supply shocks”
in the generation of cheerved Buctustions, many authors have shown that output is not in fact a random walk {even if it has
a "unit root®). The point of the results reported here ja to characierise tha forecastable Buctustions in a way that facilitates
compariscn with the predictions of & real buainess cycle model.

*0ur “bascline” model, including the parameter calibration Lhat we use, is ssentially identjcal to the model with » random
walk in technology considered by Plosser (1589) and by King, Plosser and Rebelo (1988b) [herealier, K-F-R]. The model of °
Christiano and Ejchenbaum (1992) is also quite similar, though certain of their parameter values are rather different. Ws also
discuss below the consequences of variation in the most important of these parameters. '




paramelers, the variability of the forecastable changes in output predicted by the model is much smaller
than that which is indicated by.a VAR model of the U.S. data. Essentially, the model predicts that output
should be much closer to a random walk than is actually the case.

This finding is Telated to an obeervation by Watson (1983), who shows that the RBC model cannot
explain the peak of the spectrum of output growth at business cycle frequencies. It is also related to the
findings of Cogley and Nason (1993), who criticize several variant RBC models on the grounds that the
models cannot account for the observed degree of serial correlation of output growth. We believe that we
bave identified an even greater discrepancy between the model and the data by analyzing several variables
simultaneously. For one thing, as has been stressed by Cochrane and Sbardone (1988), Cochrane (1994a),
and Evana and Reichlin (1993), estimates of the forecastability of output growth are greatly increased by
the use of & multivatiate system.

An even more impartant novelly in our analysis is that we identify three features of the co-movement
of various forecasted series that are inconsistent with our basic atochastic growth model. The first is that
predictable movements in output and predictable movements in the average product of labor bear little
relation to each other aud, when they are related to each other, they are often negatively correlated. By
contrast, the model associates predictable increases in cutput with capital ucumulat.i_on which raises labor
productivity. Thus predictable movements in output should be strongly positively sssociated with predictable
movements in productivity. The second is that predictable increases in output are cotrelated with predictable
increases in the labor input. By coulrast, under standard calibrations, the growth model implies that the
labor input should be above its long run velue when output is below its lang Tun value, and vice verss, 80
that the two quantities are always expected to move in opposite directions. Finally, as has been pointed
out repeatedly (see e.g., Campbell 1987, Cochrane 1994a), the data suggest that high levels of the ratio of
consumption to output are sssociated with increases in output (and with smaller increases in consumption).
We show that this too is inconsistent with the growth model. |

We thus believe that we have identified important respects in which a simple stochastic growth model
does pot predict aggregate fluctuations of the kind observed. Itmightbauguedthatthililuﬁnepoint,

to be addressed by more sophisticated versions of the RBC model, and that it does not detract from the
'mpmmmwmtwmmwmhmamdhmumb).




basic model’s success in accounting for the overall variability of output, investment, and so on, and for the
correlations between overall variations in these variables. However, the significance that ona attaches to the
successes typically cited in the RBC literature depends upon how one proposes to separate out the “cyclical”
movements in aggregate quantities from the trend growth in those quantities (that most economists would
explain in terms of technical progress, regardless of their view of the cycle).

One simple appreach to characterization of the cyclical movements that a business cycle theory should
explain is to subtract a linear trend from (the logarithm of) each of the aggregate time series, as in King,
Plosser and Rebelo (1988a). This approach, however, does not make sense if one accepis the evidence referred
to above for the existence of & stochastic trend. An alternative approach, used by many authors following
Kydland and Prescott (1982), is to extract a complicated noanlinear trend from each aggregate time series
using the “Hodrick-Prescott filter”. 7 This allows for a shilting trend, but has the disadvantage that the
shifting trend that is removed from the data (actually, the several shifting trends that are extracted from
the different aggregate series) is not modeled; the theoretical model that is used by Kydland and Prescott to
explain the cyclical variations in the data involves no trend growth at all, and so the effects of shifta in the
trend on the variables’ deviations from trend are not modeled. This not only casts doubt upon the reliability
of the authors’ numerical results; it undermines a principal intellectual appeal of the RBC approach, namely,
the prospect of an integrated theory of growth and the eyele. '

Authors such as K-P-R and Christiano and Eichenbaum (1992) avoid this dilemma by assuming a random
walk in productivity. In this case, the model predicts the existence of a stochastic trend in real activity, and
indeed the technology shocks that are to explain short-run fluctuations are nothing othez than the shifta
in this stochastic trend. There remains, however, the question of how to define “cyclical® variations in the
presence of a stochastic trend. These authors (and likewise Plosser (1989)) simply discuss the unconditional
moments of the growth rates of aggregate quantities such as output and investment, on the ground that
both according to the theoretical model and in the US, data, the aggregate quantities are non-stationary
while their growth rates are stationary (and so have well-defined moments). But it is not obvious that the
features of the aggregate dats that are emphasized in this way should be taken to characterize the business

cycle. Probably the most widely accepted proposal for defining a *cyclical” component of time series of this
'Fwﬁuﬁmd&aptwuﬁad&hﬂhuﬂmpuimwithﬁhnmdh&ddﬂmdb;,mKin;andlhbeln(lmilv)-




kind is that of Beveridge snd Nelson (1981}, namely, to define the “trend” component of a random variable
{X)atdatetas® '

Xy = lim E[Xur - Tlgx] m
where the constant ¥x is the unconditional expected rate of growth of X. The “cyclical” component is then

X X — Xtrend

Jim Ey[X¢— Xea1 + T log 7x])
—00

But ip this case, the cyclical component is exactly the forecastable change in the variable, over an infinite
horizon. [dentification of the degree of cyclical variation in various aggregate quaatities, and of the co-
movements in these cyclical variations, then amounts to the analysis of the foret;stable changes in those
variables. The only difference in our approach is that we also consider forecastable changes over shorter
horizons, and in fact we give greatest emphasis to the forecastable changes over a two- to thwym horizon.
One reason for this is that we find evidence in the U.S. data for a putichluly high degree of forec;nstability
of output growth over this borizon, and it seems natural to us to identify exactly this phenom@n as “the
business cycle”. If one does so, bowever, one must conclude that the stochastic growth model cannot umuu£
at all for either the existence or nature of the cycle,

Of course, & more complex RBC model might do better at explaining the cﬁk in this sense. In particular,
the assumption of a significant forecastable component to productivity growth (instead of a random walk)
ought to result in a prediction of much more forecastable output growth as well. We discuss some simple
alterpative models of technical progress in section [ below, but do not intend to consider this problem in
any generality. {nstead, our main point is that a model with ltochas-t.i.c growth peed not pm » business
cycle to any significant extent, and insofar as one does, the features of the model that account for the cycle
will be largely independent of those that account for the stochastic trend. This point remains valid whether
the cycle is ultimately due to transitory exogenous shocks to productivity, or to shocks of some other kind.
Thus the mere fact that stochastic productivity growth can be inferred from the presence of a stochastic
trend in cutput does not, in itself, provide support for the real business cycle hypothesis aa to the source of

the cycle.

$Here we amsume that {AX,} is stationary.




Ia section 1, we document the forecastable changes in output and other aggregate quaatities for the
postwar U.S., using a simple vector autoregression (VAR) framework. In addition to showing the importance
of these forecastable changes, we show that a definition of “the business cycle™ in terms of variations in
forecasted private output growth coincides empizically with other familiar definitions; for example, we show
that our dating of cycles on these grounds would be similaz to the NBER's, or to what one would obtain
from a simple linear detrending of (the logarithm of) private cutput. In section 2, we review the predictions
of a simple stochastic growth mode] (the real business cycle model of K-P-R) regarding forecastable changes
in aggregate quantities. In section J, we present the numerical predictions from a calibrated version of the
model (intended to match the U.S. economy) and compare them to our empirical results. Section 4 considers
the effect of varying the preference parameters of the model. We show that this can help the model explain
certain features of the forecastable components of output, consumption and hours but only at the expense
of more counterfactual implications concerning the unforecastable movements in these variables, Section 5
shows that our conclusions are roimst both with respo;ct to transitory measurement error in various series
and to the presence of certain other types of transitory disturbances. Section 6 briefly considers alternative

stochastic processes for technology, and Section 7 concludes.
2 Porecastable Movements in Output, Consumption and Hours

In this section we describe the statistical properties of aggregate U.S. output, consumption, and bours,
with particular attestion to the existence of a “business cycle® in the sense of forecastable changes in these
variables. We use a three-variable VAR, to characterize these forecastable movements.

Our results cbviously depend upon the VAR specification used, and so we discuss our reasons for particular
interest in the system that we estimate, First of all, we wish to compare the properties of the U.S. data
to the predictions of a standard stochastic growth model. This requires that we use seriea that represent
empirical correlates of variables that are determined in that mode). The RBC literature has stressed its
predictions for the movements in sggregate output, consumption, and bours. Moreover, the estimation of
a joiot stochastic process for these variables also implies processes for labor productivity (output per hour)
and investment (output that is not consumed). Thus, we are in fact estimating the joint behavior of all of

the variables with which the model is concerned.



We do not include in our forecasting regressions certain vafiables. #uch a8 intereat-rate spreads, that have
been argued by Friedman and Kuttner (1992) and others to be useful in foieusti.ng output, The reason
is that the co-movement of these variables with output is not modeled in the standard growth model. Of
course, it might be considered a defect of the model that it does not uqila-in telltionsﬁipa of that kind, if
they aré in fact found useful in forecasting. But here we wish to consider the extent to which an RBC model
correctly explains the co-movements of the variables that it clearly aims to explain. Also, the variables that
we study bere are ones that must be modeled in any business cycle theory, so that our characterization of
the data should prove useful in the evaluation of 8 wide range of potential theories,

Secondly, we wish to avoid the contrasting pitfalls of underestimating the ‘forecastabilit.y of aggregate
fluctuations due to omission of useful forecasting variables on the one hand, and of overestimating their
forecastability due to insufficient degrees of freedom on the other. To avoid overfitting, we use & small VAR
with only a few lags. On the other hand, the few variables used are ones that are expected to be useful in
the identification of forecastable output growth. Because we are interested in forecastable output growth,
output growth itseif must be one of the variables in our system.

It follows from simple “permanent income hypothesis” considerations that the consumption share in
output should forecast future output growth, and the usefulness of the consumption share as a forecasting
variable hes been verified by Campbell (1987), Cochrane and Sbordone {1988), Cochrane (1994a), and King,
Plosser, Stock and Watson (1991) [bereafter, K-P-S-W]. Likewise, the idea that variations in the labor input
can be used to predict future changes in output has been used to iﬂentify temporary output fluctustions
in & VAR framework by Blanchard and Quah (1989) and Evans (1989). ® Furthermore, as we explain in
the next section, the stochastic growth model implies that expected growth is & function of & certain state
variable (the aggregate capital etock deflated by the labor fqrce and the state of technology). According to
that model, both the consﬁmption-output ratio and hours relative to the labor force should also be functions
of that atate variable, and hence cither variable should supply all of the informaticn that is relevant for
foref.asti.ng future output growth. 7

We still face a choice between several possible measures of output, consumption and hours. One issue

’MmMmMWI&WMMudeMhGMMW For our
purpiua.hmumptfal.ble.beuucdl.hdrdeucmmthehborinp\uwilhwhichthﬂ.BCmddhmd.
Beaundatnndedpﬁmhumms&uim.ndhmnedbdu&.theymmuaq:ﬁdlndiuminow&ydmﬂuw
the unemployment rate.



is bow to deal with hours and output purchased by the government, given that versions of the model nsed
in the ABC literature generally ignore government alyogethu. We bave chosen to interpret the standard
model as & model of fluctuations in private output and hours; we explain in the next section how such aa
interpretation is possible even when the government does hire some hours and purchase some of private
output. '® As a consequence, our output measurs is real private value added, 11 and our hours measure is
bours worked in the private sector. 1

Another issue is the choice of a measure of consumption. Because the consumption decision modeled in
the standard growth model is demand for a non-durable consumption good, we use consumer expeaditure
on non-durables and services as our measure of consumption. This is also the consumption measure that
one has the most reason Lo expect to forecast future output on permanent-income grounds, and it is the
one used in the studies of cutput forecastability mentioned above. This choice has the consequence that we
identify consumer durahles purchases as part of “investment” in the growth model.

A further issue is how to deal with growth of the labor force (also typically ignored in the literature}. In
the next section, we construct a model with deterministic growth in the available labor force and show that
it implies that bours muat be trend stationary. This implication is borne out by the data. The last column
of Table | reports a rejection, using a Dickey-Fuller test, of the bypothesis that private bours have a unit
root once one allows for a deterministic trend, 12

The time series that we use, then, are the logarithms of priﬁate output, consumption of nondurables

“Byunlwtdomlm«ntoumtlhunm.mddmwhﬁgomnmlpurchmh;vemnﬂacluponthe
deteymination of private aggregates; our model that go 1 purchases, while non-trivial in size, are noa-stochastic.
Whils this specification would obviously be contradicted by the dats on government purchases, we cannot model Lhem in &
mnﬂlu'qvawmdqm;nmmﬂumdd in particular, a model with multiple stochastic disturbances to

A ilar caveat applies Lo our treatment of population growth.

HWe measure rea) privats valuoe added, of “privale outpul”, as the difference belween real GNP and government scctor
value-added, both messured In 1962 dollare.

13 Quy measure of “private bours” is total man-hours reparied by non-agriculiural establishinents, minus man-hours employed
by the government. Wcmthumpﬁadymglhﬂ&nuumwﬂlwﬂhmmpmpoﬂmnﬂtochm;umpwm
noo-sgriculiural bours. Bocause our scle concern below is with variaticns in the logarithm of privats hours, the muliiplication
or::\ﬂwmbylmhcwmthmmmnﬂmlhdeMdemlAﬂe:tmydour

e,

13 Shapiro and Walssn (1968) show, by contrast, that cne cannol reject tho hypothesia that tolal hours are non-stationary
when ona does not control for & deterministic trend. Given the growth In both population and in labar force participatlon,
their finding is not murprising. K-P-R show insiead that per capits hours are stationary. Wa do not use per capita hours for
Lwo reasons. The first is that per capita hours have & slight deterministic trend of their own which is probably due to varying
mmmn.Mmﬂmnﬂornfwnkmdhmaﬂmdpﬂﬁmhhmmmmeﬂ&ewﬂld
umwﬂnﬂumumd(mw&-mmmmdmw.dlh-nhmnedlmdwthnuu
wnall}. Second, the use of per capita variables Id require, for istency, tbat population growth enter as a siate variable of
m&muhdmﬁhhmmmmmwm'oﬁbm.mdmdmmw
the modd, in addition Lo stochastic Lechnical progress. This conclusion would be avoided only if we were Lo assume detorministic
population growth, in which case the use of detrended hours and per capita hours would be equally appropriate.




and services, and detrended private hours. Because we use lower case letters to denote the logarithm of
the respective upper case letlers, these variables are denoted by y;, ¢, and A, respectively. '* As K-P-R
emphasize, a standard growth model with & random walk in tedlnc;logy implies that 3, and ¢; should be
difference-stationary, and these two variables should be co-integrated, since ¢; — g is predicted to be a
stationary variable. Table ] shows that our data are consistent with these predictions as well. One can
reject the hypothesis that the consumption share and the rate of growth of private output have uait roots
at the 1% significance level. The difference-stationarity of consumption and output, and the stationarity of
the consumption-cutput ratio, are also reported in K-P-S-W, where the issue Is discussed in more detail.

Hence our VAR specification is '8

= A1+ (2)
where
Ay ii
(ce—w) :5
= hy -
= Ayt and @ = 0'
(¢t-1 = 1) 0
hi-y 0

and only the first three rows of A need to be estimated. This autoregression includes only two lags. One
reason for ignoring further lags is that, when we included them, these were generally not statistically signif-
icantly different from zero. ** A second reasog is that we want to avoid ovérﬁtting our VAR. Qverfitting
is a particular concern in that it could lead us to overstate the extent to which aggregate variables aze
forecastable, and thus, the extent to which they are subject to cyclical movements. Table i also presents
the estimates (rom our VAR. As can be seen from the Table, most parameters are statistically different from
zera. .

‘We now turn to the characterization of ag,gregate fuctuations that can be obtained from the joint stochas-
tic process for these three time series. [n Table 2, we present the estimated values for several unconditional
second moments of the data, of the kind that have been emphasized in the RBC literature. We focus on

the behavior of private output y, consumption ¢;, investment i, detrended private hours Ay, and-labor

14 We peserve the notallon Ly for private hours, priar to detrending.

15Note that & VAR of Lhis sort is equivalent, except in the way that lags are truncated, to an arror-correction model of the
kind estimated by K-P-5-W and by Cochrane (1994a, 1994b).

"Mdin;dthﬂ'juuathi:dﬂbotha&hhdandahlﬂhh(ddlnﬁnﬂulud-mjultt'nmdﬁdenuthnmlwhucdly
significant at the §% level: &cﬁdhdwmhawmﬂmm”mhwwulwﬂm
consumption share.
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productivity p;. We have discussed above the measures that we use for output, censumption and hours; the
other two series are constructed from these, to ensure that our data satisfy the accounting identities linking
these quactitiea in the theoretical model. Thus we construct a series for the growth rate of investment using

only our data on the growth in cutput and consumption, using the relation
sclAer+ (1 —sc)Aiy = Ay

In the next section we derive this accounting relation for our theoretical model, from explicit assumptions
ahout governmeat bebavior. To compute AJ using thia formula, we need to know s¢. The ratio s /(1—1¢)ia
the average ratio of consumption to investment spending. Using postwar U.S. data, and letting consumption
be equal to consumer expenditure of nondurables and servicea while investment equals the sum of gross fixed
investment and consumer spending on durables, we obtain an #¢ equal to 0.70. We similarly construct our

series for growth in labor productivity from our series for growth of cutput and bours, using the relation
Apy= Ap—Ahy

(This follows, up to a constant, from the standard definition of average labor productivity.) The first column
of Table 2 presents the unconditional standard deviations of the {stationary) growth rate of private output,
the ratics of the unconditional standard deviations of the growth rates of each of the other aggregates just
menticned to the standard deviation of output growth, and a number of unconditional correlations among
these series. As is emphasized in the RBC literature, investment growth is more volatile than oulput growth
while consumption growth is less so; productivity growth exhibits considerable variability; and the growth
rates of consumption, investment, hours and productivity are all strongly positively correlated with growth
in output. (The second column presents the theoretical predictions of the calibrated stochastic growth model
discussed in the next section.)

We next compute the expected changes in each of these aggregates implied by our VAR model. We
denota l;he difference between the expected value at time ¢ of Vi4s and the current value of yy by Eﬁ: This
is given by

Ay = B, Z, By =ej(A+ A+ A2 +...+4Y) (3)

where ¢, is a vector that has a one in the first position and zeros in all others. For the case whers = oo,

11



we have (minua) the Beveridge-Nelson definition of the cyclical component of log Y;, which is given by
&y =1 - A)'AZ
The expected percent change in consumption, EE‘: is similarly given by
o —~k v oAk E
A, = Ay + A2 — (e = w) = B, (4)

where e; is a vector whose second element equals one while the others equal zero and the second equality

defines B, The expected percent change in hours is given by
—~k
Ah, = ¢4A*Z, — ke = B} (5

where ¢3 i5 defined analogously to e, and ¢; while the second equality defines Bf. The expected percentage
changes in investment and in productivity are then computed as linear combinations of these.

Letting V denote the variance-covariance matrix of Z, the variance of Ei;l is
BYVE; (6)

and similarly for the variances of tbe expected changes in each of the other aggregates. The standard
deviations for these expected changes are presented in Tahleva. This table also presents a measure of
uncertainty for these standard errors. This measure of uncertainty is the lt.a.n.dud deviation of the estimate
based on the uncertainty concerning the elements of A, 7

The table shows that the standard error of the expected changes for output grows as the horizon lengthens
from one to twelve ‘quarters. The largest predictable movements occur in the mext twelve quarters and the
standard devistion of these predictable movements is above 3.2%. This number can be compared to that in
the next to last column, which gives the standard deviation of the unpredictable movements in output over
the same horizon. This standard deviation equals only 3.0%. Thua the size of the predictable movements
over the next throe years exceeds the size of the unpredictable movements. This fact is reflected in the
Jast column, which gives the ratio of the variance of the expected changes over the total variance of output
changes. This measure of K? is even slightly bigher (equal to .55) st the 8 quarter borizon, due to the lower

mhnm of the unpredictable movements at the shorter horizon.

"Wempuudthcmddaiuﬁmbafudlmdﬂm'ilhwtolhaolemnuol'A. The variance of
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For horizons larger than 12 quarters, both the R? and, more surprisingly, the aize of expected output
changes falls. However, the declines in the size of this predictable components are very small and, indeed, are
ot statistically different from zero given the uncertainty about the parameters of A. '8 On the other hand,
the difference between the predictability of output growth at short horizons and the predictability of output
growth over the next two to three years is both substantial and statistically significant. The high frequency
movements in output are largely unpredictable: less than a third of the variance of output is predictable
over the next quarter. By contrast, cutput movements over two to three years are dominated by predictable
*cyclical® components which are our main focus of attention in this paper.

Since the size of these predictable movements is largeat at the 12 quarter horison, we focus mostly on this
horizon. (We also prefer this to a longer horizon betause the predictable movements over a shorter horizon
can be estimated with greater precision.}) However, it is important to realize thal the expected movements
in output over the pext eight, twelve or infinite quarters are very similar to each other. To see this, Figure
1 graphs the demeaned expected declines in output over these three horizons using the same scale. We
show expected declines, as opposed to expected increases, because recessions ought to be associated with
expected increases in output and we wish to represent these as low values for our cyclical indicator. In this
Figure we have also indicated the troughs of recessions as determined by the NBER. We see that output is
expected to grow fast at these NBER troughs so that expected output declines have some similarity with this
particular business cycle indicator. '* It is worth noting, however, that our cyclical indicator tends to reach
its lowest value one quarter afler the NBER troughs. The reason may be that the NBER uses subsequent
information to construct its chronology of troughs. Thus the end of the recession is deﬁm;d to ocecur just
before cutput grows more than it was expected to. This positive innovation in output cannot be predicted
with our method. On the other hand, this positive innovation tends to raise predicled output growth since
lagged output growth predicts future output growth to some extent.

In Figure 2, we superimposs our measure of expected declines over the next twelve quarters with lineasly
detrended values of cur output measure itself. The Figure shows that our cyclical indicator is very closely

associated with detrended private value added. There are some interesting differences, however. First, as

'_'Tbuspo.ibhhtcpm-ﬁondwﬁndinp would be that cutput s expected to have easentially completed the adjusiment
to il long-ran value within s period of two to thivs years, afier which little further change in output can be forecasted.

1*The one cass where the indicators differ is in tho case of the kst recessicn. As would be suggested by our series, Lhe recovery
from this “trough” was initially weak. -
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with the NBER troughs, detrended output appears to lead slightly our business cycle indicator. Once again,
this may be due to the [act that unpredictable upturns in activity are responsible for the turning points of
the detrended output series. *

The two lines ulso differ in some of their low frequency aspects. First, our predicted output growth series
is relatively smaller in the 1960s than the deviation from & linear trend. While the linear detrending method
attributes all the unusually large growth in the 1960's to an abnormally large cyclical expansion, our method
attributes some of it to variables that affect steady state output. By the same token, Linearly detrended
output falls more in the 1970's than our series. Finally, in the 1980's lineazly detrended output remains low
in part because the high growth of the 1960's did not persist. By contiast, our series treats the Reagan
expansion as upusually large.

In addition to forecastable output movements, we find some forecastable consumption movements as well.
31 A5 Table 3 shows, the volatility of expected consumption growth is substantially emaller than the volatility
of expected output growth. This ia not very surprising given that the volatility of overall consumption growth
is smaller than the volatility of output growth, What is notable about the behavior of consumption is that
the relative variability of consurnption is particularly small at short horizons. Expected consumption changes
are less than half as large as output changes at horizons of under one year. As the horizon lengthens, the
standard deviation of expected consumption changes keeps growing while that of output does not. The
result is that the standard deviation of the diffezence between expected long run cousuraption and current
consumption is about 88% as large as the corresponding standard deviation for output. Table 3 also shows
that expected investment growth ia more volatile than expected growth in output. This is not surprising
given that expected growth in consumption is less volatile than expected growth in output. The magnitude
of the expected changes in hours worked reported in Table 3 is very similar to that of expected changes in
output. This may seem surprising given that K-P-R report that the standard deviation of the growth in

hours is only 80% as large as the standard deviation of the growth in output. Finally, Table 3 reports the

P From & purely mechanical point of view the finding that our Indicator lags behind output Is not eurprising since our
indicatar is beavily Influenced by hours worked, which are known Lo lag behind aggregalo activity. This ralses the queastion
JIWWWMM'MMMMH“MMWWhMMM. Todn&!.hil
“m;rw—hna:phinln;mtputpwlhrilhmnﬁaﬂumd.hddidan.mh;dmdndoulput.Thecuﬂiuenl
oa detrended output was statistically insignificant and the other codficient estimates did not change. Thus hours, the retio of
cnnmplhntnoutput.andLhcnkdpowthdmtpﬂmﬁdnmhhnﬁdlfmlnkmﬂmabwGﬁﬂmwlpﬂlwlh.

11 The existence of such sovements - & violation of & simple version of Lhe rational-cxpectations permanent incoie
- has been demonstrated before (e.g., Campbell and Mankiw, 1989).
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volatility of expected changes in labor productivity. At horizons above one year, the standard deviation of
this is less than one third of the standard devialion of expected output growth.

In Tables 4 and 5 we give further statistica that describe the behavior of cyclical output, consumption and
hours indicated by our VAR model. Table 4 is devoted to studying which of our regressors is particulasly
respousible for forecasting output growth at various horizons. Table 5 focuses instead ou the expected
co-movements of the five aggregate variables.

Table 4 givea the correlations of Eﬁ: and the value at ¢ of our three regressors, Ay, {¢; — y) and hy.
The forecast of output growth in the next quarter is most highly correlated with current output growth. By
contrast, the other two variables, especially detrended hours, are more useful for predicting output growth
over longer horisons. Thus hours prove to be an important indicator of the current state of the business
cycle.

Table 5 presents regression coefficients of the expected changes in ¢, A, p and i on expected changes in y.
These coefficients indicate the percentage by which a given variable can be expected to change if one knows
that cutput is expected to increase by one percent. The covariance between axpected consumption growth
over the next k quarters and expected output growth over this same interval is given by B2V B}. Thus, the

regression coeflicient relating changes in ¢ st horizon k to the changes in y over the same period is given by

BYvB}
BYVB}

(7
The other coeflicients can be computed analogously,

Table 5 indicates that the elasticity of expected consumption growth with respect to expected output
growth equals about one-fourth for a one quarter horizon. It grows with the horizon so that it exceeds
one-half for the infinite horizon. Given that the standard deviation of consumption changes is smaller than
that for output, it is not surprising that consumption does not respond one for one to expected changes in
output. While expected consumption growth is not very elastic with respect to expected output growth,
investment growth is, and this is consistent with the large volatility of investment changes.

Expected hours growth responds nearly one for one to expecied changes in output. As a result, expected
productivity is largely unrelated to expected changes in output. This lack of correlation may be surprising
given that output growth is generally positively correlated with produclivity growth. The table indicates
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that this correlstion is due mainly to unexpected changes in either output or productivity. The data are
thus conaistent with the idea that measured productivity growth is strongly sssociated wilh current lhod.a.

The regression coeflicients in Table 5 can be used together with the standard deviations reported in Table
3 to compute correlations between expected changes in consumption and hours on the one haod and expected
changes in income on the other. Particularly for horizons above 8 quarters the regression coefficients of both
consumption and hours are close to the ratio of their respective standard deviations to that of expected
output growth. If they were equal, E‘;}. and KE* {or Eiy‘ and Eh*) would be perfectly correlated. As it is,
the correlation between expected changes is high but not equal to one. The correlation between expected
consumption growth over the next 8 quarters and expected output growth is .79 while that between expected
hours growth and expected output growth is 0.97. The high values of these correlations suggest that there
is & single underlying state variable that determines the position of the economy in the business cycle and
hence the evolution of expected output, consumption and hours.

In the stochestic growth model that we consider in the next section, there is a state variable of this sort.
As we show, this state variable is the ratio of the current capital stock to the capital stock that is expected
to exist in the infinite future. The question then becomes whether this state variable can explain the size

and nature of the movements and co-movements documented in this section.
3 A Simple Stochastic Growth Model

In this section we describe the structure of a stochastic growth model, the predictions of which we wish to
compare with the properties of the aggregate time series just discussed. The model extends the stochastic
growth model of Brock snd Mirman (1972) to allow for a labor-lelsure choice; it is essentially identical to the
model analyted in K-P-R and in Plosser (1989). We consider this variant, rather than familiar alternatives
such as the models analyzed in Prescott (1986), because it implies a stochastic trend of the kind aasumed
in our treatment of the data. The primary innovations in our own presentation of the model are explicit
treatment of government purchases and labor force growth, in order to tighten the relation between the

thecretical model and our time series. 3

”Thepudiedmldthnmoddlhnwp“bﬂnminhdnlmnﬂlduﬂﬂlhtbuedthl(—l’-ﬂmﬂ Wa contrive our
wdlhmmnmuww-mwmmﬁud(pdm]uﬁM.mm
and output arc identical to those of & model with no government.
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Consider an economy made up of a fixed number of identical infinite-lived households. We will suppose
that there is growkh over time iD an exogenous state variable N, that we refer to as the size of the labor
farcs,  but that in our model simply represents s change in the preferences of the representative household.
(Each household may be supposed to be made up of many individuals whose number may grow with time.)

The representative household seeks to maximize the expected value of lifetime utility

1=0
where f is a constant diacount factor, (; again denoies consumption by the members of the household in
period ¢, and L}°® denotes per total hours worked by the members of the household in period {. We let
Hi* = L{®*/N; be total hours worked as a ratio to the svailable Jabor foree. The single-period utility
function u(C, H) is concave, increasing in C, and decressing in H.

In order to ensure the existence of a stationary equilibrium (in terms of suitably rescaled state variables)
despite the presence of a non-stationary technology process (specified below), we need further homogeneity
assumptions on the form of this function. The marginal utility of income A, for the representative household
each period must be given by

Ae = uc(Gy, Hy™) &
Furthermore, household optimization requires that each period the marginal rate of substitution between C
and L' must equal the real wage Wy, 50 that

ub(chﬁi“) -
wolCy, By =~

(9
Equations (8) and (9) then implicitly define Frisch labor supply and consumption demand functions
H**(WiNp, Ay) and C(W, Ny, )y), which provide a useful characterization of intra-temporal preferences, *
Our additional homogeneity assumptios can then be stated as follows. There exists a parameler ¢ > 0
such that the Frisch labor supply is homogeneous degree zero in (W N, A~1/*), and the Frisch consumption

demand is bomogeneous of degree one in the same arguments. 2 The consequence of this assumption is

B 0ur “abar forcr® variable is a scale factor for sggregate labor supply, with no nocessary connection with ihe labor forcs
means in the BLS surveys, that messures oaly those individuals who eithet have & job or who are actively secking one, and
docs not weight them according to the amount of Ume that they wish to work.

"S.ea.o.g.,RntqanmdW(IMIM)MWMMMWWMWMM

”Thchmilydulilitrﬁmcﬁm-ilhthhprnpmri-diwludhnhﬂ-‘mmngﬂn-cmdlhbdo(lﬁaﬁa}mdinRosunba;
aad Woodford (1902).
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that s permanent increase in the real wage leaves hours worked unchanged while desired consumption rises
proportionally. An increase in N bas the same effects as an increase in w since it incresses the payment that
the household receives per unit of H**. Thus an incresse in the labor force also lacks any effect on the value
of H'"*, while C and L** grow in proportion to the increase in N. Note that the case analyzed in much of
the RBC literature,

WC, H) = ¢ = W(H),

for v(H) an increasing convex function, satisfies our bomogeneity assumption with ¢ = 1.
‘We assume a coustant rate of growth of the labor force N; so that our model bas only a single source of
stochastic variation in the endogenous variables. Thus Ny = No7) for some positive constanis No and n.

Private output is produced by competitive firms using a technology
Y‘ = F(KhziLl)

where Y; denotes private output as before, K; the private capital stock, Ly is private hours, and 2z an
exogenous technology factor, all in period ¢. Stochastic variations in the technology factor are the source of
aggregate fluctuations. We introduce a stochastic trend in output, consumption, and so on (as was argued

to exist in the U.S. data) by assuming that the technology factor is a random walk with drift, i.e., that
log 2y = log ¥, + log 211 + & . (10)

where ~, is a positive constant and {¢,} is a mean-zero ii.d. random variable.

Both factors of ‘production are hired in competitive spot markets each period. The evolution of the
private capital stock is given by

K =L+ (1 -8)K,

where I denotes private investment aﬁd the deprecist.ion rate § is & positive constant, less than or equal to
one. ' '

The govunhnnt is assumed to hire & certain conatant fraction of the available labor force for its own use.
We denote this fraction by HY, it is recorded in the national income accounts as goveroment value added.
As & result, the condition for labor market clearing is

Hm(W|.~|,M)=H¢+ H! (ll)
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where H, denotes private hours per member of the labor force, or L/Ny.

In addition, the government purchases a quantity G, of private output in period . We assume that
Gy=1Ye
where r is a positive constant, less than one. As a result, the condition for product market clearing is
Ci+ I =(1 = r)F(K¢, 2N Hy) | (12)

Both H? and 7 are assumed to be constants (at some cost in realism) so that the technology shock is the
only source of stochastic variation.

These government purchases are financed by lump-eum taxes equal to W N;H’ each period, and a
proportional tax rate r on all factor incomes. This results in equilibrium factor demands natisfy'mg

R(KaaNi) = 2=

W
(1-~71)z,

Fa(Ky, 2 N HY)
wbere p; denotes the after tax rental price of capital goods in period f. These equations hold because p/(1-1)
and W;/(1 = 1) equal the pre-tax wage and rental rate respectively, These equilibrium conditions, along
with (12), are identical to those of 3 model with no government purchases in which the production function
F(K,zL) is replaced by (1 ~ r)F(X, zL) and the Frisch labor supply function H***(W,N;,);) is replaced
by H'*(W;Ni,A,) — H?. 2% Because neither the steady changes in N, por the permanent changes in W,
induced by technology have a permanent effect on H, this variable is stationary, Thus, as we suggested in
the earlier seclion, private hours must be trend stationary. .

The equilibrium for this economy is given by the solution to a planning problem. The levels of output,
consumption snd hours that solve this planning problem at any date ¢ depend on Kj, Ny, the current level
of Mhﬂog at ¢, z; and on the expected evolution of technology in the future. Because z; is Markovian,
the expecied future evolution of technology &mh only on z, ilself so the equilibrium at ¢ depends only

on Ky, Ny and z. Moreover, it is easy to show that our preference specification implies that, cutput ¥

Nots that Lhis does not involve any viclstion of the usal propertios of the Frisch demands; the modified functions
H{WNy, A} and C{WN,, ) are simply the Frisch demands correspanding to & modified utility fanction w(C, H + H?).
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and consumption C; (and hence investment) are homogeneous of degree one in K; and z, Ny, while H is
bomogeneous of degree zero in these same two variables. 27 This meana that the rescaled levels of private
consumption, investment, output and hours at date t, 35, 71, s24-, and £* respectively, are each functions
of just ;&4-, and we denote the logarithm of this state variable by xy. As a result of this, the rescaled level of
labar productivity P/ = ;ﬁ: is also a function of x4. It can be shown furthermore that x, is a stationary
variable in the equilibrium, and bence that each of the rescaled vurisbles just mentioned is staticnary as
well,

In a log-linear appraximation to the equilibrium laws of motion, we can then write
(xe — ') = Fea(re — «°) (13)

where z, denctes the logarithm of any one of the five stationary variables just meationed, z* is the mean
value of that variable, and x* is the mean value of x,. (We will use subscripte ¢, i, y, A and p for z in referring
subsequently to these elasticities.) The corresponding investment equation, together with the random walk
in technology, then implies a law of moticn for the state variable {«,}, an approximation to which is

(kepr = &) = gxg — £°) — €041 (14}

where p = (1 — #)xe + 0, and & = (1 — /v, 7w il-I the average fraction of the capital stock made up of
undepreciated capital from the previous period (as opposed to investment purchases during the previous
period). For the calibrated parameter values discussed in the next section, § < n < |, so that (14) implics
that {x.) is indeed a stationary variable. Given an initial per-capita capital stock ky and an initial state of
technology 1o, equationa (13) and (14) determine the evolution of the variables {2, Ki,Ce, I, Y1, he, Pt} a0
a functicn of the sequence of technology innovalions {¢(}.

These equations can thus be used to compute impulse response functions to a disturbance ¢;. As is
apparent from (14), this response simply describes the expected evolution of our vaziables starting from a
situation where x, is away from its steady state value *. This evolution is thus identical to the deterministic
dynamics of a model with constant technology whase initial capital stock is different from its steady-state

Jevel. #* Equation (13) then determines the extent to which each particular variable departs from the steady

7 See K-P-R Jor discassion of this, and also the log-linear approximation to the equillbrium dynamics used below.
38 This problens is analysed in section 3 of King, Ploaser and Rebelo (1988a); their notation for the clasticily o s u1.
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state while (14) impliea that they alt converge exponentially to the steady state at the rate {1—9). The fact
that 0 < 5 < 1 indicates that the system does jndeed converge. For plausible parameter values (in particular,
a plausibly low depreciation rate §), the rate of convergence is relatively slow, so that s is near 1.

Using the baseline parameters set out in Table 6 and discussed further below, Figure 3 displays the
response of consumption, hours and output to a disturbance that raises ¢ by one., From an initial value of
sero, the increase in ¢ eventually raises output and consumption by one unit while hours return to their
original value. Since the increase in ¢ lowers the capital stock relative to its steady state value, output is
below the new steady state as well. These parameters imply that when output is belqw the steady state,
consumption is even further below the steady state. This ensures that the ratio of investment to output is
above the steady state and belps raise the capital stock to its steady state value. The figure also shows that
bours are above the steady state. This occurs because the low value of the capital stock implies that wealth
is relatively low so that people reduce their consumption of leisure.

The joint stochastic process for these variables is predicted to be such that Ay, (er — w), and Ay are
stationary variables, though {¢;, 3} each possess a unit root, as is reported in section 2 for the U.5. data.
Specifically, the mode} predicts that

Ay = TBx+¢ ' (15)
(ci - yl) = ['u - "n]‘l (16)
o= maa (1

omitting the constants in each equation. On the other hand, both ¢, and y; are non-stationary, as each can
be expressed as the sum of log z; (a random walk) and a stationary varisble. Hence the general form of our
econometric specification in section 2 is consistent with this model. *

- K-P-R describe the numerical predictions of the model regarding the vaziability of the growth rates of
aggregates such as per capita output, consumption, investment and bours. We wish to emphasize instead
the character of predictable changes in such aggregales, hthemeoftheamegﬂaX.:C,,I,.ﬁ.orR.

29The model doss Imply that the joind stochastic progress for the three stationary variablos should be singuler, s there is
caly a single shock each period to which all thres innovations are proporilonal, and this is not true of the VAR that we sstimate
in section 3. But thaweﬁdhd&-mﬁunmuuhthﬁ-mmilhm&uu
one-shock model Is inadequate. It is still of interest o aak to what extent & particular one-shock model predicts co-movemenis

of aggregate variables that are at all aimilar to those observed. If it does, there might be some hope that one ahock could be
respotwible for the gresser part of what are thought of as iypical "businese cycles®.
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the laws of motion (13) and (14) imply that the expected growth rates are given by

—
Az,

1]

TsuEx[®i4s — & + Eiflog ze4s = log 2:)
—%gu(l - ’lt)(“l - x")

In writing this, it ia sssumed that the date ¢ information set used in forecasting includes the state variable
x,. However, since both {c; — y1) and h} are log-linear functions of this variable, it auffices that either of the
latter variables be in the information set. Since both of these variables are among our regressors in section
2, the model implies that the forecastable changes identified by our VAR specification should coincide with

the variables described above. Similarly, the laws of motion imply that

e

Ahy, = muEffeps — i

—2aa(l = 7*)(xe = &°)

fl

Thus the forecastable changes in all of our five variables are predicted to be perfectly collinear, Furthermore,
the forecastable changes in any one of the variables at different horizons are predicted to be perfectly collinear:

for regardlesa of the horizon k, the forecastable change should be proportional to (k¢ — x*).
4 Numerical Results for the Baseline Model

We now present the numerical predictions of & calibrated version of the stochastic growth model described in
the previous section, and compare them Lo our estimates in section 2, The calibrated parametera presented
in Tuble 6 are identical to those used by K-P-R, except that we sllow for growth in the labor force, A
regression of the logarithm of private bours on s deterministic tzend gives Yy, the rate of growth of the labor
force. Our regression implies that this equals 1.004.

Note that preferences are specified in terms of the coefficient o referred to in the previous section — that
can be interpreted as the reciprocal of the intertemporal elasticity of substitution of consumption bolding
hours worked constant — and ¢zw, the elasticity of the Frisch labor supply function 4*‘(wN, ) with reapect
to the real wage. As is explained in Rotemberg and Woodford (1992, 1954), the other elasticities of the
Frisch demands can all be computed given numerical values for these two parameters, and the elasticities of

the Frisch demands are the only aspect of preferences that entere the log-linearized equilibrium conditions.
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The values used in our baseline calibration — ¢ = l,egw = 4 - are those that would result from a wutility
function
log(Cy) -+ log(/ — H{*)

if on average H'** is 2 of H — HY.

The other parameter not taken directly from K-P-R is our assumed standard deviation for the technology
shocks, o, = .00732. This value is equal to the estimated standard deviation of innovations in the permanent
component of private output, from the VAR described in section 2. 3 According to the theoretical model
of the previous section, the trend component of log private output in the sense of (1) should exactly equal
log z, (plus a constant), so that the variance of innovations in this varjable should equal the variance of {¢,}.
31 Thus we calibrate the variability of the innovations in technology 8o that the model’s prediction regarding
the variability of the permanent component of private output agrees exactly with what we measure. Of
course, the fact that the model predicts variation in Lhe permanent component does not imply anything
about variation in forecastable changes in cutput; for example, if output were predicted to be a random
walk, there would be none. We turn next to the model's predictions regarding the size and character of the
fluctuations in the aggregate variablea discussed in section 2,

First of all, the second column in Table 2 presents the predictions of the calibrated model for each of
the unconditional moments reported in that table. This is the type of test of the model emphasized by
K-P-R and by Plosser (1989). Using this test, the model meets with a fair degree of success. This picture
of relative succeas changes considerably, however, if one cousiders the variability of the forecastable changes
in the various aggregate variables, rather than the unconditional variability of their growth rates, Table 7
reports the predicted standard deviations of the forecastable changes Az}, for each of the five variables z,
and for several diflerent horizons k. The first thing to notice about these results is that the stochastic growth

model does not predict that there should be a great deal of variation in the forecasted change in private

390ur results are in coeential agreement with those of K-P-5-W, who yepart & standard devistion of .007 for the “balanced-
Wthlhod'hMWVA&-U&W&mthm&MM:‘Mhm&Mhpﬁm
output, rather than privale hours relative to the labor force, as the third variahle.

"ltbubonnhuwdby”ppiandm(lmjdeﬂuhhmwmdnﬂwlm
& VAR in this way depends upon an sssumption of “fundanenialness” of the ing-average represeniation implied by the
stlmated VAR, an assumpticn that need not be valid in geneyal. That Is, it need not be possible 16 recoves the Lrue permanant
shock &8 any linear combination of the VAR npovalions, However, in the present case, our Lheoretical model implics that the
MA representation derived from our VAR should indeed be “fhmdamenta)®. The true pemanent shock can indeed be recovercd
from the VAR residuals; for example, equations (14) and (17) imply that ¢; should be exactly proportional 1o the reaidual from
s regression of Ay on hy—i.




output. At the 12-quarter horizon, the standard deviation of the forecastable change in output is predicted
to be .0029, whereas we eatimate it to be .0326 ~ the model accounts for variations in forecastable output
growth of only 9% of the amplitude of the observed variations! At the infinite-horizon (the Beveridge-Nelson
cyclical component of output), the model accounta for variations of only 21% of the amplitude of the observed
variations. ¥ '

These results depend on assuming that the standard deviation of the technology shocka o, is equal to
0.00732. As we explained carlier this is the standard deviation of the shock to the permanent level of
output. This standard deviation also implies that the model's overall standard deviation of output changes
is below the actual standard deviation. Thia can be seen by comparing the §th column of Table 7 with the
corresponding column of Table 3. These columns present the standard deviations of the unexpected changes
in output from one period to the next. The standerd deviation of unexpected changes over one quarter
predicted by the model equals sbout §0% of the actual one. For the 24 quarter borizon, the model predicts
a standard deviation of unexpected changes that is omch closer to the actual ope.

Obviously, one could raise both the predictable and the unpredictable variability of output changes
generated by the model by raising one’s estimate of o,. But our value of o, is not solely responsible for the
results concerning the lack of predictable output changes in the model. To see this, suppose that we eet o,
so that the standard deviation of overall quarterly changes in output predicted by the model equals 0.012,
the actual standard deviation of the one quarter changes in private value added. This requires that o, be
equal 0.0157, which is more than twice aa large as our estimate. Even then, the model’s predicted standazd
deviation of expected output changes over eight quarters equala only 18% of the standard deviation implied
by our VAR.

Another way to see that the lack of predictable movements is oot solely due to our choice of o, ia to
compaze the R’ in the last columns of the two tablea, These RY's give the ratio of the variance of expected
changes to the total variance of changes in output and are thus independent of the level of o,. The R*s

predicted by the model are mmich Jower than the actual cnes. At the 12 quarter horizon, the estimates imply

ﬂnmmmmmdmmammmmAhmw&em.mmm

thmddm-[ormbiﬂinthahmmmdulydﬂinthm.Thilh.pnfeuﬂamuﬁcinmtdnm
bmhmdvﬁmq@ﬁemdhmwwwmm.ﬂnwmddmuh
found that added other independent disturb tolhicmodd.lhothﬂnhodﬂvmﬂdhwtounmmlhrﬂﬂdthcm
of the farocastable changes in the former case, and B6% in Lhe latier.
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that over 50% of the varisnce of output is predictable. By contrast, if the model were correct, only about
2% of the variance of output over this horizon would be predictable.

Another difference between the model and the data is that the model predicts that the standard deviation
of forecasted changes in:output risea whenever the borizon is lengthened, By contrast, the data suggest that
this standard deviation peaks at the 12 quarter horizon, or at any rate increases little after that horizon.
Similazly, the model predicts that the R? should rise from the 12 to the 24 quarter horizon and this is
not true of our empirical results. Thus the forecasted fluctuations predicted by the mode) have a somewhat
different character than those we find in the data, The model's forecasted changes invoive adjustments to the
steady state that occur over very long spans of time. Instead, the data suggest that the large forecastable
changes occur over shorter “business cycle® frequencies. This finding is related to the demonstration by
Watson (1993) that the model is unable to replicate the fact that spectra of output growth have a great deal
of power at buuineu- cycle fr@uend@.

Perhapa the moat counterintuilive contrast between the model and the data concerns the behavior of
the variability of consumplion. As we saw, the estimated standard deviation of expected consumption
changes equals between one third and one balf the corresponding standard deviation for output. By contrast,
the model predicts that the standard deviation of expected consumption changes should equal over twice
the standard deviation of output changes. This may be surprising since the RBC literature often counts
the prediction of relatively smooth consumption as one of the model's important successes, But bacause
technology shocks raise the marginal product of capital they raise interest rates and this promotes a reduction
in consumption relative to its steady state level. This reduction is so large in the case of our preference
parameters that the ratio of consuniption to income actually falls, This means that consumption is expected
Lo grow more than income and thus the size of expected changes in consumption exceeds the size of expected
output changes. Another way of seeing this is to note that, in Figure 3, departures of output from the steady
stale are associated with even bigger depattures of consumption from its stesdy state. Thus the predictable
movements of consumption (towards its steady state) are larger.

In the case of investment, by contrast, the model is more accurate. While its underprediction of the total
variability of forecastable output movements leads it to underpredict the standard deviation of investment

movements, it correctly predicts that this standard deviation should be larger than that for output move-
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ments. [ovestment is very large in the immediate aftermath of a positive technology shock because capital
is below the steady state. Later, investment is much amaller and, for this reason, the predictable movements
are large. In the data the ratio of the standard deviation of investment movements is to that of output
movements is sctually slightly larger than the ratio predicted by the model. This is just the flip side of the
.modal"l relative overprediction of consumption movements.

The model generates predictable movements in bhours that are of roughly the same magnitude as the
predictable changes in output. This prediction is validated in the data. This is interesting because, as far
as the total variability is concerned, Table 2 shows (a8 do K-P-R) that the model underpredicts the ratio of
the standard deviation of hours growth to that of output growth.

Unlike in the case of output movements, the model predicta labor productivity movements that are too
large, particularly for horizons longer than 24 months. This means that the ratio of the standard deviation
of productivity changes to that of output changes ia much larger in the model than in the dats, particularly
at long horizons. As we will emphasize below, these counterfactual predictions concerning productivity
movements are particularly bothersome because it seems unlikely that simple variants of the model can
account for it.

Because the model has just one state variable, x, the expected changes in all the variables are perfectly
correlated. Moreover, gince x is determiniatically related to both current bours and the consumption share,
these variables are also perfectly correlated with all expected changes. Such perfect correlations are obvicusly
absent from our data. Nonetheless, all our estimates of expected changes are highly correlated with each other
and, at least for long horizons, they are also highly correlated with initial hours and the initial consumption
share. This suggests that 3 model with a single etate variable can in principle explain a large fraction of the
cyclical movements in our variables.

While these correlations are high in our data, their sign is often not that predicted by our model. It is
apparent from Figure 3 that our parameters imply that when output is below the ateady state (and riaing),
hours are above the ateady state while the consumption share ia below the steady state. This means that
expected future output growth should be positively associated with the current level of bours and negatively

associated with the consumption share. ¥ Empirically, both these correlations have the opposite sign from
33 Note that this latter implication is the opposite of what bs iplied by the simpls parmanent income hypothesis.




that predicted by cur model. In the dats, a high consumption share and s low level of hours both predict
high future growth in output.

Similar difBculties arise when we analyze the sign of the correlations between the expected changes in
our variables. These can be seen in Table 8 which reports the regressicn coefficients of expected changes in
various variables on expected output growth. We do not report different coeflicients for different horizons
because the model predicts that these coefficients are independent of the horizon in question. If the model
were literally correct these regressions would have no error but this is not our main concern here. Rather
we are moet interested in the form of the predicted co-movement.

Our model predicts that expected consumption growth is positive when expected output growth is poe-
itive. Therefore, the regression coefficient of expected consumption growth on expected output growth is
positive. Our eatlier discussion suggests the model predicts that this coefficient is well above 2. By contrast,
it is less than .5 in the data. The problem is once again that the model predicts that consumption will rise
faster than income after a positive technology shock.

By the same token, the model implies that expecied changes in investment are very negatively related to
expected increases in output. The corresponding regression coefficient is about -1.7. Investment is highest
immediately after a positive technology shock. After that, investment is expected to fall while output is
expected to rise. By contrast, our estimated regression coefficient is above 2, and implies that expected
investment growth is positively related to expected output growth.

With our parameters, our model predicts that the regression coefficient of expected hours growth on
expected output growth is negative. The reason is that & positive technology shock leads to an immediate
increase in bours. As is clear in Figure 3, hours are then expected to fall even though output rises as
result of capital accumulation. In the data, expected output growth ia poaitively associated with expected
houra growth. This ie simply the fip side of the observalion that a low level of hours is associated with an
expected increase in output in the data while it is associated with a decline in the model.

A somewhat different contrast is provided by the regression coefficient of expected labor productivity
growth on expected cutput growth. The model predicts this to be positive and larger than one. This is not
surprising since output is expected to rise when hours are expected to fall. The extra output is expected

to be produced by increased capital. By contrast our estimates indicate that expected productivity growth
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is nearly unrelated to expected output growth. While the standard’ errors are large relative to the paint
estimates, many of the coefficients in the last column of Table b are negative suggesting that productivity

should fall when cutput rises.
5 Alternative Preference Specifications

One obvious question that arises at this point is whether these discrepancies can be resolved by changing the
preference parameters in plavaible ways. To ehed some light on this question, we have investigated whether
changes in ¢ and ¢yw could reverse the sign of some of the predicted correlations in ways that would make
them more consistent with the data. 3 The resulis are presented in Table §. This table presents the standard
deviation of output changes forecasted to occur in the next 12 quarters in the third cojumn. The fourth and
fifth columns present the correlation of output changes with the initial level of (C/Y') and h respectively.
Finally, the last three columns report the regression coeflicients of expected consumption growth, expected
hours growth and expected productivity growth on expected cutput growth.

It is apparent from this table that, keeping & equal to 1, varying ¢xw does not make the model more
successful. As is well known, raising the elasticity of labor supply, raises the immediate increase in hours in
response to a positive technology shock. This means that hours are expected to decline further after such
a shock. The result is that the regression coefficient of expected hours changes on expected output changes
becomes even more negative. Moreover, the volatility of expected output falls because the increase in output
due to capital accumulation is now offset by a bigger decline in hours worked. Thus raising the elasticity of
labae supply, which bas been demonstrated to help the model explain the unconditional volatility of bours
makes the predictions concerning the expected changes in bours more counterfactual,

It is possible to make some of the model's predictions more consistent with our facts by changiog o.
Consider first the effect of lowering ¢ so that utility is more nearly linear in consumption. This has the
effect of making consumption rise less in response to a technology shock so that C/Y falls by more. The fall
in consumption also tends to raise labor supply so that bours rise by more. If, one assumes also that egw

is large, then hours can rise so much that cutput initially overshoots its long run level. This possibility is

“Mmdﬁemﬂ&ﬁchmthhMMwhWﬁmwm&Mhn‘m
averages of stationary variables slone, as opp d to using evid on the character of aggregate fuctuations to pin them
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illustrated in Figure 4 which shows impulse responses for ¢ equal to 0.6 and exw equal to 10.

Because output overshoots ita long run level, ocutput and hours are expected to decline together. This
expected decline in output is associated with a low initial level of (C/Y) and a high initial leve) of hours.
Thus the model now fita the sign of theae correlations as weli as thg positive co-movement of expected
bours and expected output. Another possible advantags of these parameters is that they imply that Jabor
proeductivity moves in the opposite direction as output. The reason is that the output declinea that follow a
positive technology shock aze accompanied by capital accumulation and labor decumulation, both of which
raise labor productivity. The problem, however, ia that, because both factor moverents are causing labor
productivity to rise, the predicted relationship is too strong; productivity is expected to fall by more than
4% for each 1% increase in output.

There is another problem with this specification of preferences. Because consumption is expected to grow
after a technology shock, its growth occurs when ocutput is expected to decline (the regression coefficient
of expected consumption growth on expected output growth equals -5.3). While the precise magnitude of
this coefficient depends on the parameters employed, it should be clear that the fact that consumption and
output move in opposite directions is an immediate consequence of making o 80 low that cutput overshoots
its long run level. Thus, such low o' do not seem appealing.

The alternative is to consider high levels of o. Raising & lowers the elasticity of substitution of con-
sumption so that consumption rises more in the immediate aftermath of a technology shock. This has two
effects, both of which make the model more cousistent with the data. The first is that, if the increase in
cousumplion ia large enough, the consumption share actually rises. Since output is still predicted to grow
afer the shock, the current consumption share becomes positively correlated with expected output growth.
The second eflect of raising ¢ is that, because consumption rises more, hours rise less. If one also lowers
the elasticity of labor supply, then hours actually fall after a positive shock to technology. This means that
bours are expected to rise logether-wit.h output, as our estimates suggest.

We document these effects in Figure 5 where we plot the impulse reaponse functions wl;en o is equal
to 4 and egw is equal to 0.2. As Table 0 indicates, these parameters again imply that high values of A
and low values of (C/Y’) are associated with output declines. They also imply that the predicted elasticity

of consumption growth with respect to expected output growth is only .90 and this lower value is more
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consistent with our estimates. Indeed, the fact that this elasticity is below 1/sc implies that the elasticity
of expected investment growth with respect to expected output growth is positive, as in the dats. Finally,
the elasticity of expected hours growth with respect to expected output gmwth is positive although it equals
only 0.06 which is much lower than in the data. Nonetheless, these preference parameters capture the main
qualitative features of the forecasted movemnents in consumption, cutput and hours. The exception is that
they still imply that productivity is expected to grow substantially with output, and this is not the case in
our data.

While the nse of these preferenc; parstneters improves the ability of the model to explaiﬁ the correlations
teported in Tables 4 and 5, it worsens its ability to explain several of the moments reported in Table 2. In
particular, the predicted standard devistion of the overall one quarter change in hours falls significantly. It
now equale only about 39(-: of the standard deviation of changes in cutput. On the other hand, the model now
predicts an excessive volatility of consumption. The predicted astandard deviation of consumption changes
from one quarter to the next now exceeds the corresponding standard deviation for output, But perhaps
the biggest problem with assuming such a low elasticity of substitution of consumption is that it results in a
strong negative correlation between the overall change in hours and the overall change in cutput. This may
be surprising because the correlation between the predicted changes in the two variables is now positive,
a5 in the data. The problem is that the predictable movements remain small relative to the unpredictable
movements. And, positive shocks to preductivity now lower hours while raising output, contributing to an
overall negative correlation between these variables.

Thus, using the parameters that fit better the expected changes implies that the unexpected changes must
largely be due to shocks oi-.her than technology shocks. Hence simple variation of the preference parameters

does not solve the problem posed in section 4.

6 Consequences of Measurement Error and Transitory Distur-
bances

We now consider whether the difficulties of the standard stochastic growth model can be explained by the

simple hypothesis that our time series on conaumption, output and hours are subject to classical measurement
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etror. 3 That is, we wish to consider the hypothesis that the equations of section 3 correctly describe the

evolution of a vector of true state variables £, = (§, &, ﬁ.), but that our data are for a vector
=kt (18)

where {14} is vector white noise process, independent of the technology shock process and hence of the
varisbles {Z,}.

We can also consider simultaneously the consequences of adding various types of transitory shocks to
the model set out in section 3. Suppose that the equilibrium conditions of section 3 are correct, except for
the presence of a vector of white noise disturbance terms 14, that may enter any of the equations involved
in the determination of variables at date ¢. For example, we may aliow for preference shocks, so that the
Frisch demaud functions become A''(uwy Ny, ;) and C(W,N;, A, 4). (We continue to assume the same
homogeneity propertics as before, for each value of 14.}) We may allow for stochastic government purchases
and fiscal policy, a0 that

L

H'(Vl )Ng

r(m)Y,

G
Or we may allow for stochastie variation in the rate of depreciation, so that -
Kigr = 5L+ (1 - 8(m)) K,

We can also allow » Lo be an argument of the date ¢ praduction function, as long as the homogeneity and
concavity properties of the function continue to hold for all values of ¥;; in this case there would be, in effect,
both permanent and transitory technology shocks. A more complex possibility (that we cannot develop here
in detail) would be to allow for a wedge between the marginal producta in date ¢ production and factor price.s,
or for a wedge between the representative household’s marginal rate of substitution between consumption
and leisure and the real wage, that depends upon the difference between the logarithm of the nominal price

level at date ¢ and what this price level was expected to be at date ¢ — 1, 3 Here we do not wish to discuss
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See, e.g,, Prescout (1966) or Christiano and Eichenhaum (1992).
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the current price level as in the model of Lucas (1973). Ses Cooley and Hansen (1863) for discusslon of complete stochastic
growth models into which such sources of monetary non-neutrality are introduced.
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extension of the model to include nominal price level determination, but it is clear that such a “price level
surprise” variable must be white noise, regardless of the nature of the undetl}ing shock that determines it.

In any of these cases, the perturbed equilibrium conditions bave a solution in which £, can be expressed
as @ time-invariant function of x, and s4. For tbe varisbles z¢ are determined as before by equilibrium
conditions that aze the same at all times, except for their dependence upon the current value of &, and now
also their dependence upon the current value of v and the distribution of possible future histories of the
shocks {144;}. But the distribution of possible future histaries of the shocks {t44;} is the same at all times,
because of the assumption that the shocks are white noise. (Actually, it suffices that the vector process {w}
be Markovian.) Thus =z is determined solely by x; and #;. Log-linearization arcund the mean values of the

latter two variables then yields

(21— 2¢) = o0 (xe — &°) + 20 (14 — w4) (18)
as a generalization of (13), and similarly

(me4s — &%) = nKe = &%) + 0,04 — €14y (20)

as a generalization of (14). Furthermore, due the usual certainty-equivalence property of the log-linear
equilibrium conditions, the coeficients x,. and n are the same as in the previous model (corresponding to
the case of 14 a constant vector).

Both the model of measurement error (18) and the model with white noise disturbances (19)~(20) have

a common set of implications. These are that

Ehiys] = maatf T E[xeqs — &") ‘ (21)
Eewi —viej] = [%ea = gye]0  Eelkesr = &) (22
ElApjn]) = ~tya(l = ) 7 Efxigs —x°) (23)

for any j > 1, where the coefficients x;, and 7 are the same as in the previous model, Note that we have
used the assumption that the disturbances v in (18)-(20) are white noise Lo eliminate terms of the form

E[imyg] for j 2 1. Both models similarly imply that
—— *
A’j,: = E|[3|+j+1- - ’l+j] = ¥ (1 - qk)'r‘"EnIﬂu.: ~ &) ‘ (24)
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for any j > 1, and for each of the variables £ = y,¢,i,p, o h. All of equations (21)-(24) are also implications
of tbe model in section 3; the only difference is that corresponding equations with ¢ + 1 replaced by t need
no longer bold.

Because each of these conditional expectations is a muitiple of the same variable Eq[x¢4) — &%), it follows
tbat their relative variances and their correlations are all identical to those predicted by the model of section
3. Hence these implications of the modei can be tested, independently of which variables one believes to be
most contaminated by measurement error or of which of the types of transitory disturbances one believes
are most important.

Up to thia point we bave considered the effects of measurement erzor and tranaitory disturbances that are
independently distributed through time so that forecasts of future variables depend only on Efsi4y — #*).
A similar analysis applies to the case where the transitory disturbances or the measurement error follow a
moving average process of order m. Then, the expectations at ¢ of variables ot £ + j, where j is no smaller
than m + 1, depend only on the Ei{cetm41 — 5°). The reason is that any effect beyond ¢t +m + 1 of shocks
that bave impinged on the syatem up to ¢ must be due only to the slow adjustment of capital from t+m+1
to the steady state.

Table 10 presents the implications of the estimated VAR for several statistics involving expectations at
t of k period changes starting at t + j. Specifically, for each value of § and k, the first colums reporta
the standard deviation of S}:, The next two columns report the correlations between Kic;, on the cne
band, and Eifci4; — th4s) and Eifhs4j) on the other. The remaining three columna report the respective
coefficients of the regressions of Ec;_,. ﬁl;',, and &:;, on Ey:, The theoretical predictionsAfor these last
six quantities are independent of both j and k; the correlations in columas two and three ought to be -1 and
+1 respectively (in the case of the calibration described in Table 6), while the regression coefficients in the
remaining columna ought to take the values given in Table 8.

Table 10 shows that the co-movements between variables are not very sensitive to the choice of j. The
correlations of expected output growth from quarter ¢ + j with the expectation of h at t + j always bas
the wrong sign as does the regression coefficient of expected bours growth on expected output growth.
Because this latter coefficient is always estimated to be near oﬁe. expected productivity is either unrelated

or negatively related to expected output growth. The sign of the correlation between the expected value
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of (¢ = y) and expected output growth as well as the coefficient in the regression of expected consumption
growth on output growth remain incopaistent with the model until j reaches 8 quarters. For longer borizons,
these correlations become unstable, though the standard errors become very large as well. The overall
stability of the results as one varies the point from which expected changes in output are computed suggests
that measurement error and transitory disturbances are not responsible for our results concerning the co-
movement of different series.

There remains the question of whether the estimates of the standard deviation of E;}:, can be compared to
the predictions of the model. In the case of transitory disturbances, such comparison is impossible because,
depending cn the disturbance, a transitory disturbance at ¢ can have quantitatively important effects on
xi/x*. On the other hand, messurement error at ¢ should not have a large effect on Efryyy —x*) It
is thus of interest Lo compare the actual variability of Ei;;', with the varjability induced by random walk
disturbances with o, equal to 8.00732. The corresponding theoretical predictions are displayed in Tuble 11.
We nce that, for low values of j, the model siill generates predictable movements whose variability is too
small. For higher values of j, the correspondence between the two is closer because the data suggest that,

beyond a 12 quarter horizon, predictable movements of output tend to be quite small.
7 Slow Diffusion of Technical Progress

One possible anawer to the difficulties encountered by tbe stochastic growth model in the previous sections
ia to consider a more complex stochastic process for technology. It is rather obvious that one way to obtain
larger forecastable movements in output and other variables is to assume forecastable movements in the
production technology itself. It is also obvious that generalizing the specification of the technology process
can in principle introduce a large number of additional degrees of freedom, perhaps enough to allow cne to
fit the finite set of statistics discussed above.

But such a resolution, even if possible, does not detract from our main point here. The demonstration
above that a particular form of technical progress that yields stochastic growth does not generate business
cycles suffices to establish that the business cycle is not a necessary concomitant of stochastic growth, In
addition, allowing oneself a large number of free parameters in the assumed technology process — that are not

to be pinned down by reference either to microeconomic evidence or to growth facts — is hardly in the spirit of
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the RBC literature. This literature bas emphasized the benefits of eliminating free parameters whose values
are deduced from the cyclical Auctuations that one seeks to explain. It is precisely this desire to conserve
on parameters that has led the RBC literature to an almost exclusive focus on the case where z, (ollows
a random walk. This is the simplest possible apecification that allows for stechastic growth; for it is the
unique type of process with the property that all conditional expectations of the form Exflog zi4;] for j > 0
- the only aspects of expectations of future technology that matter for equilibrium determination in the log-
linear approximation - can be summarized by a single state variable. Furthermore, it bas often been argued
to be reasonable & priori because technical inventions, once discovered, should he permanent additions to
knowledge. Thus while one might assume dynamics of some complex sort for expected productivity changes,
and thus obtain a mode} that can explain both a cycle of the kind cbserved and stochastic growth es
copsequences of technology shocks, there is no reason to regard such a modification of the model as aay
less ad hoc than would be the introduction of any other additional source of transitory dynamics, such as
nominal contracts and monetary policy shocks.

For this reeson, we do not here attempt to consider the implications of a general class of stochastic
processes for technology; this sort of extension, like the investigation of other sources of transitory dynamics,
is left for further work. We do, bowever, wish to briefy consider an alternative specification for the technology
shock process, that is both relatively simple, and that generalizes the random walk specification in a way
that is auggested by studies of the actual nature of technical progress, rather than being chosen simply for
its usefulness in producing dynamics of the desired sort. Specifically, we wish to allow for the pcasibility that
technical innovations, once discovered, diffuse slowly through the economy rather than being immediately
adopted to the fullest possible extent. The evidence that actual innovations are adopled slowly is ubiquitous,
37 though the reasons why the diffusion is so slow are unclear, 3 and it is not obvious how this specification

is to be reconciled with the low serial correlation of measured Solow productivity residuals. ¥

37 See Mansfield (1968) for & comprehenaive discussion and for references. Jovanovic and Lach (1993) also discuss Lhe conse-
quences of the alow diffusion of Innovations for the ability of a stochastic growth model to scommi for sggregate fuciuations,
although in & growth framework rather different from owr owm.

MEfison and Fudenborg (1083) siress the presencs of alow learning about the quality of an innovalion.

3% Under the asmmnptions of the model analysed here, the Solow residusl should messure the growth mate of the technalogy
factor x;, so that the olecrvation of scrial correlation near saro provides suppart for the ption that x¢ foll » rand
walk. However, it lo often argued that much of the high-frequency variation in measured Sclow resichals results from mis-
measurement of inputs (e.g., due to “labar hoarding®, variations in capital utilizalion, oe Improper aggregation) ratber thaa
true technical progress. Thus the technology specificalion conaidered hare should probably not be dismissed oo this basis alone,
though we do not heye model any of these possible sources of spuricus varistions in the Solow residual.




Formalization of this idea requires that we introduce a new variable, namely the “iong run” level of

technology expected at ¢, vy. In direct analogy with (1), we define it as
logv = lim Ecflog ze4r — Tlog¥:] (25)

where 1, continues to denote the technology factor in the period ¢ aggregate production function, and ¥,
is the unconditional average rate of growth of z. The variable v can be thought of as the level of basic
knowledge about technological opportunities that the society has at ¢. Actual technology can differ from this
because of the time taken for new technologies to be adopted. To be consistent with (25), v, must follow s
random walk. The reason is that the revisions in the expectation of the level of expected long run technology

must be independent of any information available at ¢. ‘Thus, we have that
logv = log w1 + & (26)

QGur analysis in section 3 assumed Lhat 5y, was always equal to vy, Here we propoee to relax this assumption,

but in the simplest possible way. Thus we assume that
logz = Blog 21 + (1 — B) log v, (27)

This equation implies that )
¥ =BHa+(1-He (28)
30 that the rate of growth of technology follows a first-order AR process. It follows that afl conditional
expectations of the form Eiflogzy;] are functions of only two state variables, z; and v
This equation defines a one-parameter family of stochastic processes for technology, with the case consid-
ered in section 3 corresponding to # = 0. We now consider values ranging over the interval 0 < 8 < 1, where
higher 8 corresponds to alower diffusion of the innovation. Mansfield (1968) eontains estimates of rates of
diffusion for many innovations. ** He shows that the time elapsed before half the firms in an induatry adopt

a majot innovation has varied between 1 and 15 years. We thus consider a rate of diffusion such that half
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process for 3 s more complex than in (37; an S-shaped impulse response of # to an innavation requires that the growth rate
af 7 be sn AR of at lesst second order. We do not pursued ihis further bere, for (wo ressons. The first in the scarcity of
information on the basis of which to calibrate several different parameters. The second is that the S-curve discussed in the
empirical Literature is an ex post description of sucoesaful innovations. Because unsuccessful innovations probably start out
hﬁuuhﬂuunmﬂm,hhmmmuwhidymhmm“wwmnwphmllnt
the long-run technology will be different. This idea fits well with Elison and Fudenberg's (1593] explanation of slow diffusion
based on slow learning.
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the change in v is embedded in a change in z after 30 quarters. This impliea that 8 is equal to about 0.98.
We thus give special emphasis to this value.

In this variant of the model, cutput, consumption and hours depend on four variables, the current capital
stock, Ny, the current level of technology z, and the eventual level of technology vy. But, once again it is
straightforward to show that consumption and output are bomogeneous of degree one in K, 2N, and w Ny,
while h; is homogeneous of degree 3ero in this same set of variables. This means that the transformed
vaziables ;%-, ;G- and Ay depend on two variables, namely x¢ and the ratio of v to z, {or equivalently,
(log v — logz,). Since Cy/Y; and A; depend just on these two state variables, it is generally possible to
_ recomstruct the state variables from the two stationary variables included in our YAR. Thus the theoretical
model implies that the forecastable changes estimated by our VAR sbould correspond to the forecastable
changes given the information set of agents in the model.

Table 12 presents the theoretical predictions for a model with our baseline preference lpeciﬁcations._but
for alternative values of 8. These predictions are computed keeping the standard deviation of ¢, o, equal to
0.00732. The table shows that the R?, the fraction of changes in output over 12 quarsters that are predictable,
rises with 8. This is due Lo the fact ihat higher values of 8 make ibe future rate of technical progress more
predictable. While this increase in R? scems desirable, increases in f also lower the standard deviation of
predictable output changes. The reason is that higher values of 8 make the rate of growth of technology
smoother (since it becomes more serially correlated as 2 is increased, in the limit approaching a random
walk), Thus, for a given o, the variance of changes in log z falls, and consequently the variance of changes
in JogY sa well. This reduction in the variability of output also leads to a reduction in the amount of
predictable variability. Thus slow diffusion of technology does not lead to larger forecastable movements in
output.

Table 12 also shows that many of Lthe correlations between output growth and other variables that were
problematic in the case of 8 = 0 remain problematic for higher values of A. In particular, bigh expected
growth is still correlated with high values of bours and low values of C/Y. This ia surprising, because

copsumption rises more than ocutput immediately following a positive innovation if 8 is large. This can be

41Thug the poasibility of mis-identification of technology shocks from the VAR residuals thas Lippi and Reichlin show can
arise in the case of slow diffusion of technical progress does not ocour in this model. Hence for purposes of calibrating this
model, we are again able to take the estimated variance of innovations in the long-run forecast of output from the VAR as the
variance of Innovations in .
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seen in Figure 6, which shows the impulse responses of consumption, cutput and bours to a unit innovation
¢, when £ is equal to 0.98. The reason consumption jumps so much is that there continues to be & strong
wealth effect of the innovation, even though the productivity of existing inputs han increased very little. But,
while C/Y rises immediately, it soon falls, and spends most of the transition period below its steady state
value, For that reason, the overall correlation between output growth and C/Y continues to be negative.

With this high value of 3, the regression coefficients of expected consumption growth and expected hours
growth on expected output growth are closer to their empirical counterparts. The first is now below 1,
as in the data, while the second is now larger. On the other hand, the model still predicts that labor
productivity should rise together with output. This prediction seems hard to avoid in models where the
transitory dynamics are due to persistent technology shocks that cause long run growth. It is probably the
gingle biggest reason for o-ur feeling that the shocks that lead to long run growth do not scem capable of
genersting the sort of predictable output movements that we have been exploring in this paper.

Thus allowing for forecastable technical progress of this particular kind does not belp to explain the size
or character of the forecastable variations in output growth. What is more, in the case of a high value
of 3, the model implies that technology shocks account for only a trivial fraction of the overall variability
of output growth ax well. Whereas in the case § = 0, the predicted standard deviation of output growth
in .0053 (pearly half the atandard deviation of actually observed output growth), in the case g = .98, the
predicted standard deviation of output growth is only .0009. This allows us to sharpen the point made
earlier: Accepting the existence of a stochastic trend does not require us to believe that innovations in that
trend play any significant role in the generation of business cycles. It is now clear that this is true not only
when by “business cycles® we mean forecastable output movements; innovations in the trend need not play
any significant role in the generation of period to period variability in aggregate quantities, forecastable or
otherwise. If the correct model were of this kind, but with additional independent disturbances in addition
to the technology shocks, essentially all of the variability in aggregate quantities would have to be due to
the other shocks. Thus the existence of a “unit root” in cutput does not, in itself, imply anything about the

role of technology shocks in generating output variability. €

11The varlapce decompositions reported by K-P-S-W do, of course, provide further evidence in this regard. The amowunt
of the variance In sutput and cther quantities over, say, a 12-quarter horizon that they it to the innovations |n the
“balanced-growth shock” is certainly not consistent with a theoretical model like the one discussed here, with a high value of
A bat with additlonal transitory disturbances.
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8 Conclusions

We bave demonstrated that the forecastable movements in output - what we would argue is the essence of
the “business cycle” — are inconsistent with s standard growth model disturbed solely by random shocks
to the rate of technical progress. In the case of a standard calibration of parameter values, the model
predicts neither the magnitude of these forecastable changes nor their basic features, such as the signs of
tbe correlations among the forecastable changes in various aggregate quantities. We have also argued that
contemplation of parameter values outside the range typically aasumed in the real husinesa cycle literature
does little to imptove the model's performance in this regard, while significantly worsening the model's
performance on dimensions emphasized in that literature.

Various possible interpretations might be given for the failure of this particular type of stochastic growth
model to explain the husiness cycle. It may he that the business cyele is mainly caused by disturbances other
than technology shocks, that the model erra in its account of the dynamic response to technology shocks,
or tbat the technology shocks that account for the business cycle have serial correlation properties very
different from those assumed here. Whichever possibility turns out to aceount for more of the failure, one
can conclude that the standard growth model provides a poor description of the “propagation mechanism®
by which the effects of shocka evolve over time. For we can show that the mere introduction of additional
disturbances to the equilibrium coaditions of the model cannot solve the problem, regardiess of the nature
or magnitude of tbe disturbances contemplated, if these additional disturbances are purely transitory. Thus
the additional disturbances {whether they represent additional transitory components of the productivity
factor, or shocks of some other kind) would have to exhibit significant persistence, and the mechaniam by
which these disturbances persist over many quarters would turn out to be a crucial source of business eycle
dynamics - in essence, a propagation mechanism in addition to thase present in the basic growth model.

But it is not obvious that one should assume that the equations of the basic model are correct except for
the absence of stochastic disturbance terms. Quite possibly, the standard growth mode] must be modified to
include other scurces of dynamics before it can he used to model businesa cycles. Some ohvio;u candidates
would include inventory dynamics, slow adjustment of the work force as is implied in models of “labor
boarding,* or slow adjustment of nominal wages and/for prices a3 is implied by models with overlapping

contracts or costs of price adjustment. The degree to which mechanisma of these sorts might better account
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for the size and nature of the forecastable movements in output and other variables documented here remaing

a topic for future research.
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Table 1 Regression Results

&y G-n k&% Aal-v) Ak
Explanatory vars.
Constant 0.023 -0.042 0.010 0.005 -0.044 0.344
0.016 0.014 0.012 0.001 0.013 0.080
Apay 0570 -0.469 0.570 -0.696
0.167 0.147 0.127 0098
Ap-s 0002 0.017 -0.005
0.087 0.07T 0.066
(e =yl 0663 0330 0.490 -0.098
0.166 0146 0.126 0.030
(G Y -0.618 0.588 -0.458
0.158 0139 0.120
ko) 0215 -0283 1450 -0.079
0128 0.113  0.097 0.019
hoq -0.314 0316 -0.503
0.135 0.119 0.102
Ay, 0.013
‘ 0.091
Aly_, 0.129
0.075
Ale - y)-1 0.122
0.074
Ale - y)_1 0.126
0.075
Ah_y 0.760
0.070
Ah_a -0.135
0.074
Trend de-4
8e-5

Data from 1948.4 to 1993.2. Standatd Errors below coeflicient estimates.
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Table 2
Unconditional Second Momentlr

Moment Baseline Model U.S, Data |
S.D.Ay 0.0053 . 0.0113
$.D.Ac/S.D.Ay 0.585 0.478
$.D.Ai/SD.Ay 2019 2.911
S.D.Ah/S.D.Ay 0.358 0.534
S.D.Ap/5.D.Ay 0.660 0.690
Corr.(Ac,Ay) 0.987 0.5223
Corr.(Ah,Ay) 0.977 0.747%
Corr.{Ai, Ay) 0.994 0.9452
Corr.(Ap, Ay) 0.9 0.4373




Estimated standard deviations of forecasted changes

Table 3

Ay Ae A Ak Ay AY-Ly R

Horizon .

1. 0.0062 0.0023 00176 0.0077 00037  0.0094  0.308
0.0007 0.0004 0.0021 0.0005 0.0005

2. 0.0108 0.0044 00288 0.0130 00059 00148  0.347
0.0014 0.0007 0.0039 0.0013 0.0009

4. 0.0130 0.0082 0.0494 00204 00081  0.0220 0429
0.0020 0.0014 00077 0.0029 0.0014

8. 0.0209 0.0139 00767 0.0309 0.0080  0.0273  0.550
0.0039- 0.0022 0.0096 0.0045  0.0017

12 0.0326 0.017T2 0.0825 0.0341 0.0072 0.0304 0.537
0.0034 0.0027 0.0088 0.0031 0.0018

24 0.0309 0.0224 0.0772 0.0323 0.0067 00384  0.384
0.0037 00046 0.0053 0.0012 0.0020

oo 0.0310 0.0272 0.0585 0.0325 0.0068 0.000
0.0044 00089 00039 0.0000 0.0023

Standard Errors based on coefficient uncertainty below estimates.




Table 4
Estimated correlations of predicted output changes

with the re sors
Regressor: Ay S—W) b

Horizon:
T. 0.597  0.214 -0.500
0.000 0109 0.090
2. 0.530 0312 -0.793
0.095 0.132 0.077
4. 0.201 0451  -0.960
0.095 0142  0.030
8. 0.009 0533 -0.995

0.062 0.127  0.007

12. 0087 0.546 -0.979
0.058 0.119 0.013

24. -00903 054 -0.978
0.058 0.171 0.012

o0 -0.002 0541 -0.978
0.071 0.240  0.014

Standard Errors based on coefficient uncertainty below estimates.



Table &
Estimated regression coefficients among forecasted changes

Ry B ek Enouly i
Horizon: _
1. 0.2537 2.7412 1.0922 -0.0922
0.0590 0.1376 0.1103 0.1102
2. 0.311% 2.6087 1.0741 -0.0741
0.0603 0.1408 0.1154 0.1154
4. 0.3443 2.5299 0.9881 0.0119
0.0627 0.1463 0.1079 0.1079
8. 0.3678 2.4751 0.9964 0.0036
0.0595 0.1389 0.1098 0.1098
12. 0.3997 2.4008 1.0230 -0.0230
0.0614 0.1434 0.1134 0.1134
24, 0.4970 2.1738 1.0253 -0.0253
0.1212 0.2828 0.1215 0.1215
[ 0.5711 2.0008 1.0252 -0.0252
0.2358 0.5502 0.1375 0.1375

Standazd Errors based on coefficient uncertainty below estimales.
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Table &
The Calibrated Parameters

Parameter Defined by Values Descrniption
s 1.004  Steady state growth rate of technology (per quarter)
Yo 1004  Labor force growth rate (per quarter)
ac g 0.70 Share of private consumption expenditure in private
value added net of govt. purchases
§ 0.025  Rate of depreciation of capital stock (per quarter)
K Efﬁ 042  Share of capital costs in total costs
XL ;ﬁ?’}« 1 Elasticity of substitution between capital and hours
r Fg-$ 001625 Steady stale real rate of return (per quarter)
or y{8~'-1
/o 1 Intertemporal elasticity of substitution of consumption
bolding hours worked constant
Hw 4 Intertemporal elasticity of labor supply
o, 00732  Standard deviation of permaznent technology shock

Note: Except for rate of population growth, parameters dis

played above u take Lhe same values as in King,
Plosser and Rebelo (1988a).
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Table 7
Predicted standard deviations of forecasted changes

A—;x v ar AR EI-’ 3 Ayt — E;’. P
Horizon:
1 0.0003 0.0007 0.0005 0.0003 0.0006 0.0053 0.0035
2 0.0006 0.0013 0.0010 0.0006 0.0012 0.0078 0.0065
4 0.0012 0.0025 0.0019 0.0011 0.0022 0.0109 0.0113
L] 0.0021 0.0046 0.0036 0.0020 0.0041 0.0159 0.0178
12 0.0029 0.0063 | 0.0049 0.0027 0.0056 0.0200 0.0208
24 0.0045 0.0097 0.0076 0.0042 0.0087 0.0300 0.0224
oo 0.0066 0.0141 0.0110 0.0080 0.0128 0.0600

Table 8

Predicted regression coefficients amoung forecasted changes

Ac/on By, Bi,onldy, Ak, ouAy, Ap, ondy,

2.1464

-1.6750

-0.0198

1.9198
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Table 9
The Effect of Varying the Prefarence Parametors

uw SDAY" Con(Ay ,e-y) Cor(Byb) Aoy oaly, &k, oudy, Ap onZg

o

08 0.2 0.0041 -1.0 1.0 2.0990 -0.1788 1.1799
06 1.0 0.0030 -1.0 10 3.1763 -1.0312 2.0312
08 4.0 0.0003 1.0 10 392.0200 -27.9527 28.0527
048 100  0.0025 1.0 -10 -5.3574 5.2520 -4.2520
1 0.2 0.0039 -1.0 1.0 1.5827 -0.0978 1.0978

i 1.0 0.0035 -1.0 10 1.7813 -0.3018 1.3918

i 4.0 0.0029 -1.0 1.0 2.1460 -0.9193 1.8103

i 10.0  0.0026 -1.0 1.0 2.2765 -1.2504 2.2504

i o« 0.0023 -1.0 1.0 2.6845 ~1.6862 2.6862

4 0.2 0.0031 1.0 ~1.0 0.8975 0.0621 0.9378
4 H 0.0029 1.0 10 0.8854 -0.0488 1.0488

4 4 0.0029 1.0 10 0.8867 -0.0365 1.0365
4 10 0.0030 1.0 10 0.8869 -0.0348 1.0348

4 co 0.0030 1.0 1.0 0.8870 -0.0337 1.0337

10 02 0.0022 1.0 10 0.6531 - -0.0425 1.0426

10 1 0.0022 1.0 10 0.6580 -0.028% 1.0281

10 4 0.0022 1.0 10 0.6586 -0.0264 1.0264

10 10 0.0022 1.0 1.0 0.6587 -0.0261 1.0261

10 o 0.0022 1.0 10 0.6583 -0.0259 1.0259




Table 10
Forecasts for k' Periods Starting in Period ¢+ §

i & SDAy Corr(Ay fc—y)) Com(Ay.by) Ac onAy, Ak, only, Ap; on Ay,
0.0051 0.284 -0.838 0.349 1.005 -0.005

0.0008 0.160 0.087 0.063 0.118 0.118

2 0.0099 0.372 0920 0.349 0.980 0.020
0.0017 0.158 0.053 0.062 0.109 0.109

4 0.0186 0.469 -0,987 0.349 0.991 0.009
0.0030 0.148 0,015 0.059 0.108 0.108

8 0.0238 0.533 -0.998 0.364 1.050 -0.050
0.0035 0.127 0.004 0.056 0.114 0.114

12 0.0303 0.548 -0.989 0.396 1.080 -0.080
0.0033 0.125 0.009 0.062 0.118 0.118

24 0.0286 0.546 -0.988 0.492 1.082 -0.082
0.0037 0.189 0.009 0.133 0.127 0.127

co  0.0288 0.543 -0.988 0.564 1.082 -0.082
0.0043 0.261 0.010 0.256 0.145 0.145

2 8 0.0257 0.501 -0.999 0.362 1.111 -0.111
0.0033 0.135 0.004 0.057 0.122 0.122

ao  0.0252 0.510 -0.993 0.568 1.142 -0.142
0.0042 0.312 0.011 0.214 0.1569 0.157

4 38 00178 0.348 -0.999 0.376 1.223 -0.223
0.0034 0.183 0.005 0.079 0.148 0.148

oo 0.0166 0.355 -0.995 0.619 1.251 -0.251
0.0043 0.536 0.015 0632 - 0202 0.202

8 8 0.0046 0.066. -0.995 0.407 1.455 -0.455
0.0028 0.791 0.046 0.979 0.188 0.188

o 00038 0.089 -0.974 0.680 1.476 -0.476
0.0025 2,463 0.168 8.921 0.189 0.189

12 8 00016 0.517 -0.988 -0.955 0.977 0.023
0.0025 1.720 0.143 4617 0.554 0.504

co  0.0016 0.453 -0.957 -2.101 0.988 0.012
0.0032 4.250 0.142 25.65 1.041 1.041

H 8 0.0001 -0.718 -0.963 13.11 0.998 0.002
0.0011 5.840 1.159 37.90 5318 §5.318

ao  0.0002 -0.871 -0.983 26.17 1.026 -0.026
0.0031 4.820 0477 330.9 10.57 10.57

Standard Errors based on coefficient uncertainty below estimates.
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Predicted Standard Deviation of k Period Output Changes Starting at t + §

Table 11

7= 1 2 1 ] 12 pT]
k:

[ 00020 0.0019 0.0018 0.0014 0.0012 0.0007
oo 00083 00080 0.0054 0.0045 0.0037 0.0020

Table 12
The Effect of Slow Diffusion of Technical Progress
# SDAY" R Corn(By,c-y) Cor(@y .A) Be only Ah endy Koo A3
089  0.0001 0990 -0.535 0.523 0.885 0.001 0.908
0.98 0.0002 0.975 -0.394 0.393 0.805 0.155 0.845
085  0.0008 0.887 £0.213 0213 0.685 0.252 0.748
0.9 0.0012 0.095 -0.125 0.125 0.830 0.296 0.704
08 0.0022  0.409 0.132 0.132 0.634 0.203 0.707
0.7 0.0027  0.256 -0.205 0.205 0676 0.258 0.741
08 0.0030 0.170 -0.304 0.304 0.748 0.203 0.797
0.5 0.0032 0.118 -0.420 0.420 0.849 0.121 0.87¢
0.4 0.0033  0.083 -0.550 0.550 0.952 0.006 0.994
03 0.0033  0.059 -0.688 0.688 1.101 -0.153 1.152
0.2 0.0032  0.041 -0.826 0.826 1.459 -0.367 1367
0.1 0.0030  0.029 0.945 0.045 1.798 -0.638 1.638
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