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1. INTRODUCTION

Several recent studies have focused on the issue of gender differences and job
mobility." The main question addressed is whether women have a weaker attachment to their
jobs and to the labor market. Most of these studies use micro datasets and the analyses are
typically restricted to young workers. Further, the distinctions between different types of
turnover behavior have not been a focal point in this literature. The highest level of
disaggregation of turnover has been between quits and layoffs. Using mostly discrete choice
analysis (probit, logit), and sometimes continuous time models (proportional hazard), these
studies estimate the gender gap, after controlling for a variety of worker and job
characteristics.*

This paper extends this literature on gender differences and quit behavior in several
dimensions: (1) I use a unique data set from the personnel records of workers in a large
tirm; (2) Unlike other studies that focus simply on quits, I differentiate between a variety of
reasons for departure and show that gender differentials vary across the different reasons for
departure; (3) I discuss gender differences for a variety of tenure turnover profiles, each
based on a different reason for departure; and (4) I show that education, in addition to having
different effects on the quit behavior of men and women, also has differential effects for the
different reasons of departure.

The main findings are:

1. Women, on average, are more likely to leave the firm. Most of the gap is because

women are younger and work in lower level jobs.

!Barnes and Ethel (1974), Viscusi (1980), Blau and Kahn (1981), Meitzen (1986),
Donohue (1988), Light and Ureta (1990, 1992).

*For a good survey of this literature, up to 1988, see Donohue (1988).



2. Alfter controlling for a variety of observed characteristics, especially job grade level
and duration in training, the gender gap decreases by more than half, but remains
significant.

3. Men and women leave the firm for different reasons. Women leave more for non-
market reasons, and when switching jobs they stale more than men that wages, and
not opportunities, as the main reason for quitting.

4, For both men and women, the likelihood of departure increases in the first 2 months
of tenure, and then declines at a decreasing rate. This decline is stronger for women.
For tenure beyond five years, women are less likely to leave the firm than men.

5. The etfects of tenure and schooling, on the likelihood of departure, vary substantially
across the different reasons for departure. These different reasons for departure are
found to be statistically different states.

The paper proceeds as follow: Section 2 describes the data set, sex differences in
reasons for departure, and the change of the hazard with tenure in the firm. A continuous
time, competing risks model of quitting for different reasons is presented in Section 3. The
estimation results are reported and discussed in section 4. Section 5 concludes.

An underlying assumption in this paper is that different reasons for departure
represent different behaviors aspects of workers (i.e., are statistically distinct states). In
Appendix A I test and confirm this hypothesis.

2. THE DATA SET AND DESCRIPTIVE STATISTICS
The data used in this paper are taken from the personnel records of a large insurance

company. The company has its headquarter in New York City and has branches all over the

United States. The company employs approximately 16,000 workers, exclusive of agents who

operate on a commission basis. Workers are "followed" over the period 1971-80. For



workers who entered the firm prior to 1971, the starting date of employment and other
variables concerning their work history in the firm are recorded.

Workers in the company are tracked by their salary grade (grade level) and by one of
approximately 40 company-wide job foci. Each job focus is assigned a sequence of grade
levels. Promotion is defined in terms of salary grade levels. Grade level 50 is of special
interest because it indicates that the worker is being trained.

Workers who left the company were asked to state the main reason for doing so.’ 18
reasons were recorded and 23,299 individuals were reported to leave the [irm between 1971
and 1978. Table 1 reports the distribution of different departure reasons by three major
categories: Carcer relevant reasons, non-market reasons, and involuntary departures.* The
fact that only one reason for departure per individual has two shortcomings: It prevents me
from estimating the correlation between different reasons for departure and does not allow a
control for the presence of individuals’ (unobserved) fixed effects.’?

Some of the data sets used in other studies do provide various reasons for departure

(especially the NLSY and the PSID), but not as detailed as in this [irm data. However, the

3*Workers who left the firm had to fill a questionnaire in order to get their last pay check,
resulting in a response rate of 100 percent. It is possible that not all workers gave a faithful
answer (see the high rate of "other"), but there is no indication or reason to assume that
there will be a bias towards certain answers when not telling the truth. Only one reason per
worker was recorded.

“Since labor market and non labor market decisions are made jointly, leaving a job for
non market reasons could be motivated by labor market considerations and visa versa. The
decision to have a child, for example, and its timing could be influenced by the availability
of career opportunities. Change of residence for the purpose of following a spouse ("a tied
mover"), is likely to be influenced by the position one has achieved in the firm (sce Mincer
1978). Therefore, the classification into these three categories should be considered only as
a general classification for expository purposes.

SFor the possibility to handle heterogeneity as fixed eflects, see Chamberlain (1985).



studies that used those data set did not utilize the distinction between different reasons for
quitting (or departure). Numerous studies have shown that quits and layoffs are statistically
distinct states (e.g., Mincer 1986). Other distinctions between reasons of departure were
also found to be important. For example, Flinn and Heckman (1983) found that
unemployment and out of the labor force were behaviorally distinct states. Kahn and
Griesinger (1989), showed that if men are more likely to quit for career related reasons than
women, estimated male-female differences in the effect of tenure on wage growth are likely
to be biased (without an appropriate correction.) In this paper I further show that even a
detailed breakdown of reasons for departure is important. For example, Donohue (1988)
finds an increase in the hazard of quitting for women after about a year of employment (on
their first job), and suggests pregnancy as a possible explanation. This dataset allows me to
separate quitting due to pregnancy. Unfortunately the data set does not allow me to test to
what extent this breakdown is important in predicting future outcome (e.g., unemployment,
wage growth).

There are several other advantages to a firm data set over other types of data.
Detailed company records are usually more accurate than individual responses. A crucial
variable in testing turnover theories is firm tenure. As Brown and Light (1992) have shown,
the commonly used panel data sets (PSID and NLS) provide inaccurate measures of tenure, a
potential source of problems’. The data set used in this paper utilizes the exact dates of

employment to measure tenure. Most of the other variables are also based on company

*McLaughlin (1991) was the first to show that this distinction is also compatible with
efficient turnover.

"The NLSY-Work History file provides quite a detailed list of employment spells.
Nevertheless, it is still based on individuals’ self report and subject to more errors than
company’s records.



records that are, mostly, accurate and provide the exact dates of events. In addition, using a
tirm data set eliminates heterogeneity due to differences across firms and industries.

Another important characteristic of the data set is that information is provided
continuously. Rather than interviews conducted once a year, as in most panel data sets, the
company records report the dates of events. The empirical analysis, therefore, is carried out
using continuous time models adopted from survival analysis. This technique is most suitable
for the continuous-time data set used and is superior to more conventional methods used in
estimating transitions models.® As mentioned before, in order to estimate different
outcomes, a "competing risks" framework is used.

There arc several shortcomings to the data that pose some constraints on the analysis.
Since it is a firm data set, there is no information about workers prior and post employment
histories. Also, the level of occupational sex segregation in the company analyzed is
extremely high. Therefore, findings that are attributed to sex differences are likely to be
confounded with occupational differences. Although this problem is more noticeable in this
data, it is a common problem in most studies of sex differentials in the labor market and is
not resolved in the other studies that I cite’. Finally, as in the case of every tirm data, any

general conclusions should be made with caution.

®For example, the parameters of a continuous time model are invariant with respect to
the time unit chosen, while discrete time models (e.g. probit or logit) will have ditferent
function forms depending on the time unit. Donohue (1988), discusses other advantages of
this approach over discrete time modelling.

%It seems that the data utilized by Weiss (1984) is an exception.



2.1 Male Female Differences in Reasons for Departure

There are striking differences between men and women in the distribution of reasons
for departure (see Table 1)."° Women are more likely to leave the firm because of personal
or household considerations. Twelve percent of women who leave the {irm do so because
they have changed residence. Only 4 percent of the men leave {or that reason. Seven percent
of women depart because of household responsibilities: men rarely leave for that reason.
Approximately six percent of women leave because of personal health or illness in the
family, while 2.6 percent of the men leave for these reasons. Men almost never leave the
firm because of illness in the family. Pregnancy is also an important reason for women to
depart (5 percent).

Women are more likely to switch to a job nearer home. Dissatisfaction with working
conditions or "higher earnings" appear to be more of female departure reasons, while
“greater opportunity” is more commonly a male cause of departure. These dillerences
suggest that on-the-job training and long run (career) considerations are more important for
explaining male mobility, while short run (market) considerations are a major reason for

female job change.

YSome of these differences are due to the fact that women, in this company, are
younger, less educated, and are in different job levels. I will attempt to control for these
differences in my regressions’ estimates.



Reason for Departure

Market related reasons
Higher earnings

Better working conditions

Greater opportunities
Nearer home

Table 1

Distribution of reasons of departure

by race and sex

ALL

.101
.028
071
.008

More interesting/suitable work  .096

Enter agent’s contract*

Non-market reasons
Pregnancy

Change of residence
Return to school
Household duties
Health-personal
lliness in family
Military service leave
Other

Involuntary departure
Dismissal

Position abolished
Retirement

Death

Total

Number of observations

.035

041
.106
.067
.055
.033
.016
.002
.150

.099
.032
053
007

1.00

23299

MALE

.088
.004
124
.013
.088
144

.038
.081

.019
.007
.008
127

.097
.020
125
.017

1.00

4788

FEMALE WHITE

1104 .103
.009 .008
058 074
032 032
098 .103
006 040
052 044
123 107
064 058
.069 .058
037 029
018 013
.001 .001
156 144
.100 074
036 034
034 069
004 008
1.00 1.00
18511 17425

* Workers who enter an agent’s contract are no longer employed by the firm.

NON
WHITE

094
.007
.062
.016
077
.020

033
.103
.095
.045
045
.023
.004
.169

174
.027
.004
002

1.00

5874



2.2 Tenure in the Firm and the (Empirical) Hazard of Departure.

Economic analyses focused on firm tenure to determine the duration effect on tirm
separation. It is well known that tenure has a strong negative effect on the likelihood of
turnover. This finding has led to an informative debate regarding the determinants of this
effect.!* Previous studies that examined sex differences of the tenure effect remained
somewhat inconclusive. Most studies, however, find that the hazard of quitting decreases
with tenure for both men and women (e.g., Viscusi (1980), Blau and Kahn (1981))."2 In
section 4.2 I estimate the hazard of departure for men and women separately, and by
different reasons of departure. In this section I provide the observed hazard rates of
departure, by gender. Although it is a common practice in estimaling duration models to
conduct a preliminary graphical analysis of the data (see, e.g., Lawless 1982), these rates are
not reported in any of the studies I am familiar with.

In Figure 1 the empirical hazards of departure from the firm as a function of tenure in

the firm (in months) are plotted for men and women separately.'’ The hazard rate is

UFollowing Mincer and Jovanovic (1981) the debate has focused on the mirror side of
the same problem, namely, whether tenure, independent of market experience, has a positive
effect on wages (see, €.g., Abraham and Farber (1987), Altonji and Shakotko (1987), and
Topel (1991)).

2One exception is Meitzen (1986) who finds that, contrary to men, the probability of
quitting for women is increases with tenure. His sample, taken from the Employment
Opportunities Pilot Programs Employers’ Survey (EOPP) was limited to recently hired,
primarily low skilled, workers.

U] et d, be the number of workers that depart from the firm at time t and n, the number
of individuals at risk of departure at time t. Individuals at risk are all those who are observed
in the firm at time t, and include those who depart and those who stay. A,=d/n, is therefore
an estimator for the hazard of departure at time t. Different versions of this estimator are
discussed in the statistical literature (see, e.g. Lawless 1982), and it is mostly known as the
Kaplan-Meier estimate. Under suitable assumptions this estimator is the maximum likelihood
estimator of the nonparametric hazard function.
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decreasing at a declining rate for both men and women. The reduction of the hazard rate is
larger for women than for men, but remains higher for women at every level of tenure*.

In the statistical analysis I test whether the difference is significant and whether it prevails
after controlling for different individual characteristics. In addition I examine the male-female
disparity regarding different reasons for departure.

An interesting point to make concerns the initial increase in the hazard at a low level
of tenure. There are several reasons why would one expect an initial increase in the hazard
(it is also one of the implications of Jovanovic’s (1979) matching model). Such an increase is
observed, for both men and women, only during the first couple of months of

employment.

YFarber (1992) f{inds, using the NLSY, that females have a lower exit rate {rom the first
job.

“Meitzen (1986) finds a positive duration effect only for women, over the first 2.5 years
of employment. Donohue (1988) and Farber (1992) also finds a positive duration effect up to
3-6 months, for workers in their first job.
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3. THE STATISTICAL MODEL*®

The statistical analysis is conducted using continuous-time duration models (see, e.g.,
Kalbfleisch and Prentice, 1980 (K&P)). Individuals are observed continuously trom 1971
until December 1980. For all those employed in 1971 the starting date of their employment
is recorded, thus no left-truncation or censoring is present. Workers who do not leave the
firm by the end of the survey are considered as right censored observations. This type of
censoring poses few problems in the analysis.” Although we do not know whether or when
will those who are censored leave the firm, we do know that they have been in the firm,
without leaving, at least until the time of censoring. This partial information is taken into
account in the estimation procedure.

Let T be a non-negative random variable representing the departure time from the
firm. For a fixed time t, the survivor function is defined as

S =PT =1,0<t< =, . ‘ €]

Under this specification, S(t) gives the cumulative distribution function of the right tail of the

distribution, i.e., S(t)=1-F(t), where F(t) is the cumulative distribution function. S(t) is a

monotone nonincreasing left continuous function with S(\=1 and liml_’wS(l)z(J.
The probability density function (p.d.t.) of T is
Pt=T<t+Ay _ -dS() @

f(t) = Ii
® Alglo At dt

The hazard function specifies the instantaneous rate of failure at T=t, conditional

!Readers who are familiar with survival analysis can skip equations (1)-(6).

“For a discussion of right censoring problems see, for example, Lawless 1982, and Cox
and Oakes 1984.
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upon survival to time t and is defined as

Pa<T<t+At]T21) _ (1) 3)
At S’

h(t) = lim
A0

It can be seen that h(t) specifies the distribution of T since, {rom (3),

at) = ﬂ‘s_‘g& @)

So that integrating and using S(0)=1, we obtain

S(t) = exp —f h(u)du (5)
0

The p.d.f. of T can be written in terms of h(t) as

£(t) = h(t) exp | - f h(u)du 6
0

Duration dependence exists if dh(t)/dt # 0.

The objective of the present analysis is to analyze the conditional duration distribution
where the conditioning is with respect to observed variables. For the estimation procedure I
adopt a "flexible" Box-Cox proportional hazard model, given by:'®

A A _
hit|x) = exp | x' ()8 + t L Lty )

1510 using this model I follow Flinn and Heckman (1982) and Heckman and Singer
(1984).
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where A, # A, , x(t) is a 1 x k vector of regressors and 8 is a k x 1 vector of parameters.
This model is flexible in the sense that it nests many standard models as a special
case. Setting, for example, 8 = 0, A, = 0 and 7, = 0 produces a conventional Weibull
hazard; setting A, = 0 and A, = 1 produces a Gompertz hazard; Setting t, = r, = 0
produces an exponential model. By setting A, = 1 and A, = 2 we allow the duration effect to
change signs. 1 will call this class of models "quadratic."”® Under this specification the

hazard function is given by:

h(t|x) = exp{ x" (B + (t-1)r, + (12-1)/2)1,}. ®

In the empirical analysis I use this specification because it provided the best fit to the data.

So far all reasons for departure were aggregated under one category. In other words
the coeflicients of different variables on the likelihood of departure from the f{irm werc
constrained to be equal across different reasons for departure. A major question in this
research is whether different reasons for departure are statistically distinct. In other words,
do different obscrved characteristics have different effects on the likelihood of leaving the
firm for different reasons?

Let each worker be associated with a pair (T,R) where T is tenure with the firm at
the time of departure and R is the reason for departure. R is assumed to take values in the
set {1,2,..,k}. The joint distribution of T and R can be represented through cause-specific

hazard, survivor, or probability density functions defined as follows for j=1,2,... )k :

h(t) = lim PtsT<t+At, R=j|T21) (92)
! Al At

“The estimation of the model is conducted by using a computer program designed for the
purpose of estimating continuous time models (CTM). The program was developed at NORC
and written by George Yates. For details see Yi (1987).
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S = PT = t, R=j) (9b)
ds( .
£ = _d_() %)

If a worker ceases to be observed as soon as T=min(T;,T,...,T,) is observed, the

contribution to the likelihood of a worker who depart for reason j at tenure level is®
.k
h(t) exp [— j 'y h,(u)du]. (10
0 fx1

Not all workers are observed departing the firm by the end of the study. Indicating censored
observations by 3,=0 (and uncensored observations by 4,=1) and assuming an independent

noninformative censoring mechanism, the likelihood function of observing a sample of n

} an

It is interesting to observe (see K&P) that under the assumptions made so far, without

workers with observed characteristics Z; and departure time t; is given by

ix l

1 [ih, @, |Z)1s(|2)] = I [[h (tlzn"nexp[j b, (u]Z)du

unobserved heterogeneity across individuals, the likelihood factor involving a specific

hy(t | Z) is identical to that which would be obtained by regarding all failures of types other
than j as censored at the individual’s departure time. Therefore we can adopt the same
estimation method used earlier in estimating the competing risks models.

Let the conditional hazard of individual i to leave the firm for reason j be given by:

h(t %) = ex x/ (OB, + -1 T, + th -1 T 12)
i1 %) = €xp i 1 i |,

©For details see Lawless (1982) pp. 481-482.



16

where t; is duration in the firm before departure for reason j, A; # A, , x(t) is a 1 x k vector
of regressors and f; is a destination specific k x 1 vector of parameters. The estimated
parameters of equation (12) for different reasons of departure were obtained separately for
men and women, using maximum likelihood estimation, and setting A, = 1 and A, = 2. The
advantage of this specification is that it allows the duration effect to be non-linear. The
results are reported in tables 3 and 4.

The nature of the data set and the assumption of independence across risks, do not
allow me to examine two important issues: The interrelation between different reasons for
departure, and the estimation of departure rate for a certain reason given the "removal" of
some or all other quitting reasons. A suitable data set for such an analysis will have
information on multiple exit reasons, cither simultancously or scquentially.

The hazard function in equation (12) could be extended to include person-specific
unobserved heterogeneity component (see Heckman and Singer, 1985). Although controlling
for unobserved heterogeneity could be important in studying gender differences, my attempts

21

to include various specifications for unobserved heterogeneity failed™. 1 could not achieve

convergence.

4. RESULTS

4.1 Gender Differences and Heterogeneity

A standard approach in the discrimination literature is to estimate the gender gap after

controlling for characteristics that are likely to explain, at least part of, the observed

*'For the potential importance of controlling for unobserved heterogeneity, see Light and
Ureta (1992). The dataset they use, however, differs in two respects: It provides multiple
spells of employment per individual and includes a much more heterogeneous population.
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differential between men and women. In the firm I study in this paper, a major source for
the gender gap in departure rates is that women are younger, less educated, train less™, and
most important, work in lower level jobs, where departure rates are much higher. The results
reported in Table 2 show that after controlling for grade level, and time spent in the different
grade levels, the gender gap is cut by more than half, but remains significant. In section 4.2
I show how this gap shrinks with tenure in the firm.

Other recent studies that used individual microdata found that after controlling for
certain personal and job characteristics, the quit rates of young women and men are about the
same. Weiss (1984), using a sample of newly hired semiskilled production workers, and
estimating a probit equation, found no gender differences for the first six months of
employment. Blau and Kahn (1981), using the National Longitudinal Surveys of Young Men
and Women (1969-1972), found that after controlling for a set of observed characteristics,
women were less likely to quit®. Light and Ureta (1992), who used the same dataset, over
a longer period (1966-1981), found that only after adding a control for unobserved
heterogeneity, women were less likely to quit*. It was not the result of the time periods
used, because, as they show, among later cohorts, women become more similar to men in
their quit behavior. However, Lynch (1992), using the NLS Youth dataset (1979-1985),
estimated a proportional hazard model, where in addition to the standard set of variables,

also controlled for a rich set of on-the-job and off-the-job training variables, found that men

The incidence and duration in grade level 50 (job training) is much lower for women.

PThe method they use is running separate probit regressions for men and women and
then predict quit rates by substituting the male values of the variables into the female probit
functions (and also the other way around).

%They estimated proportional hazard models.
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were still less likely to leave their employer, although the coefficients were not significant.
Donchue (1988), who limited his sample to first full time jobs®, found, using a
proportional hazard model, that at very early tenure, women have higher quit rates. The
gender difference convergence, but start increasing after about 12-18 months. He does
control for unobserved heterogeneity, but not for wages, union status, occupation, and
industry.?

Women in the firm I study earn, on average, half the salary of men. Since variations
in salary within grade levels are mainly due to adjustments over time and across regions (for
local market differences™’), most of the variation in departure rates due to wage differences
is captured by the control for grade level. I found grade levels to be more informative than
wages in predicting the likelihood of departure. I could not achieve convergence by using
both grade level and salary (independently or as interaction) as covariates.

Using a firm data set eliminates heterogeneity due to differences across firms and
industries. As [ already indicated, the level of occupational sex segregation in the company
analyzed is very high. This problem is common to any study that attempts to control for
detailed occupations and where the number of observations is not extremely high.”® The
relevant question, however, is what part of the gap is not captured by human capital

variables. The question why women are more likely to work in specific jobs is important but

BUsing the NLS of young men and women (1968-71) and NLSY (1979-82).
**The control in other studies for occupation and industry is very limited.
*"The data I was provided with did not contain any information on residency.

#0’Neill and Sicherman (1990), for example, show that when looking at gender
differences in wages in academia, the high level of segregation does not allow a proper
estimation of the gender gap within many disciplines.
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not dealt with in this paper.

4.2 Tenure in the Firm and the Hazard of Departure.

In Table 3 the estimation results of equation (8) are reported. As can be seen in the
table and figure 2, at low levels of tenure the hazard of quitting to another job is much
higher for women than for men. The negative tenure effect, however, is stronger for women
than for men. Among workers with more than five years of seniority, women are less likely
to quit.

Several other studies found that while women have higher quitting rates initially, over
time the differences between men and women narrow, especially after controlling for
different individual and job characteristics. Viscusi (1980), using the PSID, argues that with
proper controls, sex differences in quit rates virtually disappear after a year. Further support
tor the hypothesis that the differences between quit rates for men and women narrow over
time is provided by job tenure data (see, e.g., Hayghe, 1974.) However, Blau and Kahn
(1981) and Light and Ureta (1992), found that the negative tenure effect is stronger for men
than for women.

Some of the discrepancies in different studies are due to the use ol different samples.
Many are limited to recently hired, low skilled, or young workers. The analysis conducted in
this paper includes workers in a variety of white collar occupations, and includes all ages
(although 1 control for age, among other variables). The ability to look at different reasons
for departure provides an opportunity to test whether the tenure effect is different, depending
on the cause of departure.

As was indicated earlier, the role of tenure in the firm as a determinant of labor
turnover is a subject of controversy among labor economists. Human capital theory predicts

that a higher level of investment in firm specific human capital will result in a stronger
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attachment between the worker and the firm. The theory predicts, therefore, a negative effect
of firm specific training on the likelihood of firm separation. If tenure in the {irm, holding
time in the labor market constant, is an indirect measure of investment in {irm specific
human capital, a negative correlation between tenure and the hazard of departure is expected.

A negative tenure effect could also be an artifact of unobserved heterogeneity across
workers. Workers with high propensity to quit will quit early, leaving behind a higher
proportion of workers who are less likely to quit. This alone generales a down sloping tenure
turnover profile. Similarly, a decreasing hazard could be the result of a matching process,
on account of a learning mechanism based on the arrival of new information: A mismalch
between a worker and his employer is more likely to be detected early than late. Hence,
more mismatches occur early than late which results in the observed negative relationship
between turnover and tenure.

With the type of data I use (as with most other standard data sets), it is virtually
impossible to measure to what extent the decreasing profile is due to a duration effect
(accumulation of specific capital), worker heterogeneity, or a job matching process®. Since
women in this firm (and in general) train less, my finding that their turnover profiles are
steeper, seem, prima fucie, to contradict the human capital hypothesis.

Meitzen (1986), finds an increasing hazard for women at low levels of tenure, and
argues that the job-matching process operates differently for females than it does for males.
He claims that men discover the quality of their match quickly, while women have more on-
the-job learning to do, which causes them to make their match-quality decisions later in the

match.

¥See Kiefer (1988).
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An alternative explanation, that is consistent with both my finding and human capital
theory, was provided recently by Munasinghe (1993). If workers base their quitting decisions
on expectations with regard to future training, promotions, etc., and if men have higher
expectations with regard to such events, they will have a lower and flatter tenure turnover
profile. If workers anticipate on receiving more training/promotions in the future, they will
have a lower initial quit rate.

Tables 4 and 5 report the estimation results of the competing risk model, estimated
separately for men and women. In figures 4-6, which are based on these tables, the hazards
of departure at different levels of tenure, and for different reasons of departure, are plotted
for men and women separately. It should be noted that since 1 control only for workers’ age
upon entry to the firm, the tenure coefficients confound an aging effect. Nevertheless, the
plots are calculated after subtracting the aging effect and would be identical to those that
would have been obtained controiling for age rather than age upon entry.

Women have higher rates of departure at low levels of tenure for two reasons. Some
of their quits are due to reasons that men rarely quit for (household reasons). But also, their
initial probability of quitting is higher for most other reasons as well.

The plots show that, except for departure due 1o pregnancy, the hazard of departure
decreases with tenure. The magnitude of the tenure effect is different, depending on the
reason for departure. These differences were found to be significant using likelihood ratio
tests. For men tenure has a relatively strong negative effect on departures for the [ollowing
reasons: a more interesting job, health/personal reasons, and dismissal. The effcct of tenure

on quitting to jobs that offer greater opportunities or higher earnings is relatively low for
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both men and women.* The likelihood of leaving for better conditions or to a job nearer
home are relatively unaffected by tenure for both men and women.

For women the negative tenure effect is much stronger for all reasons of departure.
An interesting question would be whether the turnover profiles for women would look
different had they not faced (for whatever reason) the alternative of non-market activities.
Unfortunately, this problem (labeled in the statistical literature as the effect of removing a
risk) is unsolvable given this type of data set.*

4.3 education

Economic theory does not provide a clear prediction concerning the effect of
schooling on the likelihood of firm separation. Within the framework of specific human
capital theory, if more educated workers are also provided with more training on the job, and
part of this training is firm specific, a negative correlation between schooling and departure
is predicted.

Within the framework of job search theory there is no clear prediction concerning the
relationship between schooling and the likelihood of finding a better joE. More educated
workers are likely to face a higher arrival rate of job offers because they face a larger labor
market, a larger variety of jobs, and are more efficient in search while employed or

unemployed (see Mincer 1988). But since more educated workers will also have a higher

*This finding is consistent with the theory of career mobility (Sicherman and Galor,
1990), where skills learned in one job are carried (o a next job along a career path. In such a
model even a positive duration effect is possible.

*'This question was of major interest in analyzing the effects of different treatments on.
the survival of cancer patients. One of the alternatives was no treatment at all and the
question was whether it is possible to get any predictions without actually leaving a group of
patients without any treatment. The answer was that without additional strong assumptions
such an inference is not possible.
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reservation wage, the effect of schooling on departure is ambiguous. However, as Flinn and
Heckman (1983) demonstrate, if the wage offer distribution is log concave, higher arrival
rates of wage offers imply higher departure rates. Several examples of log concave
distributions are given in their paper and the normal distribution is one of them.

There are two reasons why more educated workers have higher reservation wages.
One is the prediction of a standard search model™ that a higher rate of arrival of job offers
increases the reservation wage. The other reason is due to the fact that more educated
workers also have higher wages within the firm.

Schooling has a non monotonic effect on the hazard of departure. Aggregating all
reasons of quitting for market related reasons, it is shown (table 3 and figure 3) that at lower
levels of schooling, the effect on quitting is negative. However, for women beyond five years
of schooling and for men beyond eleven years, schooling has a positive effect on the
likelihood of quitting. The effect is stronger on women than on men. Looking at dilferent
reasons for departure separately, it can be seen that schooling has different effects on the
likelihood of departure. These effects vary in magnitude and sign and are different {or men
and women.

Table 6 reports the effects of an additional year of schooling on the likelihood (;f
departure for different reasons, for men and women separately. These derivatives are
calculated at 12 and 16 years of schooling, based on the estimation results reported in tables
4 and 5.

Schooling has a strong and positive effect on quitting to jobs that offer greater

opportunities. The effect is increasing with the level of schooling. If "greater opportunities”

32Not all search models will have this characteristic. See Flinn and Heckman (1983) for
details.
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indicate greater training opportunities, this observation is an implication of the general
finding that more educated workers are involved in more on-the-job training. When the
realization of an optimal path of investment cannot take place within one (irm. inter-firm
mobility might become optimal (Rosen, 1972, Sicherman and Galor, 1990). I don’t have a
general explanation to the finding that this effect is stronger for women than for men. It
might be due to the specific nature of this firm, where women are more likely to work in
jobs that have limited advancement opportunities.”

Schooling has a negative effect on dismissals, an observation made in other studies as
well. Schooling also has a negative effect on departures for most of the non-market related
reasons. These reasons include pregnancy, household duties, health and personal reasons, and
iliness in the family. One explanation is that education is more valuable in the labor market
than in household production. Another alternative is that if one of the benefits of education is
higher productivity in on-the-job training, those who plan a shorter (or interrupted) working

career, will be less likely initially to invest in schooling.

5. SUMMARY AND CONCLUSIONS

In this paper I use a unique firm level data set, in which a variety of reasons for
departure are recorded to study gender differences in tirm mobility in a detailed manner not
done before.

A higher proportion of women leave for a variety of non-market reasons and
proximity to home is a more important reason to switch jobs. Further, women state more

often that wages, and not opportunities, as a reason for switching jobs. These differences

33This issue is discussed by Spilerman and Petersen (1990), who utilize the same data set.



suggest that on-the-job training and long run considerations are more important for
explaining male mobility, while short run (market) considerations are a major reason for
temale departures.

Women, on average, are more likely to leave the firm. This is specially true in
periods of early tenure. For both men and women, the likelihood of departure increases in
the first 2 months of tenure, and then declines at a decreasing rate. This decline is stronger
for women. Using a proportional hazard model, with controls for observed characteristics, [
find that for tenure beyond five years, women are less likely to leave the firm than men.

For men tenure has a relatively strong effect on departures for a more interesting job,
or due to health/personal reasons and dismissal. The effect of tenure on quilting 1o jobs that
offer greater opportunities or higher earnings is relatively low. Leaving lor better conditions
or to a job nearer home are the least affected by tenure in the firm.

Schooling increases the likelihood of quitting to a job that offers "greater
opportunities, " for both men and women, beyond a certain level of schooling. The effect is

increasing with the level of schooling, and is stronger for women than [or men.



Table 2
The Hazard of Departure from the Firm
A maximum likelihood estimations of Box-Cox Proportional Hazard Models

Intercept 1.9487 1.5441
(0.06) (0.05)
log time (months/100) (r,) -0.3332 -0.1495
(0.01) (0.00)
Sex (1=male) -0.4673 -0.1573
(0.02) (0.02)
Race (1=non-white) 0.0040 0.0460
(0.02) 0.02)
Schooling (years/10) -0.0588 0.4186
(0.04) (0.04)
Age (years/10) -0.5664
(0.01)
If married (1=yes;0=no) -1.4202 -1.3424
0.02) (0.02)
Grade level dummies (excluded are grades 1-5):
Grade 21 -4.6528
(0.43)
Grade 50 -0.0107
0.09)
Grades 6-10 -2.1029
(0.04)
Grades 11-14 -2.8875
(0.09)
Grades 15-20 -3.3452
(0.14)
Duration in grade levels:
Grades 1-5 -8.7299
(0.09)
Grades 6-10 -3.4896
(0.15)
Grades 11-14 -2.3199
(0.42)
Grades 15-20 -1.8209
(0.54)
Grade 21 -0.0381
0.47)
Grade 50 -15.021
0.79)

-iog likelihood 1591 222.47



TABLE 3
THE HAZARD OF QUITTING FROM THE FIRM
A PROPORTIONAL HAZARD MODEL

Mean Levels

Males Females Males Females

Intercept -2.5986 -4.8138
(0.43) 0.19)

time (y,) -1.6588 -3.8657 9.5 (years)  3.75
0.15) 0.11)

time” (y,) 0.5055 1.2612
(0.14) 0.14)

race (0=white) 0.0128 -0.2522 .20 .26
(0.06) (0.03)

schooling -0.1469 -0.0255 14.5 12.95
(0.03) 0.02)

schooling? 0.6657 0.2258
0.14) (0.08)

if has children -1.8595 -0.7925 .30 .145
(0.10) (0.05)

age joined firm 0.6818 0.5704 31 27
0.24) (0.10)

(age joined)? -0.2130 -0.1358
(0.04) 0.01)

-log likelihood 4887 15298

No. of workers 9003 27732

Time (tenure in the firm) is measured in (months/100) units.
Age is in (years/10) units.
Schooling is in years, but (schooling)® = (YEARS/10)* .

The reasons of departure that are aggregated are: Higher earnings, better working conditions,
greater opportunities, near home or better transportation, and more interesting or suitable

job.
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Table 6
The Schooling Effect on the Likelihood of Quitting the Firm
Partial Derivatives

MALES FEMALES
Reason for Departure Level of Schooling Level of Schooling

12 years 16 years 12 years 16 years

Market related reasons

Higher earnings -.001050*  .000695* -.000465  -.000855
Better working conditions .000056  -.000001  -.000166  -.000006
Greater opportunities .002544*  .011941*  .005639* .018436*
Nearer home -.000142 -.000788 -.002411 -.002212
More interesting/suitable work .000732 .002328 .001479 .001818
Enter agent’s contract .000273*  .000927*  .001292 007603
Non-market reasons

Pregnancy -.02339 -.016329
Change of residence .000240 .000004 .00767* .020726*
Return to school .00058* .002514*
Household duties -.017889*  -.014438*
Health-personal -.001468* -.000568* -.002882* -.002254*
Illness in family -.000838* -.000775*
Military service leave -.000000 -.000000

Other -.002758* -.000492* -.010113* -.010037*

Involuntary departure
Dismissal -.012630* -.009333* -.013744 -.011191

* Significant at 1% percent level.
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Appendix A

Are different reasons tor departure behaviorally distinct states?

The underlying assumption in this paper is that different reasons tor departure
describe different behaviors of workers. To validate this assumption I test, alter controlling
tor observed workers’ characteristics, whether the departures rates to ditferent destinations
are similar. This test is equivalent to testing the proposition that two (or more) destinations
can be aggregaled into one category.*

In order to test this proposition two models are estimated. First, all coefficients are
constrained to be equal across destinations (the restricted model). Then, in estimating the
unrestricted model, the coefficients are allowed to vary across destinations. Performing a
likelihood ratio test on the restricted versus the unrestricted model will allow us to reject or
accept the proposition that the different destinations are artiticial distinctions.

An example of such a test is reported in Appendix Table 1. The likelihood ratio lest
enables us to reject the hypothesis that departures to a job that pays higher earnings and
leaving to jobs that offer greater opportunities are behaviorally similar for women. The value
for the test statistic is 1818 which is distributed ¥*(9). The critical value for a 1%
significance level is 21.666.

Trying different combinations for both men and women give similar results. For every

combination tested the different destinations were found to be significantly distinctive.

*For more details see Flinn and Heckman (1983).
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FEMALES
Unrestricted Mode] Restricted Model
Higher Greater Higher earnings or
Earnings Opportunities Greater Opportunities
Intercept -4.4840 -3.9334 -5.0864
(0.31) (0.44) 0.30)
time (y,) -3.8169 -2.3122 -3.8119
0.19) 0.22) 0.18)
time? (y,) 1.0752 0.3652 1.1119
(0.23) 0.31) 0.23)
race (0=white) -0.1616 -0.1101 -0.1675
(0.05) 0.07) (0.05)
schooling 0.0115 -0.1494 0.0002
(0.03) (0.03) (0.03)
schooling? -0.0755 1.0658 -0.0363
(0.14) 0.16) 0.13)
if has children -0.5856 -0.7303 -0.5970
(0.08) (0.12) (0.08)
age joined 0.7175 0.6429 0.7759
(0.18) 0.26) 0.18)
(age joined)? -0.1639 -0.1585 -0.1713
(0.03) (0.04) (0.03)
-log likelihood 7319 5910

Time (tenure in the firm) is measured in (months/100) units.
Age is in (years/10) units.
Schooling is in years, but (schooling)® = (YEARS/10)* .
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