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The racent reawakening of interest in increasing returns and R&D
externalities (eea, e.g., Benhabib and Jovanovic 1991, Romer 1990a end b, and
Sala-i-Martin 1990) provides the motivation for a review of the empirical
literature on this topic to see what is known about the actual magnitude of
such effects. The "New" growth economics has re-emphasized two points; 1.
Technical change 1s the result of conscious economic investments and explicit
decisions by wmany different economic units., 2. Unless there are significant
externalicies, spillovers, or other sources of social increasing returns, it
iz unlikely that economlc growth can procesd at & constant, undiminished rate
into the future, The first observation is not new. It has been artiqulated
by Griliches (1957, 1958, and 1964), Mansfleld (1968), Schmookler (1964),
Schultz (1954) and many others. The second peint, the importance of
externalities for growth theory and for the explanarion of preductivity growth
1s the driving force behind the research effort to be surveyed here, Whather
R&D spillovers will allow us to escape the fate of diminishing returns,
depends on their empirical magnitude, which is indeed the topic of thie paper.
Before we turn to it, however, we need to make a brief detour into taxonomy.

Both publicly supported and privately funded R&D produces ideas and
information about new marerlals or compounds, about new ways of arranging or

using them, and about new ways of designing new good or services for the



satisfaction of potential wants of consumers and producers. Often the idea or
compound are embadied in a new product or range of products. In that case, the
soclal returns to the particular stream of R&D expenditures can be measured by
the sum of the producer and consumer surplus generated by it. Comnsider, for
example, the development of hybrid corm seeds in the public agricultural
rTesesrch sector. If the seed is supplied to agriculture at marginal production
cost and the official input price indexes do mot adjust for such a "quality"
change, then the product of this research will appear as part of the measured
productivity prowth in agriculture. If the seed is produced by a seed Ilndustry
but still priced at marginal coat, because of competition there, and the
pricing agency adjusts for this qualiry change, showing a decline in the

"real" price of equivalent quality seed, then the product of this research
will appear in the hybrid seed industry, rather than in agriculture per sa.

If the hybrid seed Industry has some monopoly power which is competed away
slowly amd the price indexes do not register this as a quality change, the

gain from this innovation will be divided, with shifting shares between beoth
industries. To the axtent that the new product Is sold directly to consumers
and the GPI components are not adjusted for the associate "quality® changes,

as may be the case with certain drugs or personal computers bought by the
household sector directly, the social "product”™ of the assoclated research may
be missed entirely.

What these examples are intended to illustrate is that to the extent a
particular innovation is embodied in a product or service, its social product
is computable in principle. How it actually will shew up in our national
product accounts will depend on the competitive structure of the industry and

the ingenuity and energy of the "price" reporting agencles, In principle, a



complete hedonic calculation would produce the right prices in the right
industry and would allow us to attribute productivity growth where it actually
occurred, Its influence in downstream industries could then be viewed as just
‘ another response to declining real facter prices, a "pecunlary" externality,
one that is relatively familiar and easy to deal with,.

The more difficult to measure and the possibly more interesting and
pervasive aspect of R&D externalities is the impact of the discovered ideas or
compounds on the productivity of the research endevours of others. This is a
non-pecuniary externalicy which is not embodied in a particular service or
product, though it might be conveyed by a printed article or a news release. It
has the classic aspect of a non-rivalrous good and it 1s usually very hard te
apprepriate more than a tiny fraction of its social returns. Even if it were
poasible to establish mome property rights in the ides (e.g, via patents), the
resulting second-best prices would be non-linear and would not previde us with
appropriate measures of elther marpginal or total social returns. To measure
them directly in some Ffashion, one has to assume either that their beneflts
are localized in a particular industry or range of products or that there are
other ways of identifying the relevant channels of influence, that one can
detect the path of the spillovers In the sands of the data.

There are other public goods which ralse somewhat similar measurement
problems: the provision of roads to the motor transport industry, of afrports
and flight controllers to the airlines, and of gecurity services to private
bugsinesses. All of these have certain aspects of increasing returns to them
but are also subject eventually to congestion in use and hence reasonable

pricing schemes are feasible in principle. The educatlon sector is possibly

somevwhere ln between, providing both a private product which could be better




priced and knowledge externalities, both in the small and in the large, In
this paper I will limit myself primarily to a discusaion of the work on R&D
apillovers though some of the issues discussed apply alsc to attempts to

estimate other kinds of externalities,

-I-

There are basically two types of estimates to be found in the literature:
estimates of social returns to a particular well identified innovation or a
class of innovations whose effects are limited tec a particular industry or
secter and can be measured there; and regressicn based estimates of overall
returns to & particular stream of "outside® R&D expenditures, outside the firm
or sector in questiomn., Most of the earlier work in either vein was devoted to
measuremeﬁt of social returns to public investments in agricultural research.
This reflected, Iin part, the greater availability of mgricultural data and, &lse,
the more advanced state of applied econometric research In agricultural eccnomies
in the 19503 and early 1960s.

~ Table 1 lists selected referencea on "spillover" studles both in
agriculture and outside of it. (For additional references and reviews see
Griliches 1979, Norten and Davis 1981, Mairesse and &ohnen 1990, and Huffman
and Evenson 1991l). Perhaps the earliest attempt to compute something like a
social rate of return {actually a benefit-cest ratic) te public R&D appears In

T.W. Schultz's beok The Economic Organization of Agriculture (1954} where,

after having computed an index of total factor productivity growth for U.S.

agriculture, he estimates the amount of respurces szaved by the technological



change that occurred and compares it to the total public investments in
agricultural research and finds it to hava been a good investment.

Having seen this work and having collected much data for my Ph.D, thesis
on hybrid corn, I thought that such a computation could be improvad by putting
1t explicitely within the consumer surplus framework (here the influance of Al
Harberger's Public Finance Workshop at Chicago must have also bean present).
Using an estimate of the average yleld improvement brought on by the use of
hybrid seed, from & variety of experimental and observational data, detalled
data on the cost of hybrid corn research collected from various agricultural
experiment stations, and an estimate of the price elasticity of demand for
corn from the existing agricultural economics literature, 1 computed current
and future consumer surplus flows, discounted them back to the present, and
compared them to the cumulated resaarch cost (Griliches, 1958). The resulting
benefit-cost ratio of about 7 was interpreted, wrongly, as implying a 700
percent rate of return to publie investments in hybrid corn research. The
associated internal rate of return was on the order of 40 percent, still very
high, bur it waas the first number that got the most publieity and I did little
to correct the record on this. In the same paper, similar computations were
made using Schultz’s numbers for total agricultural research and my own more
sketchy numbers on the potential social returns to hybrid sorghum research.

This paper was quite influential and in the work that followed, improvements
were made both In the spproximarion formula for consumer surplus and In the
range of data used for the cowputation., Some of the méjor examples of
subsequent work In agriculture were Peterson's (1967) estimate of returns to
poultry breading research, Ardito-Barletta's (1971) estimate of the returms to

corn breeding research in Mexleco (both Ph.D. dissertations at Chicage), and



the Schmitz and Seckler (1970) estimate of returns to the tomato harvester.
Welsbrod (1971) used a sfimlilar approach to estimate the soclal return to
poliomyelltis research, Probably the most elaborate and Ilmpressive
application of such ldeas was in the work of Mansfield and his students
(Mansfield et &l 1977). It 1s alao the only set of case studies available for
manufacturing inmovations. In computing asocial returns they tried to take
inte account also the research expenditures of related unsuccesful innovators
and the losses in rents incurred by competitors. For the 17 innovations
examined by them, the median social rate of return was 56 percent, somewhat
wmotre than deuble the comparable median private rate of return of 25 percent.
One can also classify Bresnahan’s (1986) study of computer industry spillovers
to the financial sector as an extension of this general approach. 1Im his
study, Bresnahan uses the estimated decline In "real" computer prices from
earlier studies by Knight and Chow and an assumed elasticity of derived demand
for computers by the financial services sector to compute the implied total
welfare gains from such spillovers. Trajtenberg’'s (1990) estimates of welfare
gains from CT Scanners is based on & much more elaborate and estimated model

but could also be viewed as a deascendent from this line of research,

-TI-

Such case studles suffer from the objection that they are not
"representative," that they have concentrated on the calculation of social
rates of returns or spillovers only for "successful" inventions or fields.
They are algo much more diffieult to do, requiring usually significant data

collection, familiariey with the toplc or event being analyzed and expose one,



potentially, to criticlsm by those who actually know something about the
subject. For these reasons, especially the desires to be more general and
inclusive, and because of the growing availability of computer rescurces, much
of the recent work has shifted to regression based studies. In these studies,
neasures of output or TFP or of their rates of growth, acroas firms or
industriea, are related to measures of R&D "cepital” or the intensity of R&D
inveatment (R&D to sales or value-added ratios). A subset of such studies
includes also measures of "outside" or “borrowable®™ R&D capital in an attempt
to astimata tha contribution of splllovers te the growth in productivicy.
Again, both the earlisst and some of the most sophisticated studies of
this topic have bsen done in agriculture. The first regression atudy listed
in Table 1, Griliches (1964), used the differences in agricultural outputs and
inputs acrosg states In the U,5, In three different time perlods (1949, 1954,
an& 1959) in production function estimation and included, among other
varisbles, a messure of public expenditures on agricultural research, which
differed from state to state and over time. The resulting elasticity estimate
was on the order of 0.06, statistically significant, and lmplied the rather
high social rate of return of §13 per year (at the average farm level) for
each dollar of public investments in research in agriculture. A number of
other atudies followed (see especially Evenson 1968 and Huffman and Evenson
1940 and Evenson 1968) which improved on the original study in many respects,
first by explering more complicated lag functions in the construction of the
public R&D variablé, but second, and mere importantly, ralsing the gquestion
and facing up teo the possibility of geographic spillovers, the fact that Iowa

research may also have an effect on agricultural productivity in Nebraska. I

shall come back te a discussion of such issues later on, in considering the




more general problem of measuring both the "size" and the "range™ of the
relevant spill.

Regression based studies raise problems of their own, The main set of
1ssues revolves around the question how output is measured and whether the
available measures actually capture the contribution of RED (direct or
spllled-over), and how R&D “capltal™ is toe be constructed, deflated, and
depreciated. Since I have discussed rhese lssues at some length in Griliches
{1979 and 1988}, I will focus here only on the particular issues raised Ly the

attempt ta measurae spillovers.

ar
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The notion of externalities as a source of increasing returns and
preductivity growth has a long history in economics., Originally it was based
on gains from specialization, from the development of "know-how,” and on the
interaction of craftsmen and engineers. The idea of reconciling competi;ive
equilibrium with increasing returns by modelling the individual fim
production (or cost) fimetion as depending, parametrically, on industry
aggregate activity variables (output or capital) goes back to Edgeworth and
before, (See Chipman 1965 and 1970 for surveys of the earlfer literature,)
Explicit algebraic formulations appear in Simon (1947), snd Chipman (1570},
and also In Arrow (1962) and Sheshinski (1967). In the latter papers the
externalicy arises from "learning by doing" and is proxied by the size of the
capital stock, I came across this kind of formulation first in an unpublished
nete by Grunfeld and Levhari (1962) and applied it to R&D in Griliches (1%79).

In that version, from which the following paragraphs borrow heavily, the
level of productivity achieved by one firm or industry depends not only onm its
own research efforts but also on the level of the poal of general knowledge
accessible te it. Locking at a cross section of firms within a particular
industry, one will not be able to distinguish such affgcts. If the pools of
knowledge differ for different industrles or areas, some of it could be deduced
from interindustry comparisens over time and space. Moreover, the productivity
of own research is affected by the size of the pool or pools it can draw upon.
This leads to a formulation in which there is an interaction between the size

of individual and aggregate research and development efforts.

A simple model of within-industry spillover effects i=s given by
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where Y, 18 the output of the ith firm which dependa on the level of
conventlional inputs X1 , 1ts specific knowledge capital Ki' end on the atate
of aggregate knowledge in this Industry K, . Wote that constant returns ara
assumed in the firm‘s own inputs, Xi and Ki . Thie simplifies the example
greatly, Assuming also that (1) the aggregate level of knowledge capital

K- ZK 1Is simply the sum af all specific firm research and development
capital levels and that (2) own resources are allocated optimally and all

firms in the industry face the same relative factor prices, then the

Indfvidual K, to X ratios will be given by

i
s L S
Ki 1-+x Pk

where Px and 1’k are the prices of X and K, respectively, and r, the K/X
ratio does not depend on 1. The individual production Eunctions can then be
aggrepgated to yield:
- Tl o Tk o M
= Yi z Bxi(Ki/Xi) Kﬂ n Bxir Ka Br Ka sxi.
i i i 1
Since the Ki/xi ratios are all equal to ¥, so also {8 Z Ki/ z xi, which we
can substitute back Into this equation, ylelding:
- Tk = ppley pEty
2 B(Z xi/z Xi) K" Z Xi Bxa Kn

i i i i

Where, xa - zxi. Ka- ziki , and the coefficient of aggregate knowledge
i
capital is higher {y 4 p) than at the micro level {y only), reflecting at the

agpregate level not only the private but also the soclal returns to research
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and development, providing thereby a framework for reconciling tha results
from micro and macro based R&D studies.

Of course, this formulation 1s rather simplistic and iz based on & whole
string of untenable assumptions, the major ones being: conatant returns to
scale with Tespect to Ki and Ki and common factor prices for all firms
within an {ndustry. These assumptions could be relaxed. This would &dd a
nunber of "mix" terms to the equation, Indicating how apgregate productivity
would shife If the share of, say, the larger firms, were to Increase (in the
case of economies of scales. If the mix of firmas and/or the firm specific
prices stay stable then the above formula remains a Teasonable approximation
to a more complicated underlying reality.

The problem is much more complicated when we realize that we do not deal
with one closed industry, but with a vhole array of firms and industries which
"borrow" different amounts of knowledge from different sources according to
their economiec and technologicsl distance from them. {See Kislev and Evenson
1975, chepter 4, for an example of modelling such borrowing.) . The relevant
concept of "distance® 1s very hard to define empirically. 'If we returm to
our previous example and now intetrpret the index i as referring to industries
rather than firms, it makes little sense to define KB as zixl' Rather

Kai - = 'wijl{_1
is the amount of aggregate knowledge borrowed by the 1th Industry from all
available sources. K, measures the levels available in these sources, while

J

w the "welighting" function, can be interpreted as the effective fraction

i’

of knowledge iIn ] borrowed by industry i. Presumsbly w becomes smaller

as the "distance,” in some sense, between I and J Iincreases. Thus we need

il



as the "distance,” in some sense, between 1 and J increases, Thus we need
an additional distributed (lag) over space function to construct a measure of -
the stock of borrowed knowledge,
What should such a weighting function be based on? Earlier suggestions B
were based on "vertical" borrowing: Brown and Conrad {1967) used the input-
output table to measure the "closeness" of Industries proportiomal to their
purchases from each other, while Terlecky] (1974) used the capital and
intermediate Inputs purchases matrix weights, assuming that "borrowad®
research and development is embodied in purchased inputs, Raines (1968) used
the "horizontal" product field classification of NSF to include as Inputs
also the research and development expenditures of other industries which were
reported as belonging to its product fleld. More recent examples of these
approaches can be found in Terleckyj (1980), Wolf and Nadiri (1987), and also
partially In Strelacchini (1989).
Actually, as already noted in the intreduction, thers are two distinct
notions of research and develcpment "spillovers” here which are often confused
in the literature. In the first one, research and development intensive
inputs are purchased from other industries at less than their full "qualiry”
price. This is a problem of measuring capital equipment, materials and their
prices correctly and not really a case of pure knowledge spillovers. If
capital equipment purchase price indices reflected fully the improvements in
their quality, i.e., were based on hedonle caleulations {Griliches, 1971},
there would be ne need to deal with it. As currently measured, howsver, total
factor productivity in Industry 1 4is affected not only by its own research -
and development but alse by productivity improvements in Industry 1 to the

extent of its purchases from that Industry and to the extent that the
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improvements im ] have nat been appropriated by its producers and/or have not
been incorporated in the officlal pric; indices of that (£) industry by the
relevant statistical agencies. The use of purchase flow welghted research and
development measures aasumes that social returns {n industry ] are
proportional to its research and development investment levels and that the
amount of such returns transferred to industry 1 1is proportional to its
purchasesa from Industry 3.

A good example of such productivity transfers would be the computer
industry. It has had a tremendous real productivity growth, though most of
it, until recently, was unmeasured in the official indices, and unappropriated
within the industrey itself (because‘of rather intensive competitive
pressures}. Different industries have benefitted differentially from it,
depending on thelr rate of computer purchases. COne way of accounting for it
would be to sdjust upward the relevant capital equipment figures by thelr
computer content. (See Berndt and Morrison 1991, and Slegel and Griliches
1990 for recent attempts along this line.) The alternative is to "import™ the
computer industry’s research and development in proportien teo an industry’s
purchases from it.

But these are not real kmowledge spillovers. They are just consequancas |
of conventional measurement problems. True apillovers are ideas borrowed by
research teams of industry 1 from the research results of industry j. It
is not clear that this kind of borrowing is particularly related to input
purchase flows, The photegraphic squipment industry and the scientific
instruments industry may not buy much from each other but may be,in a sense,
working on similar things and heﬁce benefiting much from each other'’s

research, One could argue that this 1s what the SIC classification Is for.
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Presumably, the usefulness of somebody else’s research to you is highest if he
is in the same four-digit SIC classificatlon as you are; it is still high if
he 1s in the same three-digit industry group; and, while lower than before,
the results of research by a firm in your own two-digit classification (but
not three-digit) are mere likely to be valuable to you than the average
results of research outside of it. The problem arises when we want to extend
this notion across other two-digit industries. Here there is no natural order
of closeness (e.g., 1s "leather" cloaser to "food" or to "textiles"?). The
situation 18 complicated further by the fact that miere R&D data are collected
from firms rather than eatablishments and that major RAD performers are
conglomerates, spanning several four-, three-, and even two-digit SIC
classifications., The NSF's applied R&D by praduct field data help here a
little but not emough. Ideally; such data, should be collected at the
business-unit level. Unfortunately, the cellection of such within-firm
product line R&D data was stopped by the FIC in 1977.

There are two possible approaches to the construction of "spillover”
stocks or "pools": 1. A symmetric approach, where every firm in a sub-
industry is trested equally, &nd all R&D within the industry or some
alternative classification scheme is aggregated with equal weights, 2, Where
every possible palr of firms, industries, or countries is treated separately,
and the relevant stock of spillovers for the "receiving” unit is constructed
specifically for it, using its "distance™ from the various spiliing units as a
welght,

The first type of construction corresponds to the first formula given "
above. At the two digit level, total industry R&D was used as a measure of

within-industry spillovers by Bernstein and Nadir{ (1989) in analyzing
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individual firm cost functions. Rather than uasing the 8IC clasaification as
is, one could group three-digit S5IC categories into cluaters based on a gglggi
netiens abaut the extent of commenality in their technological and sclentific
base. This 18 similar to the use of crop-climatic regions by Evenson and
Kislev (1973) with all units having equal access to all the resaarch done by
others in the same industry or region. In some models (aspecially Evenson and
Kislev 1973, and Schankerman 1979, chap. 5) the amount borrowed depends also
on the level of own regearch expenditures, allowing thereby for an interaction
and potential synergy between the two flows of research expenditures:
"inside" and "outs;de.' In the Huffman and Evenson (1991} work there i= an
effect not only from the research of others within the same climatle region
bue also an additional spillover, at & lower rate, from neighboring regions.
In the second type of construction, there 1s a wide choice of possibie
weights to model what 1s, essentially, an intell#ctuﬂl-acientific-
technelogical "distance® between firms and Industries. Among the various
possibllities would be: (1)-using the NSF‘s applied research and development
product field by Iindustry table to Induce & distance metric, on the assumption
that 1f an Industry is doing research and development on some other industry’s
products, it is in some sense closer to it technologically than 1f it dees not
(Raines 1968, schankerman 1979, chepter 5); (2) using cowpany industrial
diversification data from the Census of Enterprises or Compustat data to
compute an alternative measures of closeness In the sales-demand space (see
Jaffe 1986); (3) using Information on rates of cross referencing of patents
across product fields to infer the technological distance between them, (4)
using a cross-classification of patents (Scherer 1982, Engiander et al 1988)

or innovations (Robeson et al, 1988, Sterlacchini 1989) by industry of
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“production” and industry of use, to "flow-thru" R&D expenditures from
performing to "using” industries, and (5) using the diversification of a
firm's patenting activity across technologically determined patent classes to
infer “overlap" and closeness measures for inventive activity (as in Jaffe
1986), 1T will discuss the last two approaches in some more detail further on.
In each of these cases one has to assume some simple welghting functions
{e.g., influence declining exponentially with the particular concept of
distance) or group the data into a few categories: Immediate neighborhood,
related fields, and the reat. The available data will not support very
refined approaches: There are not anough degrees of freedom or independent
variation in such preductivity and research and development series to allow
one to estimate very complex distributed lag schemes over both time and all
the other firms and industries.

Mueh of the vecent work has used patent data to develop measures of the
"direction™ of spillovers. A major data construction effort was pursued by
Scherer (1982, 1984) who classified a large sample of patents both by the
Industry where the inventlon eccurred and by the industry (or industries) where
it was expected to have its major impact. Having constructed such a
"technology flows" table Scherer used it to reweight the available R&D data by
line of business Iinto measures of both ™origin" and "imported” (used)} R&D from
elsewhera, assuming that the flow of knowledge to industry { from industry j
was proportional to the fraction of j's patents deemed to be "destined" for
industry 1. In explaining labor productivity growth at the 2 and 4-digit SIC
level Scherer showed that the "transmitted" user R&D variable had 2 higher
coefflcient and was often mere significant than the own "origin" or process

R&D variables. His results were quite sensitive, however, both to the time
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period chosen for the analysle and the particular subset of industries
included 1n it. Griliches and Lichtenberg (1984) used a more detalled set of
data on TFP growth at the 4-diglt 5IC level and found lese of an effect for
the "used” RE&D component, Thay alse interpreted the squation as messuring
improvements In materials and equipment bought from other industries, with the
improvements being proportionmal to the R&D investments of the producing
industries and the size of their flows being related te the allocation of R&D
effort as measured by patents destined for the using industry. Englander et
al (1988) use Canadian patent data cress-classified by industry of origin and
industry of potential use to construct similar measures of own RED and a
rewelghted measure of the R&D from other industries and countries. Mohnen and
Lepine (1988) use the same Canadian data to analyze cost reductions in 12
Canadian industries. In both studles the results differ by industry and time
pericd and are sensitive teo the exclusion of an over-all measure of
disembodied technical change, such as a time trend.

In a series of papers Jaffe (1986, 1988, and 1989) comes closest at
looking for the second type of spillovers, the disembodied kind. His distance
measure Is one of proximity In technelogical research space and does not imply
flows in a particular direction. His measute of "closeness" between any two
firms uses the overlap in the distribution of thelr patents by detailed patent
class and indexes it by the uncentered correlation coefficients betwéen them,
thelr "angular separation.” The assumption is made that two firms that are
active in the same technological areas, as indicated by their taking out
patents in the same patent classes, are more likely to benefit from each
others research results. Jaffe constructs for each firm a measure of an

avallable "pool™ of outside R&D, with the R&D of other firms being welghted
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inversely to their estimated technulogical distance from the particular firm.
Jaffe "validates" this measure by including it in the estimation of a
production function and patent equation for these firms, finding & positive
effect of the "pool" variable, He also estimates profit and Tobin‘s Q "
equatlons where the pool variable shows up with a negative coefficient. More
tecently, Jaffe (1989) has studied the effects of geographic proximity to
university based research on the patenting of closely located firms with
similar research objectives. Henderson, Jaffe and Trajtenberg (1990) are
eurrently using patent citation frequencies to university based patents to
assess the contribution of universities to industrial productivity in general.
The alternative toc the search for a concept of technological cleseness or
distance is to use the research investments of different industries as
separate variables. But that is not really feasible. At best we would have
about 3¢ years of data for each of about 20 tndustries. We cannot include 20
separate R&D variables in each of the industry equations; there simply are
not encugh deprees of freedom thers. Bernstein and Nadiri (1991) "solve" the
problem by choovsing only a few Industries each, using "correct" sign restrictions
for this purpose, But the multicollinearity between the varlous R&D series can
easily produce "wrong" signs at some point In such a procedure. The alternative
of using "significance tests" is also unattractive, Statigtically inslgnificant
splllers may still be economically quite fimpertant. More generally, it is
doubtful that such a discontinuous "in-or-out modelling is really the right way
to appreach this problem. We need to weight and to aggregate somehow and that is
what the idea of technological distance is for: to tell us how to welght the B
different research series and collapse them into one or a few variables so that

the empirical importance of R&D spillovers can be estimated and assessed. With -
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such estimates it would be possible to compute not only the return to a particular

R&D expenditure in its "own" industry but alsc the total returns to R&D including

the spillovers beyond its own industry’s borders.

A number of studles have used the cost function framework to estimate the
effects of spillovers (Bernstein 1989, Bernmsteln and Nadiri 1988, 1989, and
1991, and Mohnen and Lepine 19B8)., The advantage of the cost function
approach 1s that it is often more flexible in the functional form used and
that it benefits from imposing more structure, congldering the impact of R&D
spillovers not only on total costs but alsc on the amount of labor and
intermediate products demanded. The disadvantage is the required use of
prices and the appearance of output on the right-hand-side of the equation.
One 1s unlikely to have good input price data which differ aignificantly
across firms and across time, especially R&D and physlcal capital ptiﬁes.
Moreover, bath prices and output should be "expected" rather than actual
values, The use of ex-post output produces an unwarrented gppearance of
economies of scale and is likely to biss upward the own and uutsige R&D
capital coefficlents, especially in the absence of any other trend-like terms
in the equations,

Another way of laoking for R&D externalities is to look for measures of
R&D output rather than input (expenditures). Schankerman (1979) uses a
weighted measure of patents granted In other industries in explaining the
productivity of RE&D, in terms of patents granted, in a particular industry.
He geta positive results for the varlable, but their significance is suspect,
gince the underlying data, patents granted by SIG, were constructed by the
Patent Office (OTAF) on the basis of a "concerdance" between patent classes and

SIC's which had a large amount of double counting of the same patents In
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different industries (see Griliches 19%0 for more detalls on this). Wu (1590),
following Cabbalero and Lyons (1989), uses total factor productivity growth in
other Industries (with an attempt toe adjust for cyclicality) as her measure of
potentially availsble externalities., This ralises the more general question of
what can be learned from looking at productivity residuals across and between
Industries,

The hypothesis of R&D spillovers does not really require the assumption
that these effects are larger in the "home" industry and that they can be
measured by the fraction of the total effect spilled out, using the own effect
as a base of measurement, It is quite possible for an idea to have its entire
effect elsewhere than where it was originated. Nevertheless, a common approach
to the measurement of spillovers assumes that they are proportional to the
"first order” effects within the "sending" industry. That 1ia, An industry that
has more productivity prowth has also more to spill out., This view leads one to
look for correlations, centemporaneous and lagged, among TFP or production
function residuals across industries. Wu, for example, using 36 manufacturing
Industries tries to construct "spillover™ measures welghting other Industry
residuals by various technological and input consumption distence measures. Her
results are meager and difficult to Interpret hoth because the mean effect of
technological change aecross all industries, including the overall spillover
effect, is already absorbed in the industry constants and cannot be distilled
again from the residuals, and because, current cross-correlations dominate the
resules, But it is unlikely that real technological spillevers are
contemporeneous. 9One would expect them to be subject to quite long lags.
Statistically, the procedure Is eguivalent to leooking for particular patterns of

"spatlal®™ residual correlations, In some technological space spanned by the
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various Induatries, both across and between industries and across time. Whila
there is literature on both spatlsl correlation and on dynamic factor models, it
is doubtful that we can estimate today convincing models of overlapping, shifting
relations of mutual causality, given the poorness of the underlying detailed
industry productivity measures, They are subject to significant common cyclical
influences and to large measurement errors induced by the well-known difficulties
in measuring output, output prices, capital, materials and the changing gkill
levels of the labor force. Moreover, it is clear that such madels are in general
net ldentifiable in the context of & free contemporanecus cross-correlation of
disturbances (errors) across industries. The prior information necessary to
identify such models consists exsctly of the same kind of information on patterns
of influence and their relative lag structures discussed earlier in the contaxt of
R&D spilovera. In econometrics there 1s also no free lunch.

The problem of the tiwming of such effects has yet to be given adequate
attention. The usual procedure has been to construct some measure éf R&D
capital for each unit and then use it in the construetion of the aggregated
"pool" or avallable "spillover” measure. But this ignores the possibility
that spillevers take more time than "own" effects, both because of relative
secrecy and publication delays, and the time it may take for them to be
expressed in new products and processes and diffused through out the relevant
industrial structure. Given the diffuse nature of such effects and the likely
presence of long and variable lags, it is mot surprising that "significant®
findings are far and in between in this area. Moreover, it makes one somewhat
skeptical about the positive findings already reported even though one wants
very much to beljeve in their reality.

The expectation of significant lags in such processes is also one reason
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why I do not put much trust in recent studies which find effects of
"aggregate” externalities, either from aggregate activicy {Caballero-Lyons 1983) w
or from investments in aggregate public capital (Aschauer 1989 and Munnell
1990). Besides partially adjusting for errora of measurement in the other n
variables and proxying for left out capacity utilization effects, the more or
less contemporeneous timing of auch effects is just not plausible, The
apparent correlations are due more to common businesg cycle effects, partiszlly
induced by shifts in government expenditures, than te direct externalities.
Not that I do not believe in the contribution of public capital to the
functioning of our economy, only that I doubt that it can be measured
adequately In this fashion.

The major research questions In this area remain measurement questions.
How much of the R&D in an area or industry {s "spillable"? Who are the
potential recipients? And is there an interaction between thelr own research
endevours and what they gat out form the potentlally available pool of the
results of others? The first question is related to the level of aggregation
in the data, This has been explored to scme extent in the agricultural
economics literature, especlally by Evenson. The research dene within a

paricular state experiment station iz a mixture of a varlety of research

programs devoted to different sub-areas and sub-proeducts. Omly & part of it
is relevant to the outside world, The larger the unit and the more variegated
it is, the more likely it is that there will be less there to spill cut than
may be indicated by the aggregate numbers. Evenson, in his work, tries a !
number of "deflators” which are either proportional to the size of a state or

unit, to the number of different climatic regions within a state, or to a

variance like measure of the internal concentration of research within fields
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or subfields, The issue of the relevant size unit becomes very difficult but
also erucial when we abandon the safe harbor of constant returns modele and
set sall looking for externalities. It 1s clear that a small specialized
computer firm is likely to benefit from ;nma of IEM's research results, but
probably much less than would be implied by the total rescurces devoted by IEM
o computer research, The small firm Is likely to have speclalized in a much
narrower niche than is described by the available S5IC c¢lassification,

One other way of measuring externalities of R&D remalns to be mentioned.
If there are significant externalities to R&D within an industry, then the
computed returns should be higher at the industry than the firm level. A
comparison of firm based R&D results with those found using varlous industry
aggregates (e.g., see Tables 2 and 3 in Hairesse and Mchnen 1990) does not
indicate, however, consistently higher R&D coefficlents at‘the aggregate
level. There may be two reasona for this negative finding. In the R&D
"intenaity" version of estimated productivity equations, the coefficient of
the R&D variable can be interpreted as a gross rate of return, containing alse
a depreciation compenent. The relevant private rate of depreciation of R&D
stock at the firm level 1s potentlally much higher (see Pakes and Schankerman
1984) than what is likely to prevail at the overall industry level. Thel
latter contains a large component of social returns whose depreciation or
obsclesance should be much less. Hence, without taking into account
explicitly the difference between private and social cbsolesance rates it may
prove difficult to make much of such comparisons. Morever, for the same
reagson, one should probably use different R&D capital concepts at different
levels of aggregation, based on rather different depreciatien assumptions,

In spite all of these difficulties, there has been a significant number of
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reasonably well done studies all pointing in the same directlon: R&D
splllevers are present, their magnitude may be quite large, and soclal rates
of return remain significantly above private rates. A selective list of such
findings is presented in Table 2. The eatimated social rates of return look,
actually, surprisingly uniform in their indicacion of the impertance of such
spillovers. While one must worry whether this is not just the result of self-
imposed publication filters, my own involvement in this work and my acquintance
with many of the other researchers in this area leads me to belleve in the
overall reality of such findings.

Can R&D spillovers account for a significant propertion of the cbaerved
growth in per capita income and measured TFP? If we take the estimates In
Table 2 sericusly, they imply an estimate of 1y , the elasticity of output
with respect to aggregate "ocutside™ R&D batween ;bout a half and double of ¥y ,
the elasticity of output with respsct to privace R&D. Taking the upper range
of these estimates, with a Y = .1 (see Mairesse and Sassenou for a survey of

estimates), and & set of "stylized* and optimistic facts about economic

growth:
y -- growth in output per worker - .03
¢ -- growth in capital per worker - .03

k -- growth in R&D capital per worker = .04

1 -- growth in the number of workers =~ .01

o -- share of capital = .3

which includes the assumption of rather rapid growth in knowledge capital
(due, say, to a lower social depreciation rate), yields the following values

for the growth equation
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(y-1) = afe-1}) + Y{k-1) + uk  + t
03 = 3w 03+ 1 x 04+ .2x 05+ ¢

03 = 009 + .004 + 010 + .007

where R&D returns can account for up to half of the growth in output-per-man
and about three-quarters of the measured TFP growth, moat of the explanatory
effect coming from the szpillover component, which is large, in part, because

it is the mource of increasing returns (the growth in 1 not being suhtracted
from it). A decline in overall RAD growth from about 5 percent per yesr, to 2
percent {or less), such as happened between the early 1960s and middle 1970s
(gsee Griliches 1986 and 1989) could, in this interpretation, have contributed
elgnificantly to the productivity slowdewn, with the R&D centribution to
growth dropping frem .0l4 to .005, and accounting for about a half or mere of
the slowdown.

This "back-of-the envelope” calculation probably exaggerates the
potential magnitude and effect of such spillevers, both because of the upward
selectivity-bias in the results reported in Table 2, and because of & range of
measurement lgeues disecussed at greater lengthe in Griliches 1979 and 1989.

It does Indicate, however, the importance of knowing the actuzl magnitude of
guch effects, PBut, the avallable data on this toplc are rather meager, and
hence, additional pregress will have to awﬁit the appearance of better data
and the development of better econometric techniques for tracing the
interaction between firms and Industries over time, in an i1ll-defined and

changing multi-dimensional space of technolegical opportunities,
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Footnote

*Harvard Unlversity and the NBER. I have benefitted (received spillovers?)
from reading and re-reading other surveys on this topiec, especially,
Schankerman {1979, Chapter 53), Mohmen (1982), Huffman and Evenson (1991),
Mairesse and Mohnen (1990), and Maireese and Sassenow (1991). This work has
been supported by grants from tha Bradley and Guggenhelm Foundations. An
earlier version of this paper was presented at the NBER Conference on Economle

Growth at Vall, Ceolorade, April 1999.



References

Agnew, C.E. and Wise, D.E., 1978, "The lmpact of R&D on Productivity: A
Preliminary Report,™ Paper presented at the Southern Economic Association
Meetings. Princeton: Mathtech, Ine.

aArrow, K.J., 1962, "The Economic Implications of Learning by Doing," Review of
Economie Studies, 29(3), 155-173

Aschauer, D.A., 1989, "Is Public Expenditure Productive?®", Journal of Monetary
Economics, 23{2), 177-200

Barletta, N. A., 1971, “Coats and Social Benefite of Agricultural Research in
Mexico," unpublished Ph.D, thesis, University of Chicago

Benhabib, J. and B. Jovanovic, 1991, “"Externalities and Growth Accounting,”®

The Ameriean Economic Review, B1l(l) 082-113

ﬁerndt; E. and K. Morrison, 1991, “"Assessing the Preductivity of Information
Technology Equipment in U.S. Manufacturing Industries," NBER Working
Paper No. 13582

Bernstein, J., 1989, "The Structure of Canadian Interindustry R&D Spillovers,

and the Rates of Return to R&D,® Journal of Industrial Ecomomies, 37(3),

315-328
Bernstein, J.1. and M,I. Nadiri, 1988, "Interindustry R&D Spillevers, Rates of

Return, and Production in High-Teech Industries,” American Economic Review

Paper and Proceedings, 78(2), 429-434

Bernstein, J.I. and M.I. Nadlrl, 1989, "Research and Development and Intra-
industry Spillovers: An Empirical Application of Dynamic Duality,”

Review of Economic Studies, 56, 249-269



Bernstein, J,I, and M.I. Nadiri, 1991, "Froduct Demand, Coat of Productionm,
Spillovers, and the Social Rate of Return to R&D," NBER Working Paper
HNe. 3625

Bresnahan, T.F., 1986, "Measuring Splllovers from ‘Technical Advance',"

American Economic Review, 76, 741-755

Brown, M. and A. Conrad, 1967, "The Influence of Research on CES Production
Relations,” in M. Brown (ed.} The Theory and Empirical Analysis of
Production, Studies in Income and Wealth, Vol. 3, Wew York: Columbia
University Press for NBER, 275-340

Cebbalero, R. and R.K, Lyons, 1989, "The Role of External Economies in U,S.
Manufacturing," NBER Working Paper 30331, July

Chase Econometrics Assoclates Ine., 1975, "The Economic Impact of NASA R&D
Spending,” Bala Gynwynd, PA.

Chipman, J., 1965. "A Survey of the Theory of International Trade: Part 2,
The Neo-Glassical Theory,™ Econometrica, 33(4), 685-761

Chipman, J,, 1970 "External Economles of Scale and Competitive Equilibrium, ™

The Quarterly Journal of Economles, 84, 347-385

Englander, A.5., R. Evenson and M. Hanazaki, 1988, "R&D, Innovation and the Total

Factor Productiviry Slowdown,”™ OECD Economic Studies, No. 1l

Evenson, R., "The Contribution of Agricultural Research and Extension te
Agricultural Production,™ 1968, unpublished Ph.D, thesis, University of
Chicago

Evenson, R., 1984, "Technical Ghange in U.5. agriculture," in R. NWelson, ed.
Government and Technical Change: A Cross Industry Analysis, New York:

Pergamon Frese



Evenson, R., 1988, "Resesrch, Extension, and U.§. Agricultural Productivity: A
Statistical Decomposition Analysis, " 1; Agricultural Productivicy:
Measurement and Explanation, Susan M. Capalbo and John M. Antle (eds.),
Waghington: Resourcee for the Future

Evenson, R. and Y, Kislav, 1973, "Research and Productivity in Wheat and

Maize," Journal of Peliticsl Economy, 81{6), 1309-1329

Goto, A, and K, Suzuki, 1989, "R&D Capltal, Rate of Return on R&D Investment
and Spillover of R&D in Japanese Manufacturing Industries,® Review of

Econcmics and Statistics, LXHI(4), 555-564

Griliches, Z., 1957, "Hybrid Corn: An Expleration in the Econowles of
Technological Chanmge," Econometrica, 25(4), 501-522
Griliches, Z., 1958, "Research Cost and Soclal Returns: Hybrid Corn and

Related Innovations,” Journal of Political Economy," LXVI, 419-431

Griliches, Z,, 1964, "Research Expenditures, Education, and the Aggrepate

Agricultural Production Function,” American Economic Review, LIV(&),

961-974

Griliches, Z., (ed.) 1971, Price Indexes and Quality Change, Cambridge,
MA.:Harvard University Press

Griliches, Z,, 1979,"Issues In Assessing the Contribution of Research and

Development to Productivity Growth," The Bell Journal of Economics,

10{1), 92-116
Griliches, Z., 1988, "Productivity Puzzles and R&D: Another Nonexplanation,™

Journal of Economic Perspectives, 2(4), 9-21

Griliches, 2., 1990, "Patent Statistics as Economic Indicators: A Survey,"

Journal of Economic Literature, 28, 1661-1797



Grlliches, Z., and F. Lichtenberg, 1984, "Interindustry Technology Flows and
Productivity Growth: A Reexemination," The Review of Economics and
Statiatics, LXVI(2), 324-329

¢runfeld, ¥. and D. Levhari, 1962, A Note on External Economiss,®”
Mimecgraphed

Henderson, R., A. Jaffe, and M, Trajtemberg, 1990, "Telling Trails out of
Schoals: University Patents and Their Citations," paper presented at the
AFA Meetings in Washington, D.C.

Huffman, W.E. and R.E. Evensoen, 1991, Science far Agriculture, Towa State
University Press, forthcoming

Jaffe, A., 1986, "Technological Cpportunity and Spillovers of R&D; Evidence
from Firms' Patents Profits anmd Market Value,* Americen Economic Review,
76, 984-1001 .

Jaffe, A., 1988, "Damand and Supply Influences in RAD Intensity and

Productivity Growth,” Review of Economics and Statistics, LXX(Y),

431-437

Jaffe, A., 1989, "Real Effects of Academic Research,” The American Ecomomic
Review, 79(5}, 957.970

Kislev, Y. and R. Evenson, 1975, Agricultural Research and Productivity,
Yale University Press

Knutson, M., and L.G. Tweeten, 1979, "Toward an Optimal Rate of Groweth in
sgricultural Production Research gnd Extension,” American Journal of
Agricultural Economics, 61, 70-76

Levin, R.5. and P,C. Reiss, 1988, "Cost-Reducing and Demand-Creating R&D with



Hairesse, J. and P. Mohnen, 1950, "Recherche-Developpement et Productivite:
Un gorvol de la litterature economel;.riqua.' Economis ar Statistique,
No, 237-8, 99-108

Mairesse, J. and M, Sassenou, 1991, "R&D and Productivity: A Survay of
Econometyic Studies at the Firm Level,* STIL m. Ro. 8, April 1991,
9-43, OECD, Paris

Mansfield, E., 1968, Industrisl Research and Technical Innovation, New York
W.¥. Norton & Co.

Mansfield, E., J. Rapoport, A, Romeo, 5. Wagner and G, Beardsley, 1977, "Social
and Private Rates of Return from Industrial Innovations," Quarterly
Journal of Economies, 77, 221-240 '

Mansfield, E., J. Rapoport, A. Romeo, E, Villani, §. Wagner and F, Husic, The
Production and Application of New Industrial Technology, 1977, New York:
W.W. Norton and Company

Meyer-Krahmer, F., 1990, "Effects of New Technologies on Employment, ® German
Institute for Economic Research (DI}, January.

Moknen, P., 1989, "New Tachnologles and InterIndustry Spillovers,” presented
at the OECD International Seminar on Science, Technology and Ecomomic
Growth, Paris, France, June 5-8

Mohnen, P. and N, Lepine, 1988, "Payments for Technology as a Factor of
Froduction," Universlty of Montreal, Department of Economics, Faper No,
8810

Hunnell, A.H., 1990, "Why Has Productivity Groweh Declined: Productivity and

Bublic Investment,” New England Economic Review, Jan/Feb, 2-22

Norton, G.W. and J.S. Davis, 1981, "Evaluating Returns to Agricultural Research:

A Review,” American Journal of Agricultural Economics, 63, £85.699




Peterson, W.L., 1967, "Return to Poultry Research in the United States,”
Journal of Farm Economics, 49, 656-669

Raines, F.,, 1968, "The Impact of Applied Ressarch and Development on
Productivity,” Washington University Working Paper No. 6814

Robson, M., J. Townsend and K. Pavett, 1988, "Sectoral Patterns of Praductien
and Use of Innovations in the U.K.: 1945-83,™ Research Policy, 17(1),
1-14

Romer, P.M., 1990a, "Endogenous Technological Change," Journal of Political

Economy, 98(5), 571-5102

Romer, P.M., 1990b, "Capital, Labor, and Productivity,” Brookings Papers on

Economic Activity: Microeconomics 1990, 337-367

Sala-{-Martin, X., 1999, "Lecture Hotes on Economlc Growth,* NBER Working
Paper No. 3563

Schankerman, M., 1979, "Eseays on the Economics of Taechnical Chenge: The
Determinants, Rate of Return and Productivity lmpact of Resesarch and
Development," Harvard Ph.D. thesis

Scherer, F.M,, 1982, "Interindustry Technelegy Flows and Preoductivity Growth,"”

Review of Fconomics and Statiatics, LXIV, £27-634

Scherer, F.M., 1984, "Using Linked Patent and R&D Data to Measure
Interindustry Technology Flows," in Z. Griliches, ed., R&D, Patents and
Productivity, Chicego: University of Chicage Press

Schmitz, A. and D. Seckler, 1970, "Mechanized Agriculture and Social Welfare:
The Casa of the Tomato Harvester," American Journal of Agricultural
Economics, 52, 567-5377

Schmookler, J., 1966, lnvention znd Economic Growth, Cambridge, MA: Harvard

University Press



Schulez, T.W., 1954, The Ecoucmic Organization of Agriculture, New York:

MeGraw-Hill
Shashinski, E., 1967, "Optimal Accumulation with Learning by Deing,* in Karl

Shell (ed.), Essays cn the Theary of Oprimal Economic Growth, Camhridge,

MA: MIT Preas

Siegel, D. and Z. Griliches, 1990, "Purchased Services, Cutsourcing,
Computers, and Productivity in Manufacturing," paper presented at the
NBER Conference on Research in Income and Wealth on Cutput Measurement in
the Services Sactor, Charleston, South Carclina, May 4-5, Forthcoming in
NBER Conference Book.

Simon, H., 1947, "Some Models for the Study of the Economic Effects of
Technologigal Change,"” Cowles Commission DP 213, University of Chicage,
unpublished ’

Strelacchini, A., 1989, "R&D Innovationa, and Total Factor Productivity
Gfowth in British Manufacturing,” Applied Econcmics, 21, 1549-15&2

Sveiksuskas, L, 1981, "Technological Inputs and Multifactor Productivity

Terlecky), N., 1267 "Comment on Brown and Comrad,® in M. Brown, ed., The

Theory and Empirical Analysis of Production, Studiee in Income and Wealth,

Vol. 3, New York: Columbia University Press for NBER, 372-378
An Exploratory Study, National Planning Association, Washimgtom, D.C.
Terleckyj, N., 1980, "Direct and Indirect Effects of Industrial Research and

Development on the Productivity Growth of Industries,” in J.N. Kendrick

and B.N. Vaccara (eds.), New Developments In Productivity Measurement and

Analysis, Chicago: University of Chicago Press



Trsjtenberg, M., 1990, Economic Analysis of Preduct Inngvations, Cambridge,

MA: Harvard Unlversity Prese
Welsbrod, B_A., 1971, "Costs and Benefits of Medical Research: A Casa §tudy of

Poliomyelltis,"Journal of Political Economy, 79(3), 527-544

Wolf, E.N. and M.I. Nadiri, 1987, “Spillover Effects, Linkage Structure,
Technical Progresa, and R&D,* New York University, C.V. Btarr Center
Research Report 87743

Wua, J.Y. 1990, "An Empirical Investigation into R&D Externalities at the

Industry Level,” Honors theslis, Harvard College



Table 1: B&D Spillovers: Selected References

Case Studles Regression Estimates
Agriculture

Schultz (1953) Griliches (1964)

Griliches {(1958) Evenmon (1968, 1984, 1588)

Paterson {1967) Evenson and Kislev (1975)

Schmitz and Seckler (1970} Knutson and Tweeten (1979)

Ardito-Barletta (1971) Huffman and Evenson (1991)

Industry
Mansfield et al (1977) Brown and Conrad (1%67)
Bresnahan (1986) Ralnes (1968)

Terleckyj {1974, 1980)

Agnew-Wise (1§78)

Scherer (1982)
Griliches-Lichtenberg (1984)

Jaffe (1986, 1988, 1989}

Englandar et al (1%88)
Mohnen-Lepine (1988)
Bernsteln-Nadiri (1988, 1989, 1991}

Strelacchini (1989)

Health NASA
Weisbrod (1971) Chase Econometrics (1975)

Trajtenberg (1990)



Table 2: Selected Estimates of Raturns to R&D and R&D Spillevers

I. Agriculture¥

Griliches (1958} Hybrid corn
Hybrid sorghum

Peterson (1967) Poultry

Schmitz-Secklar (1970) Tomato harvester

Griliches (1964) Aggregate

Evenson (1968) ApgTeRgate
Knutson-Tweeten (1976) Aggregate
Huffman-Evensen (199Q) Crops
Livestack
Aggregate
I1, Industry
I-0 Waighted

Terleckyj (1974) totel
private
Sveilkauskas (1981)
Goto-Suzuki (1989)
R&D Welghted (patent flows)
Griliches-Lichtenberg (1984)
Hohnen-Lepine (1988)
Proximity {(tecbnological distance)
Jaffe (1986)
Cost functions
Bernsteln-Nadiri (1988, 1989)

differs by industry
Bernstein-Nadirfi (1991)

Rates of Return to Public R&D

35 - 40
20
21 - 25
37 - 46
35 - 40
41 - 50
28 - 47
45 - 62
11 - 83
43 - 67

Within From Cutside
28 4B
29 78
10 o 23 50
26 a0
46 to 69 11 to 62
56 28
308 of within
20% of within
9 to 27 10 to 160

14 to 2B median: 36% of within

*Adepted from Huffman-Evenson {1991},

Table 14.2



