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ABSTRACT

This paper assesses the age specificity of the infection fatality rate (IFR) for COVID-19. Our benchmark meta-regression synthesizes the age-specific IFRs from six recent large-scale seroprevalence studies conducted in Belgium, Geneva, Indiana, New York, Spain, and Sweden. The estimated IFR is close to zero for children and younger adults but rises exponentially with age, reaching about 0.3 percent for ages 50-59, 1.3 percent for ages 60-69, 4.6 percent for ages 70-79, and 25 percent for ages 80 and above. We compare those predictions to the age-specific IFRs implied by recent seroprevalence estimates for nine other U.S. locations, three smaller-scale studies, and three countries (Iceland, New Zealand, and Republic of Korea) that have engaged in comprehensive tracking and tracing of COVID-19 infections. We also review seroprevalence studies of 32 other locations whose design was not well-suited for estimating age-specific IFRs. Our findings indicate that COVID-19 is not just dangerous for the elderly and infirm but also for healthy middle-aged adults, for whom the fatality rate is more than 50 times greater than the risk of dying in an automobile accident. Consequently, the overall IFR for a given location is intrinsically linked to the age-specific pattern of infections. In a scenario where the U.S. infection rate reaches 20 percent, our analysis indicates that protecting vulnerable age groups could prevent more than 200,000 deaths.
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1. Introduction

As the COVID-19 pandemic has spread across the globe, some fundamental issues have remained unclear: How dangerous is COVID-19? And to whom? The answers to these questions have crucial implications in determining appropriate public health policies as well as informing prudent decision-making by individuals, families, and communities.

The standard epidemiological approach to gauging the severity of an infectious disease is to determine its infection fatality rate (IFR), that is, the ratio of deaths to the total number of infected individuals. The IFR is readily observable for certain viruses, such as Ebola, where nearly every case is associated with severe symptoms and the incidence of fatalities is extremely high; for such diseases, the IFR is practically identical to the case fatality rate (CFR), that is, the ratio of deaths to reported cases. By contrast, most people who are infected with SARS-Cov-2—the virus that causes COVID-19—are asymptomatic or experience only mild symptoms such as headache or loss of taste and may be unlikely to receive a viral test or be included in official case reports. Consequently, reported cases tend to comprise a small fraction of the total number of infections, and hence the CFR is not an adequate metric for the true severity of the disease.

As shown in Table 1, assessing the IFR for COVID-19 is analogous to finding a needle in a haystack, especially in a dense urban area such as New York City (NYC). The New York State Department of Health recently conducted a large-scale seroprevalence study and estimated the NYC infection rate at about 22 percent, that is, 1.6 million out of 8 million NYC residents.1 As of mid-July, NYC had about 220,000 reported COVID-19 cases, almost exactly one-tenth of the total number of infections. About one-fourth of those reported cases were severe enough to require hospitalization, many of whom unfortunately succumbed to the disease. All told, fatalities represented about one-tenth of reported cases but only one-hundredth of all infections.

While the NYC data indicate an IFR of about 1 percent, analysis of other locations has produced a puzzlingly wide array of IFR estimates, ranging from around 0.5 percent in Geneva and Zurich to rates above 2 percent in Spain and in the Republic of Korea (henceforth “Korea”). Indeed, a

---

1 See New York Department of Health (2020).

<table>
<thead>
<tr>
<th>NYC Residents</th>
<th>Total as of July 15, 2020</th>
<th>Share of Infections</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated Infections</td>
<td>8 Million</td>
<td>100%</td>
</tr>
<tr>
<td>Symptomatic Cases</td>
<td>1.6 Million</td>
<td>65%</td>
</tr>
<tr>
<td>Reported Cases</td>
<td>1.1 Million</td>
<td>12%</td>
</tr>
<tr>
<td>Hospitalization</td>
<td>220,000</td>
<td>3%</td>
</tr>
<tr>
<td>Fatalities</td>
<td>55,000</td>
<td>1%</td>
</tr>
<tr>
<td>Source: New York City Health Department (2020).</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
recent meta-analysis noted the high degree of heterogeneity across aggregate estimates of IFR and concluded that research on age-stratified IFR is “urgently needed to inform policymaking.”

In this paper, we consider the hypothesis that the observed variation in IFR across locations may primarily reflect the age specificity of COVID-19 infections and fatalities. In particular, the overall IFR for a given location can be expressed as follows:

\[
IFR = \sum_{a=1}^{N} POPSHARE_a \times INFRATE_a \times IFR_a
\]

using data for \(N\) distinct age groups, where \(POPSHARE_a\) denotes the share of age group \(a\) in the total population, \(INFRATE_a\) denotes that age group’s COVID-19 infection rate, and \(IFR_a\) denotes that age group’s infection fatality rate. Demographic information about the age structure for a given location is readily available from census data. Consequently, a crucial task is to use seroprevalence data to assess age-specific infection rates and IFRs.

Rather than focusing on any single location, we proceed by conducting meta-analysis using data from a wide array of distinct locations, drawn from recent studies of COVID-19 prevalence in more than 50 distinct locations. We begin by highlighting key characteristics of studies that are essential for assessing age-specific IFRs, including the use of a broadly representative sample of the general population, seroprevalence methods with high positive predictive power, and tabulation of fatalities that are appropriately linked to the dates of the seroprevalence testing. Based on those criteria, we exclude 32 seroprevalence studies that are not suitable for estimating age-specific IFRs.

Using these criteria, we identify six seroprevalence studies that serve as benchmarks: Belgium, Geneva, Indiana, New York, Spain, and Sweden. Applying meta-regression methods to this set of studies, we estimate a log-linear relationship between IFR and age and obtain precise coefficients that are not significantly influenced by outliers. In particular, the estimated IFR is close to zero for children and younger adults but increases exponentially with age, reaching 0.3 percent for ages 50-59, 1.3 percent for ages 60-69, 4.6 percent for ages 70-79, and 25 percent for ages 80 and above.

Next, we compare these meta-regression predictions to the age-specific IFRs implied by recent seroprevalence studies of nine other U.S. geographical areas and to data for three countries that have engaged in comprehensive tracking and tracing of COVID-19 infections. We also compare the benchmark predictions to the results of three small-scale seroprevalence studies and to the age-specific IFRs estimated by Ferguson et al. (2020) at an early stage of the pandemic.

---

Our analysis has two key conclusions: (1) COVID-19 is not just dangerous for the elderly and infirm but also for middle-aged adults, for whom the fatality rate is roughly 50 times greater than the risk of dying in an automobile accident; and (2) age-specific policy choices and communications can dramatically decrease COVID-19 deaths. In particular, the overall IFR should not be viewed as an exogenously fixed parameter but as intrinsically linked to the age composition of the population and the age-specific pattern of infections. Consequently, individual and collective efforts that minimize infections in older adults could substantially decrease total deaths. In a scenario where the infection rate of the U.S. population reaches 20%, our analysis indicates that protecting vulnerable age groups could prevent over 200,000 deaths.

The remainder of this paper is structured as follows: Section 2 describes our methodology. Section 3 presents our meta-analysis results. Section 4 discusses the public policy implications of our analysis, including comparison to other types of fatality risks and scenario analysis of the age-specific pattern of U.S. infections and deaths. Section 5 discusses issues for further research.

2. Methodology

2.1 Overview

To perform the present meta-analysis, we collected published papers and preprints that have studied the seroprevalence and/or infection fatality rate of COVID-19. To identify these studies, we performed online searches in MedRxiv and Medline using the criterion (“infection fatality rate” or “IFR” or “seroprevalence”) and (“COVID-19” or “SARS-Cov-2”). We identified other studies listed in reports by government agencies such as the U.S. Center for Disease Control & Prevention and the U.K. Parliament Office. Finally, we confirmed the comprehensiveness of our literature search by referring to two recent meta-analysis studies that have assessed overall IFR for COVID-19 and a recent meta-analysis study comparing seroprevalence with reported cases.

Before proceeding further, we restricted our meta-analysis to studies of advanced economies, based on current membership in the Organization for Economic Cooperation and Development (OECD). It should be emphasized that we applaud recent efforts to assess seroprevalence in a number of developing countries (including Brazil, Croatia, Ethiopia, and Iran), but we have excluded those studies in light of the distinct challenges associated with health care provision.

3 Acemoglu, Chernozhukov, Werning, and Whinston (2020) and Chen et al. (2020) analyze optimal targeted lockdowns and reopenings in analytical frameworks with distinct age groups (e.g., young, middle-aged, and retired) using age-specific IFRs calibrated to the findings of Ferguson et al. (2020) and Verity et al. (2020), respectively. By contrast, Hall, Klenow, and Jones (2020) analyze these issues using a more stylized analytical framework in which the aggregate IFR is an exogenously fixed parameter.

4 These searches were conducted on July 1 and updated on July 10 and July 19.

5 For example, see U.K. Parliament Office (2020).

6 See Ioannidis (2020) and Meyerowitz-Katz and Merone (2020) for meta-analysis of the overall IFR for COVID-19 and Byambasuren et al. (2020) for a systematic comparison of seroprevalence with reported cases.

7 OECD countries include: Australia, Austria, Belgium, Canada, Chile, Colombia, Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Israel, Italy, Japan, Latvia, Lithuania, Luxembourg, Mexico, Netherlands, New Zealand, Norway, Poland, Portugal, Slovakia, Slovenia, South Korea, Spain, Sweden, Switzerland, Turkey, United Kingdom, and United States (https://www.oecd.org).
and reporting of fatalities in those locations.\textsuperscript{8} We also excluded studies that were focused on measuring seroprevalence in a narrow segment of the population such as health care workers or pregnant women.\textsuperscript{9} Appendix A lists all of the studies identified in our literature search.

\section*{2.2 Prevalence Measurement}

Our meta-analysis encompasses two distinct approaches for assessing COVID-19’s prevalence: (1) extensive tracking and contact-tracing using live-virus testing and (2) seroprevalence studies that test for antibodies produced in response to the virus. Testing for the live virus is done by either a quantitative reverse-transcription polymerase chain reaction (qRT-PCR) molecular test for the viral nucleic acid sequence, or an antigen test for proteins specific to the virus.\textsuperscript{10} These tests detect the virus within a few days of disease onset. While using live antigen testing is the optimal approach for determining prevalence, it requires extensive continuous testing of a population, and was only thoroughly implemented in select countries with relatively small populations, notably South Korea, Iceland, and New Zealand.

Most studies of COVID-19 prevalence have proceeded using serological analysis to determine what fraction of the population has developed either IgG or IgM antibodies to the virus. IgM antibodies develop earlier, but decrease over time, while IgG antibodies develop later and remain in high concentrations for several months. Antibodies are tested for using several methods. Enzyme-linked immunosorbent assays (ELISA) proceed by tagging antibody-antigen interactions with a reporter protein. Chemiluminescent immunoassays (CLA) work similarly by tagging the antigen-antibody interaction with a fluorescent protein. Lateral Flow Assays (LFA), also known as rapid diagnostic tests (RDT), produce a colored band upon antigen-antibody interaction.

Recognizing that SARS-Cov-2 is both novel and hazardous, public regulatory agencies have issued “emergency use authorizations” (EUA) to facilitate the rapid deployment of live virus and antibody tests based on the test characteristics reported by each manufacturer.\textsuperscript{11} Subsequent studies by independent laboratories have reassessed the characteristics of these test kits, in many cases finding markedly different results than those of the manufacturer. Such differences reflect (a) the extent to which test results may be affected by seemingly trivial differences in its implementation, and (b) the extent to which serological properties may vary across different segments of the population. For example, a significant challenge in producing accurate tests is to distinguish COVID-19 antibodies from those associated with other coronaviruses (including the common cold). Consequently, the assessment of test characteristics may vary with seemingly innocuous factors such as the season of the year in which the blood samples were collected.

\textsuperscript{8} See Silveira et al. (2020), Jerkovic et al. (2020), Kempen et al. (2020), and Shakiba et al. (2020) for seroprevalence analysis of locations in Brazil, Croatia, Ethiopia, and Iran, respectively. Fassihi and Gladstone (2020) highlight the shortcomings of official tabulations of COVID-19 fatalities in Iran during the early stages of the pandemic.

\textsuperscript{9} For example, Flannery et al. (2020) assess seroprevalence in parturient women.

\textsuperscript{10} Carter et al., 2020

\textsuperscript{11} For example, see U.S. Food & Drug Administration (2020).
The reliability of seroprevalence testing depends on three key factors: (1) the seroprevalence test’s sensitivity (odds the test detects the virus in an infected person); (2) the seroprevalence test’s specificity (odds the test returns a negative result for a uninfected person); and (3) the true disease prevalence in the sample. In a population where the actual prevalence is relatively low, the frequency of false-positive tests is crucial for determining the reliability of the test results.

As discussed in Appendix B, the sensitivity and specificity of COVID-19 antibody tests should not be treated as fixed parameters that are known with a high degree of certainty, as would generally be the case for medical tests of other diseases that have been authorized via standard regulatory procedures. In particular, the confidence interval for each seroprevalence estimate should reflect the degree of uncertainty about its sensitivity and specificity as well as the conventional uncertainty that reflects the size of the sample used in producing that estimate.\(^{12}\)

### 2.3 Sampling Method

**Randomized Samples**

To assess the prevalence of COVID-19 infections in the general population, a study should be specifically designed to utilize a random sample drawn from that population using standard survey procedures such as stratification and weighting by demographic and socioeconomic characteristics. To date, large-scale studies have followed this approach in assessing COVID-19 prevalence in Belgium, Geneva, Indiana, New York, Spain, and Sweden.\(^{13}\) For example, Spain’s national seroprevalence study gathered specimens from a random sample of nearly 36,000 individuals, providing detailed results at 5-year age intervals from ages 5-9 through ages 85-89 as well as age categories for infants, small children, and elderly people ages 90 years and above.

**Commercial Lab Specimens**

An alternative approach is to measure seroprevalence using a “convenience sample” of blood specimens collected for some other purpose. In particular, a recent U.S. study analyzed residual sera from clinical blood samples that had been submitted to two commercial laboratories for routine testing; those samples were collected from about 16,000 patients in ten U.S. geographical locations over the period from March 23 to May 12, 2020. As noted in a companion editorial in the same medical journal, these data collection periods “overlapped with active stay-at-home orders, when most medical appointments and elective admissions were deferred. Thus, the outpatient and inpatient populations included in the study are likely not representative of a typical prepandemic cohort; some of the discarded serum specimens from inpatients were likely obtained from patients hospitalized for COVID-19.”\(^{14}\)

That study illustrates several other limitations of convenience samples: (1) The seroprevalence results were adjusted using data provided by the commercial labs regarding patients’ gender,

\(^{12}\) See Manski and Molinari (2020) and Larremore et al. (2020).

\(^{13}\) See Molenberghs et al. (2020), Perez-Saez et al. (2020), Pollan et al. (2020), Menachemi et al. (2020), Rosenberg et al. (2020), and Sweden Public Health Agency (2020c,d), respectively.

\(^{14}\) Brown and Walensky (2020), p.82.
age group, and zip code, but could not be weighted by other demographic factors (such as race and ethnicity) or socioeconomic indicators.\(^{15}\) (2) The sample sizes were not tailored to ensure precise estimates in some locations with relatively low prevalence. For example, the 95% confidence intervals for all four age groups in the Minneapolis metropolitan area and in the San Francisco Bay Area included a value of zero; that is, the estimated level of seroprevalence was not statistically significant. Since IFR is computed as a ratio with prevalence in the denominator, confidence intervals for age-specific IFRs cannot be computed in these two locations. (3) The collection dates of specimens from each location reflected idiosyncratic factors rather than the timeframe over which the pandemic was contained in that location. Indeed, as discussed further below, the New York City (NYC) sample was collected in late March when the outbreak was intensifying, and the outbreak does not appear to have been fully contained in several of the other locations (Louisiana, Minneapolis, Missouri, and Philadelphia).

**Blood Donors**

Prior research has shown that blood donors tend to be much younger than the general population. For example, a pre-pandemic study of U.K. blood donors found a median age of 28 years for new donors and a median age of 45 years for repeat donors, with very few donors over age 65—a limitation that is particularly problematic in assessing COVID-19 IFRs for older age groups.\(^{16}\) The study also found that U.K. blood donors were more likely than the general population to be residents of urban areas, although that finding is likely linked to the age distribution of donors.

Those findings raise the concern that assessing seroprevalence for a sample of blood donors could overstate the true prevalence of COVID-19 if such individuals tend to be more gregarious and less risk-averse than non-donors. Indeed, such concerns were specifically flagged by the authors of a recent seroprevalence study who noted that blood donors “might have a higher number of social interactions than other groups.”\(^{17}\)

These concerns can be directly investigated by comparing two distinct U.K. seroprevalence surveys: Public Health England (PHE) gauges seroprevalence using specimens from blood donors, and the U.K. Office for National Statistics (ONS) gauges seroprevalence using specimens submitted for routine testing.\(^{18}\) As of early June, PHE reported seroprevalence of 8.5%, whereas ONS reported a markedly lower seroprevalence of 5.4% with a 95% confidence interval of 4.3% to 6.5%; that is, the seroprevalence of PHE blood donors was markedly higher than that of the ONS sample, perhaps by as much as a factor of 2.

\(^{15}\) Such concerns about sample selection are underscored by the divergence between the seroprevalence estimates of the two commercial labs for specimens from the New York City area, where the adjusted prevalence for Lab A specimens was 11.5% and 5.7% for Lab B; see Havers et al. (2020), eTable 1.

\(^{16}\) See Lattimore et al. (2015).

\(^{17}\) Valenti et al. (2020), p.12.

**Hospitals and Urgent Care Clinics**

As noted above, blood specimens provided for routine testing may overstate prevalence if a substantial fraction of those samples are taken from patients who have a live virus infection. But this sample selection issue is likely to be far more severe for hospitalized patients or those seeking urgent care at an outpatient clinic.

For example, the New York Department of Health’s seroprevalence study (conducted using specimens collected at sites adjacent to supermarkets and grocery stores during the final week of April) estimated the level of prevalence in NYC at 22.7% (CI: 21.5% to 24%).¹⁹ A subsequent seroprevalence study was conducted using 28,523 specimens collected from primary care providers and urgent care facilities in NYC and surrounding suburbs from May 5 to June 5; that study found a raw prevalence of 44%. Given that all of New York was in lockdown during that period, it seems quite unlikely that true prevalence for the general population of NYC doubled during the month of May. Rather, the most plausible explanation is that a large fraction of the patients at NYC urgent care clinics during that period were seeking medical attention for COVID-like symptoms and hence inflated this estimate of COVID-19 prevalence.

**Samples with Direct Recruitment of Participants**

Some seroprevalence studies have involved direct recruitment of participants, raising the possibility that a substantial fraction of the sample may have volunteered for testing due to specific concerns about a previous or current COVID-19 infection and hence that the estimated prevalence could overstate the true prevalence in the general population.

This possibility can be evaluated using detailed results from a seroprevalence study conducted in Luxembourg, which specifically noted “the need to recruit a representative sample of the Luxembourgish population over 18 years old within a short time frame in the context of the already existing confinement measures.”²⁰ The study obtained positive IgG results for 35 out of 1,807 participants (raw prevalence 2.1%). However, 15 of those 35 individuals indicated that they had (a) previously had a positive SARS-CoV-2 test, (b) were residing in a household with someone who had a confirmed positive test, or (c) had direct contact with someone else who was a confirmed or probable case. Of course, a truly random sample would also include such cases, but these results underscore the possibility that seroprevalence could be overstated by studies involving active recruitment, especially in a location with relatively low true prevalence.

In light of these considerations, our meta-analysis excludes seroprevalence estimates from studies that relied on direct recruitment of participants as well as estimates from samples of blood donors or patients at hospitals and urgent care clinics. We also exclude studies that did not report age-specific prevalence results. See Appendix A for further details.

---

¹⁹ See Rosenberg et al. (2020).
2.4 Measurement of Fatalities

Accurately measuring total deaths, the numerator of the IFR calculation, is perhaps more difficult than assessing prevalence. The time lags from onset of symptoms to death and from death to official reporting are crucial. Symptoms typically develop within 6 days after exposure, but may develop as early as 2 days or as late as 14 days. More than 95% of symptomatic COVID patients have positive antibody (IgG) tests within 17-19 days of symptom onset.

The CDC estimates that the mean time interval from symptom onset to death is 15 days for ages 18-64 (interquartile range of about 9 to 24 days) and 12 days for ages 65+ (IQR of 7 to 19 days). The mean interval from date of death to the reporting of that person’s death is about 7 days (interquartile range of about 2 to 19 days). Consequently, the upper bound of the 95% confidence interval between symptom onset and reporting of fatalities is about six weeks (41 days).

Figure 1 illustrates a scenario in which the pandemic ended two weeks prior to the date of a seroprevalence study. This figure shows the results of a stochastic simulation calibrated to reflect the CDC’s estimated distribution for the time lags between symptom onset, death, and inclusion in official fatality reports. The histogram shows the frequency of deaths and reported fatalities associated with the infections that occurred on the last day prior to full containment. Consistent with the CDC confidence intervals, about 95% of cumulative fatalities are reported within roughly four weeks of the date of the seroprevalence study.

These considerations underscore the pitfalls of constructing IFRs based on the death toll at the midpoint date of a seroprevalence study, which is the approach that has been taken in most previous studies (including both of the meta-analysis studies of the overall IFR for COVID-19).

---

21 See McAloon et al. (2020).
22 See Long et al. (2020) and Sethurman et al. (2020).
23 See U.S. Center for Disease Control & Prevention (2020e), Table 2.
In particular, as shown in Table 2, the cumulative fatalities at the time of a seroprevalence study can markedly understate the full death count as of four weeks later. Each of these studies was conducted in a location where the pandemic had been contained by the time that seroprevalence was measured, as evident from the fact that the fatality count leveled off over the subsequent month.

Evidently, the precise timing of the count of cumulative fatalities is relatively innocuous in locations (such as Spain and Castiglione d’Adda) where the outbreak had been contained for more than a month prior to the date of the seroprevalence study. But for the other studies

### Table 2: Timing of Reported Fatalities for Selected Seroprevalence Studies

<table>
<thead>
<tr>
<th>Location</th>
<th>Cumulative Fatalities</th>
<th>Percent Change</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Study Midpoint</td>
<td>4 Weeks Later</td>
</tr>
<tr>
<td>Belgium</td>
<td>6,262</td>
<td>8,843</td>
</tr>
<tr>
<td>Geneva</td>
<td>255</td>
<td>287</td>
</tr>
<tr>
<td>Indiana</td>
<td>932</td>
<td>1,984</td>
</tr>
<tr>
<td>New York</td>
<td>20,212</td>
<td>28,663</td>
</tr>
<tr>
<td>Spain</td>
<td>26,834</td>
<td>27,136</td>
</tr>
<tr>
<td>Sweden</td>
<td>2,586</td>
<td>3,831</td>
</tr>
<tr>
<td>Connecticut</td>
<td>2,257</td>
<td>3,637</td>
</tr>
<tr>
<td>Louisiana</td>
<td>477</td>
<td>2,012</td>
</tr>
<tr>
<td>Minneapolis</td>
<td>393</td>
<td>964</td>
</tr>
<tr>
<td>Missouri</td>
<td>218</td>
<td>562</td>
</tr>
<tr>
<td>Philadelphia</td>
<td>456</td>
<td>1509</td>
</tr>
<tr>
<td>San Francisco Bay</td>
<td>265</td>
<td>424</td>
</tr>
<tr>
<td>South Florida</td>
<td>513</td>
<td>1,160</td>
</tr>
<tr>
<td>Utah</td>
<td>41</td>
<td>96</td>
</tr>
<tr>
<td>Western Washington</td>
<td>536</td>
<td>732</td>
</tr>
</tbody>
</table>

**Sources:** See Appendix A.
shown in Table 2, the outbreak had only recently been contained, and hence the death count continued rising markedly for several more weeks after the midpoint of the seroprevalence study. For each of those locations, matching seroprevalence to the death count at the midpoint date of the study would significantly underestimate the true level of the IFR. For example, in the case of New York state, computing the IFR using the 4-week fatality count is nearly 1.5 times higher than using the fatality count at the midpoint date of that study (which was conducted in late April).

For Belgium and Geneva, researchers have published estimates of age-specific IFRs that reflect each location’s seroprevalence results. For Spain, we construct age-specific IFRs using the seroprevalence data in conjunction with excess mortality data published by the Spanish National Institute of Statistics. For each of the other locations listed in Table 2, we construct age-specific IFRs using the seroprevalence data in conjunction with cumulative fatalities four weeks after the midpoint date of the seroprevalence study.

We have also conducted sensitivity analysis using cumulative fatalities five weeks after the midpoint date. For most of these studies, that deviation is less than 10 percent and hence has a negligible impact on the estimates and confidence intervals of the age-specific IFRs, especially compared to the width of the confidence intervals for the seroprevalence estimates that reflect uncertainties about test characteristics as well as conventional sampling uncertainty. However, the deviations are somewhat larger for four U.S. locations (Louisiana, Minneapolis, Missouri, and Philadelphia), presumably reflecting the extent to which the pandemic was not tightly contained over the subsequent weeks following the collection of specimen samples in those locations. Consequently, some additional caution is warranted in interpreting age-specific IFRs from each of these locations.

---

24 See Appendix C for further details regarding the measurement of excess mortality.
2.5 Exclusion of Active Outbreaks

Matching prevalence estimates with subsequent fatalities is infeasible if the seroprevalence study takes place in the midst of an accelerating outbreak. In particular, if infections and fatalities continue rising exponentially over subsequent weeks, there is no precise way of determining what fraction of those deaths resulted from infections before vs. after the date of the seroprevalence study.

Therefore, a crucial criterion for seroprevalence studies to be included in our meta-analysis is that the pandemic is well contained in advance of the study, as indicated by the stabilization of cumulative fatalities within the next several weeks after the midpoint date of the study.

As shown in Table 3, four studies are clearly inconsistent with that criterion: Los Angeles County (mid-April), New York City (late March), Santa Clara County (early April), and Scotland (late March).25 It should be emphasized that these studies provided valuable information about seroprevalence in the midst of an active outbreak, but these seroprevalence results are not well-suited for gauging the IFR of COVID-19.26

---

Table 3: Seroprevalence Studies Conducted during Accelerating COVID-19 Outbreaks

<table>
<thead>
<tr>
<th>Cumulative Fatalities</th>
<th>Midpoint Date</th>
<th>4 Weeks Later</th>
<th>Percent Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Los Angeles County</td>
<td>April 10-11</td>
<td>265</td>
<td>1,468</td>
</tr>
<tr>
<td>New York City</td>
<td>March 23 – April 1</td>
<td>1,066</td>
<td>14,261</td>
</tr>
<tr>
<td>Santa Clara County</td>
<td>April 3-4</td>
<td>39</td>
<td>113</td>
</tr>
<tr>
<td>Scotland</td>
<td>March 21-23</td>
<td>72</td>
<td>2,273</td>
</tr>
</tbody>
</table>

Sources: See Appendix A.

25 These four studies were conducted by Sood et al. (2020), Havers et al. (2020), Bendavid et al. (2020), and Thompson et al. (2020), respectively.
26 Nonetheless, all four of these studies have been used in prior meta-analyses aimed at assessing the overall IFR, using reported fatalities as of the midpoint date of each seroprevalence study.
2.6 Meta-Regression Procedure

The goal of our meta-analysis is to systematically assess previous studies of mortality and infection rates to determine how age and fatality risk are related. To perform this analysis quantitatively, we use random-effects meta-regressions, using the STATA metareg procedure.\textsuperscript{27} Meta-regressions are a useful tool for comparing study-level summary data. Since the individual observations are not available for any study we use, comparing summary-level data is the only way to compare the studies. We use summary level data from each age group in each study, so effectively one study has multiple “groups” in our meta-regressions.\textsuperscript{28}

We treat each age group separately because there are likely random variations in age-specific IFR both across studies and across age groups within a study. Random-effects procedures allow for such residual heterogeneity between groups by assuming that these effects are drawn from a Gaussian distribution. The procedure provides reasonable results even if the errors are not strictly normal but may be unsatisfactory if the sample includes large outliers or the distribution of groups is not unimodal.

In analytical terms, this framework can be expressed as follows:

$$\log(\text{IFR}_{ij}) = \alpha + \beta \cdot \text{age}_i + \epsilon_{ij} + u_{ij}$$

where $u_{ij} \sim N(0, \tau^2)$ and $\epsilon_{ij} \sim N(0, \sigma^2_{ij})$

In this specification, $\text{IFR}_{ij}$ is the estimated IFR in study $i$ for age group $j$, $\text{age}_{ij}$ denotes the median age of that group, $\epsilon_{ij}$ denotes the source of idiosyncratic variations for that particular location and age group, and $u_{ij}$ denotes the random effects that characterize any systematic deviations in outcomes across locations and age groups. Under the maintained assumption that each idiosyncratic term $\epsilon_{ij}$ has a normal distribution, the idiosyncratic variance is $\sigma^2_{ij} = ((U_{ij} - L_{ij})/3.96)^2$, where $U_{ij}$ and $L_{ij}$ denote the upper and lower bounds of the 95% confidence interval for that study-age group. The random effects $u_{ij}$ are assumed to be drawn from a homogeneous distribution with zero mean and variance $\tau^2$. The null hypothesis of $\tau^2 = 0$ characterizes the case in which there are no systematic deviations across studies or age groups. If that null hypothesis is rejected, then the estimated value of $\tau^2$ encapsulates the magnitude of those systematic deviations.

Under our baseline specification, the infection fatality rate increases exponentially with age.\textsuperscript{29} In particular, this meta-regression is specified in logarithmic terms, with the slope coefficient $\beta$

\begin{itemize}
\item \textsuperscript{27} See Harbord and Higgins (2008) and Higgins, Thompson, and Spiegelhalter (2009).
\item \textsuperscript{28} We also replicated this analysis using fixed effects for studies and random effects for age groups within studies.
\item \textsuperscript{29} Bonanad et al. (2020) conducted a meta-analysis study of COVID-19 case fatality rates as a function of age using aggregate data from China, Italy, New York, Spain, and the U.K. and found a very strong exponential pattern of mortality: ages 40-49: 1.1%; ages 50-59: 3%; ages 60-69: 9.5%; ages 70-79 22.8%; ages 80+: 29.6%. Similarly, Doherty et al. (2020) investigated a large sample of U.K. hospitalized COVID-19 patients and identified an exponentially increasing mortality hazard rate as a function of patient age.
\end{itemize}
encapsulating the impact of higher age on \( \log(IFR) \). Consequently, the null hypothesis that IFR is unrelated to age can be evaluated by testing whether the value of \( \beta \) is significantly different from zero. If that null hypothesis is rejected, then the estimated values of \( \alpha \) and \( \beta \) characterize the estimated relationship between \( \log(IFR) \) and age. Consequently, the predicted relationship between IFR and age can be expressed as follows:

\[
IFR = e^{\alpha + \beta \cdot age_{ij}}
\]

The 95% confidence interval for this prediction can obtained using the delta method. In particular, let \( IFR_a \) denote the infection fatality rate for age \( a \), and let \( \sigma_c \) denote the standard error of the meta-regression estimate of \( \log(IFR_a) \). If \( IFR_a \) has a non-zero value, then the delta method indicates that its standard error equals \( \sigma_c / IFR_a \), and this standard error is used to construct the confidence interval for \( IFR_a \) at each age \( a \). Likewise, the prediction interval for \( \log(IFR_a) \) is computed using a standard error of \( \sigma_c + \tau \) that incorporates the systematic variation in the random effects across studies and age groups, and hence the corresponding prediction interval for \( IFR_a \) is computed using a standard error of \( (\sigma_c + \tau)/IFR_a \).

As discussed above, we have identified three criteria for determining whether a given study should be included in our meta-analysis: (i) use of a sample data frame that is broadly representative of the general population; (ii) effective containment of the pandemic prior to the initiation of the prevalence survey; and (iii) reporting of prevalence estimates and confidence intervals for specific age groups as required for the estimation of age-specific IFRs. Based on those criteria, we have determined that prevalence estimates from 32 locations are not suitable for assessing the IFR of COVID-19 even though each of those studies has made significant contributions along other lines. Those studies are listed in Appendix A along with the rationale for excluding each of them from our meta-analysis.\(^30\)

Consequently, our meta-analysis focuses on synthesizing IFR data from 21 locations; see Appendix A for further details. These locations can be classified into four distinct groups:

- **Benchmark Studies**: Belgium, Geneva, Indiana, New York, Spain, and Sweden. Each of these locations has been the subject of a large-scale seroprevalence study using a test procedure with high positive predictive power and a sample frame that is broadly representative of the general public and that covers a wide array of age groups.\(^31\)

- **Other U.S. Locations**: Connecticut, Louisiana, Minneapolis, Missouri, Philadelphia, San Francisco Bay Area, South Florida, Utah, and Western Washington. The seroprevalence of these nine locations were reported in a study conducted by researchers

\(^{30}\) Sweden Public Health Agency (2020f) recently produced estimates of the infection fatality rate in Stockholm for two age groups (ages 0-69 and 70+) using a novel methodology that links live virus tests, reported cases, and mortality outcomes. Given the markedly different methodology and the breadth of the two age groups, that study is also not included in our meta-regression analysis, but it should be noted that their estimated IFR of 4.3% for ages 70+ is well aligned with the results of our meta-regression analysis.

\(^{31}\) See Molenberghs et al. (2020), Perez-Saez et al. (2020), Pollan et al. (2020), and Sweden Public Health Agency (2020c,d).
at the U.S. Center for Disease Control & Prevention, using sample specimens from two commercial laboratory companies.\textsuperscript{32} In light of potential concerns about sample data frames and incomplete containment of the pandemic at the time of specimen collection in some of these locations, we include this group of locations in our meta-analysis but not in the benchmark group.

- **Comprehensive Tracking and Tracing Countries:** Iceland, Korea, and New Zealand. These three countries engaged in extensive testing and tracing to halt the spread of infections. Iceland researchers also conducted a large-scale seroprevalence study, and we use the results of that study in computing age-specific IFRs for Iceland.\textsuperscript{33} That study also indicates that reported cases in Iceland substantially understated actual prevalence; see Appendix D for details.\textsuperscript{34} Thus, we make corresponding adjustments to the reported cases for Korea and New Zealand in constructing age-specific IFRs for each of those locations.

- **Small-scale studies:** Castiglione d’Adda, Italy; Gangelt, Germany; and the Diamond Princess cruise ship. The first two locations have had seroprevalence studies based on random samples, while data from Diamond Princess has been influential in informing subsequent studies.\textsuperscript{35}

In estimating this metaregression, we only use observations for age groups with a median age of 35 years or higher. COVID-19 fatality reports from numerous locations indicate that the age-specific IFR is extraordinarily close to zero for children and young adults. For example, at the end of May Belgium had a cumulative total of 9,150 deaths, with not a single fatality for ages 0 to 24 years. Similarly, the state of New York had a cumulative total of about 22,000 COVID-19 fatalities as of late May, but that death toll included less than 100 deaths of people less than 30 years old.

\textsuperscript{32} See Havers et al. (2020).
\textsuperscript{33} See Gudbjartsson et al. (2020).
\textsuperscript{34} See Aspelund, Droste, Stock, and Walker (2020) for statistical analysis of the deviation between reported cases and true prevalence in Iceland.
\textsuperscript{35} See Pagani et al. (2020), Streeck et al. (2020), Russell et al. (2020), and Salje et al. (2020a,b).
3. Results

3.1 Benchmark Analysis

Using our benchmark sample of 26 observations from the six benchmark studies, we obtain the following meta-regression results:

\[
\log(IFR_{ij}) = -8.48 + 0.134 \times \text{age} \\
\text{SE} = (0.45) \quad \text{SE} = (0.007)
\]

where the standard error for each estimated coefficient is given in parentheses. These estimates are highly significant with t-statistics of -18.7 and 18.8, respectively, and p-values below 0.0005. The residual heterogeneity \( \tau^2 = 0.280 \) (p-value < 0.0001), confirming that the random effects are essential for capturing unexplained variations across studies and age groups. The adjusted R\(^2\) is 94.53%.

As noted above, the validity of this meta-regression rests on the condition that the data are consistent with a Gaussian distribution, i.e., there should be no clustering of observations or extreme outliers. The validity of those assumptions is evident in Figure 2. The solid red line depicts the estimated log-linear function, the dark shaded area denotes the 95% confidence interval for that estimated function, and the light shaded area denotes the 95% prediction interval that reflects the random variations across studies and age groups. The markers denote the
age-specific IFRs from each study, which provide relatively balanced coverage spanning the entire age interval from 35 to 90 years. Moreover, nearly all of the observations fall within the 95 percent prediction interval; the only exceptions are an observation from the New York study (at the upper edge of the prediction interval) and an observation from the Geneva study (at the lower edge of the prediction interval)—roughly matching the incidence of moderate outliers that one would expect in a sample of 24 observations.36

Figure 3 depicts the exponential relationship between age and the level of IFR in percent. Evidently, the SARS-CoV-2 virus poses a substantial mortality risk for middle-aged adults and even higher risks for elderly people: The IFR is close to zero for younger adults but rises to about 0.3 percent for ages 50-59, 1.3 percent for ages 60-69, 4.6 percent for ages 70-79, and 25 percent for ages 80 and above.

---

36 We have also used the output of the Stata `metareg` procedure to confirm that the estimated random effects are consistent with a normal distribution.
3.2 Comparison to other U.S. Locations

We now compare the benchmark meta-regression results with the age-specific IFRs from nine other U.S. locations where seroprevalence was estimated using specimens from commercial labs. In effect, this approach is comparable to “out-of-sample” exercises that statisticians commonly use in assessing the validity of a particular model.

As shown in Figure 4, the observations from these nine locations studies mostly fit within the benchmark prediction intervals, broadly confirming the usefulness of the meta-regression in assessing age-specific IFRs beyond the locations covered by the set of benchmark studies. Moreover, the outliers in this figure are mostly above the prediction interval rather than below; that is, the unexplained variations outside the prediction interval tend to be observations with unusually high IFRs.

One observation for Connecticut lies on the upper edge of the prediction interval, and two observations for Minneapolis lie just above that prediction interval, while the middle-age observation for Philadelphia is quite far above the prediction interval. By contrast, the observations for Missouri lies at the lower edge of the prediction interval; for that location, the ratio of estimated seroprevalence to reported cases was 24:1—more than double the typical ratio.
of 10:1 for other U.S. locations.\(^{37}\) In effect, Missouri’s seroprevalence might be significantly overstated, perhaps reflecting non-representative aspects of the sample data frame.

Finally, the oldest age group for Utah is well below the lower edge of the prediction interval. One plausible factor is that a large fraction of Utah residents abstain from use of alcohol, tobacco, and narcotic drugs and hence may have a lower incidence of co-morbidities compared to many other locations in the United States and elsewhere.\(^{38}\) Consequently, this observation should not simply be dismissed as an outlier; rather, further study of that location may yield significant insights that are applicable elsewhere.

### 3.3 Other Comparisons

**Comprehensive Tracking and Tracing Countries**

The age-specific IFRs for all three countries that employed widespread testing and contact-tracing to control the virus’s spread all fit well within the benchmark’s 95% prediction interval. Of the three, there has only been a seroprevalence study published about one country, Iceland. The study found that Iceland’s ratio of actual to reported cases was about 1.4x, enabling us to reasonably reliably compute Iceland’s age-specific IFRs.\(^{39}\)

Both Iceland and New Zealand were able to fairly rapidly control the virus, and thus very few deaths occurred (10 in Iceland and 22 in New Zealand). As three of the deaths in Iceland were in healthcare workers, the death data could be greatly skewed by conflicting factors such as viral load; excluding healthcare workers alters their IFR by 30%. Since each region’s death counts were so low, little can be inferred from their age-specific IFRs.

**Small-Scale Studies**

The age-specific IFRs from small-scale prevalence studies of the Diamond Princess cruise ship and the municipality of Gangelt are fully consistent with our benchmark meta-regression results once we account for the lags in the incidence and reporting of COVID-19 fatalities. As shown in Table 2 above, the number of deaths at the time of the initial infection study was only about half of the final death count a few weeks later.

These two locations also demonstrate the extent to which the results of small-scale studies can be influenced by a few observations. Our benchmark metaregression indicates an IFR of 0.3% for ages 50-59 years, i.e., one fatality out of 300 infected individuals. In Gangelt, the seroprevalence results suggest that only 150 people in that age group were infected, so it shouldn’t be surprising that none of them died. Likewise, the Diamond Princess cruise ship had only 60 infected individuals in this age group, and hence a lack of fatalities among that group would also not be surprising.

---


\(^{38}\) See United Health Foundation (2019).

\(^{39}\) See Gudbjartsson et al. (2020).
Castiglione d’Adda’s age-specific IFRs for individuals aged 65-85 are outliers above our prediction interval. This outlier status was likely due to the fact that the town was affected relatively severely and early by COVID-19 in the pandemic’s first wave, and hospitals became overwhelmed, leading to rationing of medical care. It should not be surprising that the region’s IFR for people aged 85 years and older falls within our benchmark estimation; at such high ages the disease is so dangerous that medical care may not influence mortality to any significant degree. The relatively high IFR for the next age cohort (65 to 85 years) could also reflect a higher incidence of co-morbidities compared to similar cohorts in other locations. Higher IFRs might also reflect dense multi-generational urban housing that resulted in increased viral load for elderly people. In sum, the extraordinarily high IFR for individuals ages 65-85 years plays a key role in explaining Castiglione d’Adda’s overall IFR of about 5%.

Finally, while not included in our formal meta-analysis, it should be noted that the pathbreaking study of Ferguson et al. (2020) is broadly consistent with our findings. That study was completed at an early stage of the COVID-19 pandemic, drawing on data from expatriation flights to estimate infection rates in Wuhan and then computing age-specific IFRs based on reported fatalities in Wuhan. As in our meta-regression results, the IFR estimates in that study increase exponentially as a function of age, with rates near zero for ages 0-39 and far higher rates for older adults.
4. Discussion

Our analysis indicates that COVID-19 poses a very low risk for children and younger adults but is hazardous for middle-aged adults and extremely dangerous for older adults. Table 4 contextualize these risks by comparing the age-specific IFRs from our meta-regression analysis to the annualized risk of a fatal auto accident or other accidental injury. For a young adult, the fatality risk of a SARS-CoV-2 infection is roughly comparable to the risks associated with engaging in other everyday activities. By contrast, an 60-year-old adult who gets infected faces a fatality risk more than 50 times higher than the annual fatality risk of driving an automobile.

Our analysis facilitates comparisons between the COVID-19 pandemic and the Spanish Flu pandemic of 1918-20. The U.S. CDC estimates that about 28 percent of the U.S. population was infected by the Spanish Flu and that the death toll was about 675,000. However, that disease was most dangerous for young adults, with an IFR of about 4 percent for people ages 20 to 40 years old but caused relatively few deaths among middle-aged and older adults—the age groups that are most vulnerable to COVID-19.

Our meta-regression analysis confirms that COVID-19 is far more deadly than seasonal flu. The U.S. CDC estimates that during winter 2018-19 influenza was associated with about 50 million infections and 34,000 fatalities, that is, an overall IFR of about 0.07 percent. By comparison, recent seroprevalence data from U.S. public health laboratories indicates that more than 20 million people (that is, 6.4 percent of the U.S. population) had been infected with SARS-CoV-2.

<table>
<thead>
<tr>
<th>Age Group</th>
<th>COVID-19 Infection Fatality Rate (%)</th>
<th>Automobile Accident Annualized Fatality Rate (%)</th>
<th>Other Accidental Injury Annualized Fatality Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 to 34</td>
<td>0.01</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td>35 to 44</td>
<td>0.04</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>45 to 54</td>
<td>0.2</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>55 to 64</td>
<td>0.7</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>65 to 74</td>
<td>2.4</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>75 to 84</td>
<td>8.9</td>
<td>0.02</td>
<td>0.09</td>
</tr>
<tr>
<td>85+</td>
<td>36.8</td>
<td>0.02</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Source: U.S. National Center for Health Statistics (2020)
by the last week of June. Cumulative U.S. fatalities were close to 150,000 as of July 27 (four weeks after the date of the seroprevalence data, appropriately reflecting the time lags discussed in Section 2). These figures indicate that the overall IFR of COVID-19 is currently about 0.7%, in line with recent guidance from the CDC and about ten times more deadly than seasonal flu.

Nonetheless, the current level of the overall U.S. IFR should not be interpreted as a fixed parameter. Rather, our meta-analysis clearly underscores the rationale for public health measures and communications aimed at reducing the aggregate IFR by mitigating the incidence of new COVID-19 infections among middle-aged and older adults.

To illustrate these considerations, Table 5 outlines three alternative scenarios for the U.S. trajectory of COVID-19 infections and fatalities. All three scenarios assume that the infection rate continues rising to a plateau of around 20% (similar to the prevalence observed in New York City as of late spring), while the age-specific IFRs reflect the U.S. national data observed to date. However, the age-specific infection rates vary markedly across the three scenarios:

- Scenario #1 assumes that age-specific prevalence will remain similar to the average pattern that has prevailed to date, as indicated by seroprevalence data from U.S. public health laboratories.

---

**Table 5: U.S. Scenario Analysis**

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Infection Rate by Age (percent)</th>
<th>Deaths (thousands)</th>
<th>IFR (percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline</strong></td>
<td>All 6.5 0-49 50-64 65+ 4.5</td>
<td>150,000</td>
<td>0.7</td>
</tr>
<tr>
<td><strong>Scenario #1: current pattern of age-specific prevalence</strong></td>
<td>20 23 16 14</td>
<td>465,000</td>
<td>0.7</td>
</tr>
<tr>
<td><strong>Scenario #2: uniform prevalence</strong></td>
<td>20 20 20 20</td>
<td>640,000</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>Scenario #3: protection of vulnerable age groups</strong></td>
<td>20 26 10 6</td>
<td>230,000</td>
<td>0.4</td>
</tr>
</tbody>
</table>

---

40 See U.S. CDC (2020c). Seroprevalence estimates are reported in the U.S. CDC’s Weekly COVID Surveillance Summary, based on data collected by 85 state and local public health laboratories spanning the entire country. These reports include age-specific seroprevalence but no details regarding sample selection, test characteristics, or confidence intervals and hence could not be used in our meta-regression analysis.

41 See U.S. CDC (2020e).

42 See Davies et al. (2020), De Salazar et al. (2020), Gleser, Gorback, and Redding (2020), Harris (2020),
• Scenario #2 assumes that the prevalence will eventually become uniform across all age groups, similar to the Spanish Flu pandemic and seasonal influenza.

• Scenario #3 assumes that public health measures and communications will restrain the incidence of new infections among middle-aged and older adults while prevalence continues rising more rapidly among children and younger adults.

To assess the implications of these three alternative assumptions, we use the age-specific IFRs from our meta-regression analysis to determine the death toll for each age group as follows:

$$Deaths_{age} = Population_{age} \times Infection\ Rate_{age} \times IFR_{age}$$

Scenario #1 shows that, if the current age-specific infection pattern continues until 20% of the U.S. is infected, deaths will increase by a factor of 3 to around 460,000. The outcome is far worse in Scenario #2, where the virus spreads uniformly across age groups and causes nearly 640,000 fatalities—roughly the same death toll as the Spanish Flu, though only one-third as large on a per capita basis. Finally, Scenario #3 is associated with a far lower proportion of older adults contracting the virus, and the total number of fatalities is held to about 230,000.

This scenario analysis underscores the possibility that the United States could plausibly end up with an overall IFR of about 1%, similar to the outcome in New York City as of late spring (as shown in Table 1). By comparison, policy measures and communications that protect vulnerable age groups could halve the overall IFR to around 0.4% and prevent over 200,000 U.S. deaths relative to the baseline in which the virus continues spreading with roughly the same age-specific prevalence that has been observed to date.
5. Directions for Further Research

While age and fatality risk are closely related, differences in the age structure of the population and age-specific infection rates surely cannot explain all deviations in IFR across regions and populations. Consequently, the role of co-morbidities and other demographic and socioeconomic factors merits further research that carefully distinguishes between infection risk and IFR.

5.1 Comorbidities

A recent U.K. study has shown that COVID-19 mortality outcomes are strongly linked to comorbidities such as chronic pulmonary disease, diabetes, and obesity.\(^{43}\) However, that study specifically warns against drawing causal conclusions from those findings, which may reflect a higher incidence of COVID-19 rather than a higher IFR for individuals with those comorbidities. Indeed, a separate study of hospitalized U.K. COVID-19 patients found that patient age was far more important than any specific comorbidity in determining mortality risk.\(^{44}\) For example, the COVID-19 fatality risk for an obese 40-year-old hospital patient was found to be moderately higher than for a non-obese individual of the same cohort but only one-tenth the fatality risk for a non-obese 75-year-old hospital patient.

The high prevalence of comorbidities among COVID-19 patients has been well documented but not compared systematically to the prevalence of such comorbidities in the general population. For example, one recent study of hospitalized COVID-19 patients in New York City (NYC) reported that 94% of those patients had at least one chronic health condition.\(^{45}\) Nevertheless, that finding is not particularly surprising given the prevalence of comorbidities among middle-aged and elderly NYC residents.\(^{46}\) For example, nearly 30% of older NYC adults (ages 60+) are diabetic, while 23% have cardiovascular disease (including hypertension), and 8% have chronic pulmonary diseases—practically identical to the incidence of those comorbidities in the sample of hospitalized COVID-19 patients.\(^{47}\) Indeed, obesity was the only comorbidity that was much more prevalent among hospitalized COVID-19 patients than in the general population of older NYC adults. Nonetheless, obesity is also much more prevalent among lower-income groups who are more likely to live in high-density neighborhoods and work in high-exposure jobs, and hence such data clearly cannot be used to distinguish prevalence vs. severity of COVID-19.\(^{48}\)

---

\(^{43}\) See Williamson et al. (2020).
\(^{44}\) See Doherty et. al (2020).
\(^{45}\) See Richardson et al. (2020).
\(^{46}\) See Appendix Table E1.
\(^{48}\) See Appendix E for a detailed comparison of comorbidities.
5.2 Demographic and Socioeconomic Factors

Our meta-analysis has not directly considered the extent to which IFRs may vary with other demographic factors, including race and ethnicity. Fortunately, valuable insights can be garnered from other recent studies. In particular, one recent seroprevalence study of residents of two urban locations in Louisiana found no significant difference in IFRs between whites and Blacks.49 Nonetheless, the incidence of COVID-19 mortality among people of color is extraordinarily high due to markedly different infection rates that reflect systematic racial and ethnic disparities in housing and employment. For example, a recent infection study of a San Francisco neighborhood found that 80% of positive cases were Latinx – far higher than the proportion of Latinx residents in that neighborhood.50 That study concluded as follows: “Risk factors for recent infection were Latinx ethnicity, inability to shelter-in-place and maintain income, frontline service work, unemployment, and household income less than $50,000 per year.”

Recent CDC analysis has reached similar conclusions, attributing elevated infection rates among Blacks and Hispanics to dense housing of multi-generational families, increased employment in high-contact service jobs, high incidence of chronic health conditions, and lower quality of health care.51

In summary, while the present study has investigated the effects of age on the IFR of COVID-19, further research needs to be done on how infection and fatality rates for this disease are affected by demographic and socioeconomic factors.

49 See Feehan et al. (2020).
50 See Chamie et al. (2020).
51 See Azar et al. (2020).
Appendix A: Comprehensive List of Seroprevalence Studies

A.1 Benchmark Studies

<table>
<thead>
<tr>
<th>Location</th>
<th>Date</th>
<th>Sample Size</th>
<th>Test Method</th>
<th>Fatality Estimation Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>April 20-26</td>
<td>3,397</td>
<td>IgG ELISA</td>
<td>Excess mortality</td>
</tr>
<tr>
<td>Geneva</td>
<td>April 6 – May 9</td>
<td>2,766</td>
<td>IgG ELISA</td>
<td>Bayesian framework</td>
</tr>
<tr>
<td>Indiana</td>
<td>April 25 - 29</td>
<td>3,658</td>
<td>IgG CMA &amp; RT-PCR</td>
<td>Reported Fatalities as of May 25</td>
</tr>
<tr>
<td>New York</td>
<td>April 19-28</td>
<td>15,101</td>
<td>IgG MIA</td>
<td>Reported Fatalities as of May 21</td>
</tr>
<tr>
<td>Spain</td>
<td>April 27 – May 11</td>
<td>35,883</td>
<td>IgG/IgM LFA &amp; CMA</td>
<td>Excess mortality</td>
</tr>
<tr>
<td>Sweden</td>
<td>April 27 – May 24</td>
<td>4,800</td>
<td>IgG MBA</td>
<td>Reported Fatalities as of June 18</td>
</tr>
</tbody>
</table>

Note: CMA = chemiluminescent microparticle assay; ELISA = enzyme-linked immunosorbent assay; LFA = lateral flow analysis; MBA = multiplex bead array; MIA = microsphere immunoassay; RT-PCR = reverse transcription - polymerase chain reaction. Excess mortality refers to fatalities by age in 2020 compared to corresponding months of prior calendar year(s).

52 See Molenberghs et al. (2020), Table 6. This study used the seroprevalence findings of Herzog et al. (2020).
53 See Perez-Saez et al. (2020), Table S2. This study used the seroprevalence findings of Stringhini et al. (2020).
54 See Menachemi et al. (2020), Table 1, total population prevalence based on seroprevalence and active infections. Population data by single year of age as of July 1, 2019 was obtained from U.S. Vital Statistics System (2020). Cumulative fatalities by age as of May 25 were obtained from Indiana State Department of Health (2020).
55 See Rosenberg et al. (2020). Population data by single year of age as of July 1, 2019 was obtained from U.S. Vital Statistics System (2020). Some seroprevalence age brackets were adjusted (+/- 5 years) to match the age structure of the New York Department of Health (2020) COVID-19 fatality report; see the technical appendix for further detail.
56 Age-specific IFRs were constructed using the seroprevalence findings of Pollán et al. (2020), Table S7 (both tests positive) and excess mortality data for Week 25 reported by Spain National Institute of Statistics (2020).
57 See Sweden Public Health Authority (2020a,b,c,d,e) for information about the seroprevalence program design, antibody test standards, results for weeks 18 to 21, and COVID-19 fatalities as of week 24, respectively.
### A.2 CDC Seroprevalence Locations

<table>
<thead>
<tr>
<th>Location</th>
<th>Date</th>
<th>Sample Size</th>
<th>Cumulative Fatalities as of:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Connecticut</td>
<td>April 26 – May 3</td>
<td>1,431</td>
<td>May 28&lt;sup&gt;58&lt;/sup&gt;</td>
</tr>
<tr>
<td>Louisiana</td>
<td>April 1 - 8</td>
<td>1,184</td>
<td>May 6&lt;sup&gt;59&lt;/sup&gt;</td>
</tr>
<tr>
<td>Minneapolis, MN</td>
<td>April 30 – May 12</td>
<td>860</td>
<td>June 4&lt;sup&gt;60&lt;/sup&gt;</td>
</tr>
<tr>
<td>Missouri</td>
<td>April 20 – 26</td>
<td>1,882</td>
<td>May 23&lt;sup&gt;61&lt;/sup&gt;</td>
</tr>
<tr>
<td>Philadelphia, PA</td>
<td>April 13 – 25</td>
<td>824</td>
<td>May 23&lt;sup&gt;62&lt;/sup&gt;</td>
</tr>
<tr>
<td>San Francisco Bay</td>
<td>April 23 - 27</td>
<td>1,224</td>
<td>May 25&lt;sup&gt;63&lt;/sup&gt;</td>
</tr>
<tr>
<td>South Florida</td>
<td>April 6 - 10</td>
<td>1,742</td>
<td>May 6&lt;sup&gt;64&lt;/sup&gt;</td>
</tr>
<tr>
<td>Utah</td>
<td>April 20 – May 3</td>
<td>1,132</td>
<td>May 25&lt;sup&gt;65&lt;/sup&gt;</td>
</tr>
<tr>
<td>Western Washington</td>
<td>March 23 – April 1</td>
<td>3,264</td>
<td>April 26&lt;sup&gt;66&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

**Note:** See Havers et al. (2020) for seroprevalence findings of each location using IgG ELISA procedure. Population data for each study region by single year of age as of July 1, 2019 was obtained from U.S. Vital Statistics System (2020). Some seroprevalence age brackets were adjusted (+/- 5 years) to match the age structure of each state’s COVID-19 fatality report; see supplementary materials for details.

---

<sup>58</sup> See Connecticut Department of Health & Human Services (2020).

<sup>59</sup> See Louisiana Department of Health (2020).

<sup>60</sup> The Minneapolis-St. Paul-St. Cloud combined statistical area covers 20 counties in Minnesota; this CSA also covers two counties in Wisconsin that were not included in the seroprevalence study or the IFR tabulations. Cumulative fatalities in the 20-county MSA accounted for 89% of Minnesota’s cumulative COVID-19 fatalities as of June 4 and hence are assumed to have the same relative age distribution as the statewide fatality count.

<sup>61</sup> See Utah Department of Health (2020).

<sup>62</sup> The Philadelphia metropolitan statistical area covers 5 counties in Pennsylvania; this MSA also includes counties in Delaware, Maryland, and New Jersey that were not included in the seroprevalence study or the IFR tabulations. Cumulative fatalities in the 5-county MSA accounted for 61% of Pennsylvania’s cumulative COVID-19 fatalities as of May 23 and hence are assumed to have the same relative age distribution as the statewide fatality count.

<sup>63</sup> The San Francisco Bay Area covers nine counties that are members of the Association of Bay Area Governments. Cumulative fatalities in the 9-county San Francisco Bay Area are not published by age groups and hence are assumed to have the same relative age distribution as the statewide fatalities as of May 25.

<sup>64</sup> South Florida includes four counties that span Miami, Ft. Lauderdale, and Palm Beach. Cumulative fatalities by age for each of those four counties are tabulated by Florida Department of Health (2020).

<sup>65</sup> See Missouri Department of Health & Senior Services (2020).

<sup>66</sup> See Western Washington spans Seattle, Tacoma, and nearby counties. Cumulative fatalities are reported by Washington Department of Health (2020).
A.3 Comprehensive Tracking & Tracing of COVID-19 Infections

<table>
<thead>
<tr>
<th>Location</th>
<th>Reporting Date</th>
<th>Population</th>
<th>Cases</th>
<th>Fatalities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iceland&lt;sup&gt;67&lt;/sup&gt;</td>
<td>June 14</td>
<td>341,250</td>
<td>1,734</td>
<td>10</td>
</tr>
<tr>
<td>New Zealand&lt;sup&gt;68&lt;/sup&gt;</td>
<td>July 9</td>
<td>1,910,760</td>
<td>1,417</td>
<td>22</td>
</tr>
<tr>
<td>Republic of Korea&lt;sup&gt;69&lt;/sup&gt;</td>
<td>July 11</td>
<td>51,269,183</td>
<td>10,086</td>
<td>262</td>
</tr>
</tbody>
</table>

A.4 Small-Scale Studies

<table>
<thead>
<tr>
<th>Location</th>
<th>Date</th>
<th>Sample Size</th>
<th>Test Method</th>
<th>Fatality Estimation Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Castiglione d’Adda, Italy&lt;sup&gt;70&lt;/sup&gt;</td>
<td>May 18 - 25</td>
<td>509</td>
<td>IgG CLA</td>
<td>Excess Mortality&lt;sup&gt;71&lt;/sup&gt; (January 1 – May 31)</td>
</tr>
<tr>
<td>Gangelt, Germany&lt;sup&gt;72&lt;/sup&gt;</td>
<td>March 31 – April 6</td>
<td>919</td>
<td>IgG ELISA</td>
<td>Reported Fatalities as of May 29&lt;sup&gt;73&lt;/sup&gt;</td>
</tr>
<tr>
<td>Diamond Princess Cruise Ship&lt;sup&gt;74&lt;/sup&gt;</td>
<td>February 1 – March 7</td>
<td>712</td>
<td>PCR</td>
<td>Reported Fatalities as of June 26&lt;sup&gt;75&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

---

<sup>67</sup> See Iceland Directorate of Health (2020) for finalized data thru June 14, when Iceland had 1,796 recovered cases, 10 fatalities, and 4 individuals in isolation (none hospitalized).

<sup>68</sup> See New Zealand Ministry of Health (2020).

<sup>69</sup> See Korea Center for Disease Control (2020).

<sup>70</sup> See Pagani et al. (2020).

<sup>71</sup> See Italy National Institute of Statistics (2020a,b) for Castiglione d’Adda population by age and excess mortality by age in 2020 compared to the average mortality during the same calendar dates in 2015 to 2019, respectively.

<sup>72</sup> See Streeck et al. (2020).

<sup>73</sup> See Kreis Heinsberg District Administration (2020) and Stat Germania (2020) for Gangelt COVID-19 fatalities and population by age, respectively.

<sup>74</sup> See Mizumoto et al. (2020), Russell et al. (2020), Leffler and Hogan (2020), and Salje et al. (2020a,b).

<sup>75</sup> See Japan National Institute for Infectious Diseases (2020), Mizumoto et al. (2020), and Salje et al. (2020a,b).
A.5 Studies Excluded Due to Sample Selection Bias

(a) Hospitals and Urgent Care Clinics

*Rationale:* A substantial fraction of individuals seeking health care at a hospital or urgent care clinic may have symptoms related to an active COVID-19 infection and hence exhibit a higher prevalence of positive test results compared to a random sample of the general population.

<table>
<thead>
<tr>
<th>Location</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brooklyn, NY(^{76})</td>
<td>This study used samples from an outpatient clinic and yielded a much higher infection rate than other seroprevalence studies of the New York metropolitan area.</td>
</tr>
<tr>
<td>Kobe, Japan(^{77})</td>
<td>This study tested for IgG antibodies in 1,000 specimens from an outpatient clinic and found 33 positive cases. However, the study did not screen out samples from patients who were seeking treatment for COVID-related symptoms. Moreover, the study reported raw prevalence and confidence interval but did not report statistics adjusted for test characteristics. The manufacturer (ADS Biotec / Kurabo Japan) has indicated that this test has specificity of 100%, based on a sample of 14 pre-COVID specimens, but that specificity has not been evaluated by any independent study. If the true specificity is 98%, then the adjusted prevalence would not be significant. The authors concluded by noting the selection bias and recommended that “further serological studies targeting randomly selected people in Kobe City could clarify this potential limitation.”</td>
</tr>
<tr>
<td>Tokyo, Japan(^{78})</td>
<td>The authors of this study specifically cautioned against interpreting their results as representative of the general population. In particular, the sample of 1,071 participants included 175 healthcare workers, 332 individuals who had experienced a fever in the past four months, 45 individuals who had previously taken a PCR test, and 9 people living with a COVID-positive cohabitant. The study obtained a raw infection rate of 3.8%, but the rate is only 0.8% if those subgroups are excluded.</td>
</tr>
<tr>
<td>Zurich, Switzerland(^{79})</td>
<td>This study analyzed two distinct set of samples: (i) blood donors and (ii) hospital patients. Nearly all blood donors were ages 20 to 55, so that sample is not useful for assessing age-specific IFRs for older adults. The sample of hospital patients was not screened to eliminate cases directly related to COVID-19, so that sample may not be representative of the broader population. Moreover, inhabitants of the city of Zurich constituted a relatively large fraction of seropositive results compared to residents from the remainder of the canton of Zurich (which is predominantly rural). The study computes an overall IFR of 0.5%, similar to that of Geneva.</td>
</tr>
</tbody>
</table>

\(^{76}\) See Reifer et al. (2020).

\(^{77}\) See Doi et al. (2020).

\(^{78}\) See Takita et al. (2020a,b).

\(^{79}\) See Emmenegger et al. (2020).
(b) Studies of Blood Donors

Rationale: Prior research has shown that blood donors tend to be younger and healthier than the general population, with very few blood donors over age 60. Moreover, individuals who donate blood during a pandemic may be more gregarious and less risk-averse than non-donors. Recent U.K. seroprevalence studies indicated that English blood donors had a COVID-19 infection rate of 7.9% compared to a rate of 5.4% for a random sample of the English population. **Excluded Studies:** (1) Apulia, Italy.80 (2) Denmark.81 (3) England.82 (4) Milan, Italy.83 (5) Netherlands.84 (6) Scotland.85 (7) San Francisco, CA.86

(c) Active Recruitment of Participants

Rationale: With active recruitment, the sample may include individuals concerned about prior exposure to COVID-19 and hence a higher prevalence than the general population.

<table>
<thead>
<tr>
<th>Location</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luxembourg87</td>
<td>Of the 35 participants who tested positive, 19 had previously interacted with a person who was known to be infected or had a prior test for SARS-CoV-2.</td>
</tr>
<tr>
<td>Boise, Idaho88</td>
<td>This study was promoted during a “Crush the Curve” publicity campaign and required participants to sign up for a test.</td>
</tr>
<tr>
<td>Santa Clara, CA70</td>
<td>Participants were recruited via social media and needed to drive to the testing site. Stanford Medicine subsequently released a statement indicating that the study was under review due to concerns about potential biases.89</td>
</tr>
<tr>
<td>Frankfurt, Germany90</td>
<td>This study was conducted at a industrial worksite. Among the 5 seropositive participants, 3 had prior positive tests or direct contact with a known positive case.</td>
</tr>
</tbody>
</table>

(d) Other Sample Selection Issues

<table>
<thead>
<tr>
<th>Location</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oisie, France91</td>
<td>This sample of 1,340 participants included elementary school teachers, pupils, and their families. Only two individuals in the sample were ages 65 years and above.</td>
</tr>
<tr>
<td>Saxony, Germany92</td>
<td>This study analyzed specimen samples from students and teachers at thirteen secondary schools in eastern Saxony and found very low seroprevalence (0.6%).</td>
</tr>
</tbody>
</table>

80 See Fiorel et al. (2020).
81 See Erikstrup et al. (2020). The seroprevalence test kit used in this study was subsequently withdrawn from the market by the manufacturer due to reliability concerns; see Reuters (2020).
83 See Valenti et al. (2020).
84 See Slot et al. (2020).
85 See Thompson et al. (2020).
86 See Ng et al. (2020).
87 See Snoeck et al. (2020).
88 See Bryan et al. (2020).
89 [https://www.dailymail.co.uk/health/article-8358003/Stanford-researchers-investigation-tipping-scale-antibody-studies.html](https://www.dailymail.co.uk/health/article-8358003/Stanford-researchers-investigation-tipping-scale-antibody-studies.html)
90 See Fraehling et al. (2020).
91 See Fontanet et al. (2020).
92 See Armann et al. (2020).
A.6: Studies Excluded Due to Accelerating Outbreak

*Rationale:* As discussed in Section 2, if a seroprevalence study takes place in the midst of an accelerating outbreak, then there is no precise way to determine which of the subsequent fatalities resulted from new infections vs. infections prior to the date of the study.

*Excluded Studies:* (1) Los Angeles County. (2) New York City. (3) Santa Clara County. (4) Scotland.

A.7 Studies Excluded due to Absence of Age-Specific Prevalence Data

<table>
<thead>
<tr>
<th>Location</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>British Columbia, Canada</td>
<td>This study analyzed 885 laboratory specimens from outpatient clinics for the period May 15-27 and found only four positive cases (0.6%). This sample is not well-suited for assessing age-specific prevalence or age-specific IFRs.</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>The Czech Ministry of Health conducted a large-scale seroprevalence survey on April 23-May 1, collecting specimens from a random sample of 22,316 residents and testing for IgG antibodies using the Wantai test kit. Only 107 positive cases were identified (raw prevalence = 0.4%), and hence the test-adjusted confidence intervals include the lower bound of zero prevalence. That result is consistent with the very low number of reported cases in the Czech Republic as of early May; for example, Prague had only 1,638 reported cases for a population of 1.3 million.</td>
</tr>
<tr>
<td>Expatriate Flights</td>
<td>This study performed PCR tests on 689 individuals expatriated from Wuhan, China on six international flights during January 31-February 2. There were six positive tests (raw prevalence = 0.87%), but assessment of age-specific prevalence or IFRs is not feasible given the sample size, low prevalence, and lack of case outcomes.</td>
</tr>
<tr>
<td>Japanese Evacuees</td>
<td>This study performed PCR tests on 565 Japanese citizens expatriated from Wuhan, China. There were eight positive tests, indicating a raw prevalence of 1.4%, but assessment of age-specific prevalence or IFRs is not feasible given the small sample, low prevalence, and lack of data on case outcomes.</td>
</tr>
<tr>
<td>Jersey (U.K.)</td>
<td>This study collected samples from 629 households comprising 1,062 individuals and estimated seroprevalence at 4.2% (CI 2.9 to 5.5%), indicating that about 3,300 Jersey residents have been infected. Jersey has had 30 COVID-19 fatalities (as of July 15), and hence the overall IFR is about 1% (similar to that of NYC). However, the seroprevalence sample is too small to facilitate accurate assessments of age-specific IFRs; for ages 55+, there were 258 samples and 12 positive cases,</td>
</tr>
</tbody>
</table>

---

93 Studies on expatriate flights and Japanese evacuees from Wuhan also occurred extremely early in the outbreak, and infection and deaths in their respective populations rose exponentially following the initial study.

94 See Sood et al. (2020).

95 See Havers et al. (2020).

96 See Bendavid et al. (2020).

97 See Thompson et al. (2020).

98 See Skowronski et al. (2020).


100 See Verity et al. (2020).

101 See Nishiura et al. (2020).

102 See Jersey (U.K.) Health & Community Services (2020a,b).
<table>
<thead>
<tr>
<th>Location</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>New Orleans, LA 103</td>
<td>This study analyzed a random sample of 2,640 participants and obtained a seroprevalence estimate of 6.86% and an IFR of 1.63% (CI 1.53 to 1.74%). The study reported race-specific results but not age-specific seroprevalence or IFRs.</td>
</tr>
<tr>
<td>Mount Sinai Hospital, New York City 104</td>
<td>This study analyzed seroprevalence using specimens from four groups of patients (Cardiology, OB/GYN, Oncology, and Surgery) starting in mid-February. For the final week of the study (April 19), positive results were obtained for 47 of 243 patients; that seroprevalence estimate of 19.3% is well-aligned with the results of the New York Department of Health study. However, the sample size of this cohort is too small for assessing age-specific IFRs.</td>
</tr>
<tr>
<td>Neustadt-am-Rennsteig, Germany 105</td>
<td>This study analyzed seroprevalence of 626 residents (71% of the population of this municipality) and estimated seroprevalence of 8.4% (52 positive cases). However, this sample size is too small for assessing age-specific IFRs.</td>
</tr>
<tr>
<td>San Francisco Mission District, CA 106</td>
<td>This study analyzed active infections and seroprevalence of 3,953 residents in a densely population majority Latinx neighborhood in downtown San Francisco. Positive seroprevalence in older adults was very low (22 out of 3,953) and hence too small for assessing age-specific IFRs.</td>
</tr>
<tr>
<td>San Miguel County, CO 107</td>
<td>The San Miguel County Health Department assessed seroprevalence in March and April using samples from 5,283 participants (66% of county residents). Raw prevalence was very low (0.53%), with only 3 confirmed positive results for adults ages 60 years and above.</td>
</tr>
<tr>
<td>Slovenia 108</td>
<td>Researchers at the University of Ljubljana assessed seroprevalence using an IgG ELISA test for a random sample of 1,318 participants on April 20 to May 3. Test-adjusted prevalence was 0.9% (CI: 0 to 2.1%), indicating that the sample may have included only 10 infected individuals; no age-specific results were reported.</td>
</tr>
<tr>
<td>United Kingdom 109</td>
<td>The U.K. Office for National Statistics reports aggregate estimates of seroprevalence from specimens provided for routine testing using a novel IgG ELISA test conducted by research staff at the University of Oxford, but these reports do not include age-specific seroprevalence estimates.</td>
</tr>
<tr>
<td>Vo, Italy 110</td>
<td>Vo’ is a municipality of 3,300 people, nearly all of whom (87%) participated in an infection survey in late February. However, there were only 54 infections among people ages 50+, so assessing age-specific IFRs is not feasible.</td>
</tr>
</tbody>
</table>

---

103 See Feehan et al. (2020).
104 See Stadlbauer et al. (2020).
105 See Weis et al. (2020).
106 See Chamie et al. (2020).
107 See San Miguel County Department of Health & Environment (2020).
108 See Vodičar et al. (2020a,b).
110 See Lavezzo et al. (2020).
Appendix B: Positive Predictive Value of Seroprevalence Tests

A key metric of test reliability is positive predictive value (PPV), that is, the likelihood that a positive test result is a true positive. The PPV can be evaluated as follows:

\[
PPV = \frac{sensitivity \times prevalence}{sensitivity \times prevalence + (1 - specificity) \times (1 - prevalence)}
\]

Evidently, lower prevalence can markedly diminish the reliability of seroprevalence testing. As shown in Table B1, in a seroprevalence study of Dutch blood donors using the Wantai Total Antibody ELISA, the crude prevalence rate was found to be 2.7%. However, that antibody test has a PPV of 42.4%, and hence the adjusted prevalence is only 0.6 %, with a 95 percent confidence interval of 0% to 5.2%. In effect, practically all of the positive tests obtained in this study might be false positives. By contrast, a seroprevalence study of New York City found a much higher crude prevalence of 20.0% using a Wadsworth Pan-Ig test with a PPV of 94.8%. Consequently, the adjusted prevalence for this study is higher than the crude prevalence, namely, 21.7% with a 95 percent confidence interval of 19.2% to 24.4%.

Table B1: Impact of Crude Prevalence on Positive Predictive Value

<table>
<thead>
<tr>
<th>Location</th>
<th>Netherlands</th>
<th>New York City</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crude Prevalence</td>
<td>2.7%</td>
<td>20%</td>
</tr>
<tr>
<td>Test</td>
<td>Wantai Total Antibody ELISA</td>
<td>Wadsworth Pan-Ig</td>
</tr>
<tr>
<td></td>
<td>95% Confidence Bounds</td>
<td>95% Confidence Bounds</td>
</tr>
<tr>
<td></td>
<td>Lower</td>
<td>Upper</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.621</td>
<td>0.720</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.977</td>
<td>1.000</td>
</tr>
<tr>
<td>PPV</td>
<td>0.424</td>
<td>1.000</td>
</tr>
<tr>
<td>NPV</td>
<td>0.989</td>
<td>0.992</td>
</tr>
<tr>
<td>Adjusted Prevalence</td>
<td><strong>0.006</strong></td>
<td><strong>0.052</strong></td>
</tr>
</tbody>
</table>

111 See Slot et al. (2020)
112 See Rosenberg et al. (2020).
Test sensitivity and specificity also have a high impact on PPV. As shown in Table B2, a serological study of Santa Clara County utilized a Premier Biotech LFA test and estimated prevalence at 1.5% based on a test specificity of 99.5%.\textsuperscript{113} However, a subsequent study found the specificity of that test to be only 97.2%.\textsuperscript{114} That revision to the test specificity reduces its PPV in the context of the Santa Clara study from 71.6% to 31.1%, and the adjusted prevalence for Santa Clara County residents is not significantly greater than zero.

<table>
<thead>
<tr>
<th>Location</th>
<th>Santa Clara County</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crude Prevalence</td>
<td>1.5%</td>
</tr>
</tbody>
</table>

Table B2: Impact of Specificity on Positive Predictive Value

<table>
<thead>
<tr>
<th>Location</th>
<th>Santa Clara County</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test</td>
<td>Premier Biotech LFA</td>
</tr>
<tr>
<td>Source</td>
<td>Bendavid et al.</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td></td>
<td>Lower</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.828</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.995</td>
</tr>
<tr>
<td>PPV</td>
<td>0.716</td>
</tr>
<tr>
<td>NPV</td>
<td>0.997</td>
</tr>
<tr>
<td>Adjusted Prevalence</td>
<td>0.012</td>
</tr>
</tbody>
</table>

\textsuperscript{113} See Bendavid et al. (2020).
\textsuperscript{114} See Whitman et al. (2020).
Appendix C: Excess Mortality

In some locations, reported deaths may not fully capture all fatalities resulting from COVID-19 infections, especially when a large fraction of such deaths occur outside of medical institutions. In the absence of accurate COVID-19 death counts, excess mortality can be computed by comparing the number of deaths for a given time period in 2020 to the average number of deaths over the comparable time period in prior calendar years, e.g., 2015 to 2019. This approach has been used to conduct systematic analysis of excess mortality in European countries.\textsuperscript{115} Likewise, the U.S. Center for Disease Control & Prevention provides regular updates on excess mortality for U.S. geographical locations.\textsuperscript{116}

The Belgian study used in our benchmark analysis computed age-specific IFRs using seroprevalence findings in conjunction with data on excess mortality in Belgium. In that case, the authors noted that their measure of excess mortality over the period from March to May coincided almost exactly with Belgium’s tally of reported COVID-19 cases.\textsuperscript{117} Consequently, we follow a parallel approach in constructing age-specific IFRs for Spain, using the seroprevalence findings of that national study in conjunction with age-specific measures of excess mortality published by Spain National Institute for Statistics.\textsuperscript{118}

Appendix D: Comparison of Seroprevalence vs. Reported Cases in Iceland

<table>
<thead>
<tr>
<th>Age Group</th>
<th>Reported Cases</th>
<th>Estimated Infections</th>
<th>Confidence Interval</th>
<th>Ratio of Infections to Reported Cases</th>
<th>Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Lower</td>
<td>Upper</td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>289</td>
<td>469</td>
<td>469</td>
<td>703</td>
<td>1.6</td>
</tr>
<tr>
<td>40-49</td>
<td>357</td>
<td>644</td>
<td>473</td>
<td>859</td>
<td>1.8</td>
</tr>
<tr>
<td>50-59</td>
<td>306</td>
<td>337</td>
<td>211</td>
<td>547</td>
<td>1.1</td>
</tr>
<tr>
<td>60-69</td>
<td>213</td>
<td>225</td>
<td>188</td>
<td>375</td>
<td>1.1</td>
</tr>
<tr>
<td>70-79</td>
<td>63</td>
<td>70</td>
<td>63</td>
<td>304</td>
<td>1.1</td>
</tr>
<tr>
<td>80+</td>
<td>25</td>
<td>26</td>
<td>13</td>
<td>319</td>
<td>1.0</td>
</tr>
<tr>
<td>All 30+</td>
<td>1,253</td>
<td>1,771</td>
<td>1,415</td>
<td>3,109</td>
<td>1.41</td>
</tr>
</tbody>
</table>

Sources: cases are reported by Iceland Directorate of Health (2020) as of June 14, when Iceland had 1,796 recovered cases, 10 fatalities, and 4 individuals in isolation (none hospitalized). Estimated infections and 95% confidence intervals are taken from the seroprevalence study of Guðbjartsson et al. (2020).

\textsuperscript{115} See EuroMoMo (2020).
\textsuperscript{116} See Rinaldi and Paradisi (2020), Modi et al. (2020), and U.S. Center for Disease Control & Prevention (2020c).
\textsuperscript{117} See Molenberghs et al. (2020).
\textsuperscript{118} See Pollán et al. (2020) and Spain National Institute of Statistics (2020).
Appendix E: Comorbidities

Table E1: Comorbidity Prevalence in New York City Hospitalized COVID-19 Patients vs. General Population

<table>
<thead>
<tr>
<th>Comorbidity</th>
<th>NYC Hospitalized COVID Patients</th>
<th>NYC Population (Ages 50+)</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>5.6%</td>
<td>6.3%</td>
<td>-0.7%</td>
</tr>
<tr>
<td>Cardiovascular Disease</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>53.1%</td>
<td>49.2%</td>
<td>3.9%</td>
</tr>
<tr>
<td>Coronary artery disease</td>
<td>10.4%</td>
<td>10.5%</td>
<td>-0.1%</td>
</tr>
<tr>
<td>Congestive heart failure</td>
<td>6.5%</td>
<td>6.9%</td>
<td>-0.4%</td>
</tr>
<tr>
<td>Chronic Respiratory Disease</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asthma</td>
<td>8.4%</td>
<td>8.6%</td>
<td>-0.2%</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>5.0%</td>
<td>7.7%</td>
<td>-2.7%</td>
</tr>
<tr>
<td>Obstructive sleep apnea</td>
<td>2.7%</td>
<td>2.8%</td>
<td>-0.1%</td>
</tr>
<tr>
<td>Immunosuppression</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV</td>
<td>0.8%</td>
<td>2.7%</td>
<td>-2.0%</td>
</tr>
<tr>
<td>History of solid organ transplant</td>
<td>1.0%</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Kidney Disease</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chronic</td>
<td>4.7%</td>
<td>13.1%</td>
<td>-8.4%</td>
</tr>
<tr>
<td>End-Stage</td>
<td>3.3%</td>
<td>0.6%</td>
<td>2.6%</td>
</tr>
<tr>
<td>Liver Disease</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cirrhosis</td>
<td>0.3%</td>
<td>0.9%</td>
<td>-0.6%</td>
</tr>
<tr>
<td>Hepatitis B</td>
<td>0.1%</td>
<td>0.5%</td>
<td>-0.3%</td>
</tr>
<tr>
<td>Hepatitis C</td>
<td>0.1%</td>
<td>0.1%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Metabolic Disease</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obesity (BMI&gt;=30)</td>
<td>41.7%</td>
<td>26.9%</td>
<td>14.8%</td>
</tr>
<tr>
<td>Diabetes</td>
<td>31.7%</td>
<td>27.6%</td>
<td>4.1%</td>
</tr>
<tr>
<td>Ever Smoked</td>
<td>15.6%</td>
<td>43.8%</td>
<td>-28.2%</td>
</tr>
</tbody>
</table>

Table E2: Fatality Hazard Ratios for Hospitalized U.K. COVID-19 Patients

<table>
<thead>
<tr>
<th>Age</th>
<th>Hazard Ratio</th>
<th>Comorbidity</th>
<th>Hazard Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 to 49</td>
<td>1</td>
<td>Diabetes</td>
<td>1.1</td>
</tr>
<tr>
<td>50 to 59</td>
<td>2.7</td>
<td>Malignant Cancer</td>
<td>1.1</td>
</tr>
<tr>
<td>60 to 69</td>
<td>5.5</td>
<td>Chronic Cardiac Disease</td>
<td>1.2</td>
</tr>
<tr>
<td>70 to 79</td>
<td>9.8</td>
<td>Chronic Pulmonary Disease</td>
<td>1.2</td>
</tr>
<tr>
<td>80+</td>
<td>13.5</td>
<td>Chronic Kidney Disease</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Obesity</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Liver Disease</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Source: Doherty et al. (2020), Figure 5.
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